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Transforming Protein Engineering: Advanced Integration of Deep Learning and 3DM Technology for Superior 
Protein Function Predictions 
 
Deep learning has made a significant impact on the field of protein engineering, enabling the rapid exploration 
and optimization of protein sequences. Despite the availability of numerous benchmark datasets to evaluate 
model performance, the metrics used are often not suitable for measuring protein function and the proxy values 
used lead to inaccurate results. This reduces the ability to predict functional improvements in protein variants. 
 
In this study, we assess the performance of five different protein language models. We measure spearman 
correlation for the top 40% variants across 56 datasets from ProteinGym[1], revealing an average performance 
of less than 0.1. We conclude that while these models can find non-functional variants, they are much less 
effective in discovering variants that enhance functionality. Within the sequence-structure-function' paradigm, AI 
is able to effectively map the relation between sequence and structure, but mapping the relation between 
sequence and structure to protein function remains elusive. 
 
Recognizing these limitations, we have leveraged the powerful capabilities of Bio-Prodict's 3DM[2] protein family 
analysis technology and integrated it with multiple state-of-the-art AI techniques to develop enhanced predictors 
for protein engineering. We worked together with a large commercial partner to create a novel dataset and test 
our predictions. Our advanced approach, Helix Engineering, was trained on 165 single variants. We predicted a 
round with only 92 clones with one quintuple variant being 53 times more active than wildtype. . This experiment 
was replicated using brute force classic techniques, but while a similar result was achieved, obtaining a 
comparable increase in fitness required roughly 70 times as much experimental screening efforts. This shows 
that our approach efficiently identifies high fitness variants, which leads to significant cost savings.  
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