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Abstract

The emergence of new non-volatile memory (NVM) technology and deep neural net-

work (DNN) inferences bring challenges related to off-chip memory access. Ensuring

crash consistency leads to additional memory operations and exposes memory update

operations on the critical execution path. DNN inference execution on some acceler-

ators suffers from intensive off-chip memory access. The focus of this dissertation is

to tackle the issues related to off-chip memory in these high-performance computing

systems.

The logging operations, required by the crash consistency, impose a significant per-

formance overhead due to the extra memory access. To mitigate the persistence time

of log requests, we introduce a load-aware log entry allocation scheme that allocates

log requests to the address whose bank has the lightest workload. To address the

problem of intra-record ordering, we propose to buffer log metadata in a non-volatile

ADR buffer until the corresponding log can be removed. Moreover, the recently pro-

posed LAD introduced unnecessary logging operations on multicore CPU. To reduce

these unnecessary operations, we have devised two-stage transaction execution and

virtual ADR buffers.

xxvii



To tackle the challenge of low response time and high computational intensity asso-

ciated with DNN inferences, these computations are often executed on customized

accelerators. However, data loading from off-chip memory typically takes longer than

computing, thereby reducing performance in some scenarios, especially on edge de-

vices. To address this issue, we propose an optimization of the widely adopted Weight

Stationary dataflow to remove redundant accesses to IFMAP in off-chip memory by

reordering the loops in the standard convolution operation. Furthermore, to enhance

the off-chip memory throughput, we introduce the load-aware placement for data

tiles on off-chip memory that reduces intra/inter contentions caused by concurrent

accesses from multiple tiles and improves the off-chip memory device parallelism dur-

ing access.

xxviii



Chapter 1

Introduction

1.1 Memory Wall

In modern computer systems, the memory wall represents a critical challenge that

arises due to the growing performance disparity between the processors and the mem-

ory systems.

The processor’s performance driven by improvements in microarchitecture and paral-

lel processing, has increased rapidly. However, the speed and bandwidth of memory

technologies have not kept pace with these advancements. This imbalance in per-

formance leads to situations where the processor spends a significant portion of its

time waiting for data to be fetched from memory, leading to underutilization of the

1



processor and reduced overall system efficiency.

The memory wall is particularly pronounced in data-intensive workloads, artificial

intelligence applications, and big data analytics, where rapid access to large datasets

is essential. These types of workloads further exacerbate the challenges associated

with the memory wall.

To address the memory wall problem and the off-chip memory bottleneck, computer

architects and system designers have explored various solutions, including the use of

multi-level cache hierarchies, non-volatile memory technologies, and improved mem-

ory access techniques. Additionally, software optimizations such as data locality and

memory management strategies play a crucial role in mitigating this bottleneck.

In this dissertation, several designs are proposed to tackle the memory wall problem

in the system with non-volatile memory and the neural network accelerator.

1.2 System with Non-volatile Memory

Non-volatile memory (NVM) aims to minimize the gap between memory and storage

due to its large storage capacity, fast speed, non-volatility, and byte-addressability.

However, one important challenge of the successful adoption of NVM in computer

systems is to ensure the atomicity of transaction updates in the event of a system

2



crash or power loss.

Crash consistency requires that all updates within a transaction are always com-

mitted to NVM in a nothing-or-all manner, even upon a system crash. Traditional

systems adopt undo-log, redo-log, or a combination of both to guarantee crash con-

sistency. With logging, transaction update is applied to in-place data after the log of

modifications is stored in NVM.

The logging method suffers from inferior performance due to ordering constraints

between logging and in-place update, which places the logging execution in the I/O

critical path. With caches being transparent, software applications cannot predict

when a dirty cache line is written to memory. Therefore, a memory update cannot be

performed until its log has been written to NVM. Nevertheless, flushing cache lines

and memory barriers introduced by software logging significantly degrade the overall

system performance. To reduce the logging overhead, hardware/hardware-assisted

logging methods [2, 3, 4, 5, 6] have been proposed to move the logging out of the

critical path. However, no logging operations are eliminated in either software or

hardware approaches, which is the root cause of the inefficiency.

In 2019, LAD [7] proposed a novel atomic in-place update without logging for those

transactions whose write set is smaller than the ADR (Asynchronous DRAM Refresh)

buffer [8]. Its main idea is that memory write requests of a transaction are accumu-

lated in the ADR buffer. These dirty data are flushed to NVM when all update
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requests from this transaction have arrived at the ADR buffer. In case of a crash, the

ADR technology utilizes the energy provided by super-capacitors to flush all buffered

update requests to NVM, enabling the system to survive crashes. In this way, LAD

can avoid writing logs for these buffered transactions, thus boosting the performance.

However, when a multi-core system executes multiple transactions concurrently, these

transactions compete for the limited ADR buffer. Once the ADR buffer runs out of

space, LAD must resort to logging to ensure crash consistency, degrading system

performance.

1.3 Neural Network Accelerator

Specialized neural network accelerators (NNAs) have been developed to enhance

the performance of deep neural networks (DNNs) in diverse artificial intelligence

fields, such as computer vision, natural language processing, recommendation sys-

tems, graph analytics, and robotics. These NNAs employ systolic arrays (SAs) to

expedite computationally intensive convolution (CONV) operations, which are the

most prevalent and time-consuming tasks in deep neural networks. To optimize

data access for SA-based NNAs, a purpose-built on-chip memory is employed for

the storage of input feature maps (IFMAP), output feature maps (OFMAP), as well

as filters. This design minimizes the necessity for frequent access to slower off-chip

memory, such as DDR3/4. Nevertheless, the limited storage capacity of on-chip
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memory still necessitates substantial off-chip memory accesses, as documented in the

previous works [9, 10, 11, 12, 13, 14]. This, in turn, introduces additional latency in

DNN inference.

To address the overhead incurred by accessing off-chip memory during DNN inference,

researchers have proposed two primary approaches:

† Enhancing on-chip data reuse: This approach focuses on maximizing the reuse

of on-chip data to minimize off-chip memory access. One strategy involves

designing the data movement within NNAs, referred to as dataflow. Data of

a particular type is stationed on NNAs with minimal movement, while other

data is streamed through NNAs to perform neural network computations with

the stationed data. These dataflows can be categorized into Weight Stationary

(WS) [15, 16, 17, 18, 19, 20, 21, 22], Output Stationary (OS) [23], or Input

Stationary (IS) [24]. WS, the most commonly adopted approach among current

NN chip vendors like NVIDIA and Google [18, 20, 21], is utilized to minimize

data movement. Another strategy involves operation fusion [1, 25, 26], which

eliminates the need for off-chip memory access for intermediate data between

fused operators. An example of this is the fusion of Convolution with Batch-

Normalization, Activation, and Pooling, a technique implemented by current

NN execution frameworks like Tensorflow [25] and TVM [26]. Given the diver-

sity of neural networks, different models may require unique operator fusions,
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necessitating further profiling based on model-specific characteristics.

† Optimizing off-chip data placement: This approach is dedicated to optimizing

the allocation of data for tiles within the off-chip memory [14, 27, 28], with the

aim of improving off-chip memory access speed.

Despite these optimizations, the speed of off-chip memory access can still act as a

bottleneck in some NNAs [11, 14, 23, 27, 28, 29, 30, 31, 32]. Rather than customiz-

ing dataflow for specific NNAs [10, 33], the Weight Stationary is a widely adopted

dataflow for NNAs utilizing systolic arrays [17, 18, 20, 21, 22], which consist of a

matrix of processing elements. In this scenario, the unrolled filter must be tiled to

perform general matrix multiplication (GEMM) since the matrix size of the systolic

array is constrained. These layers are referred to as wide layers.

To complete convolution computations for wide layers, IFMAP is partitioned into mul-

tiple segments, each processed with a filter tile. This partitioning can lead to repeated

accesses to the same portions of IFMAP. Furthermore, the STOA tile placement op-

timization described in ROMANet [14] doesn’t fully account for memory contention

arising from simultaneous off-chip memory access for different feature map segments

during inference, leaving room for further enhancements in off-chip memory access

efficiency.
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Chapter 2

Background

The emphasis of this dissertation lies in memory optimizations for non-volatile mem-

ory systems and neural network accelerators. In this chapter, two distinct sections

offer detailed introductions to the relevant background and related research. Sec-

tion 2.1 delves into topics such as crash consistency, logging operations, log organi-

zations, ADR, and LAD. Meanwhile, Section 2.2 presents comprehensive information

on neural networks, computational graph, accelerator architecture, and developments

related to neural network accelerators.
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2.1 Logging in Non-volatile Memory

2.1.1 Crash Consistency in NVM systems

U-A Update Request A L-A Undo/Redo Log  A P-A Persist modified  A
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Figure 2.1: Transaction execution under (a) UNDO log and (b) REDO log

Crash consistency ensures that data on NVM are recoverable upon a system crash

or power loss. Prior studies [2, 3, 4, 6, 34] have proposed software logging to achieve

crash consistency. Based on log content, these logging schemes can be classified into

two categories: (1) undo-log : data are copied to the log before they are modified.

During recovery, logs are used to undo all changes made. (2) redo-log : new data are
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written to the log before in-place updates. During recovery, logs are used to redo all

modifications.

To enforce the order constraint of write-log and write-data, software needs to run

cache line flush instructions and store fence instructions in the write-log stage and

write-data stage. Therefore, in these software schemes, the logging process is on the

critical path, leading to inferior performance. Figure 2.1 shows the execution overhead

introduced by logging with an example whose first transaction has 3 unique updates,

A, B, and C. Under undo-log, log entries with unmodified data are persisted before

their in-place updates are performed. Both persisting log entries and updates are on

the critical path. Under redo-log, while log entries with modified data are persisted,

their in-place updates are executed in the background after the transaction ends, with

the fast transaction commit speed. redo-log directs read requests to the log entries to

provide the latest values, incurring performance overhead.

Hardware-assisted logging methods are proposed to improve crash consistency perfor-

mance and reduce the burden on programmers. For example, ATOM [2] proposes a

hardware undo log, which initiates the write-log request for a store in the L1 cache and

delays the update to L1 until its write-log is done. The modified cache lines are flushed

to NVM later. The state-of-the-art hardware redo-log, REDU [6] buffers the latest

updates in the DRAM cache after persisting log entries to NVM and hence avoids

reading log entries from slow NVM when performing in-place updates. However,
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these state-of-the-art designs still suffer from (1) handling complicated constraints on

ordering write-log and write-data, and (2) generating significant log write traffic and

reducing NVM’s lifetime.

2.1.2 Conventional Log Organization

TX1 Log Data Header
TX1 In-place Update

TX2 Log Data

Metadata[7]
Cache Line 1

NVM

TX2
Core

TX1
Cache Line 2
Cache Line 3
Cache Line 4
Cache Line 5
Cache Line 6
Cache Line 7

Stall

Ordering Unused Bytes
(b)(a)

Figure 2.2: (a) Ordering constraints of transaction execution in redo-log.
(b) A log record.

A transaction log includes 64-byte data content and an 8-byte home address for each

write request that occurred in this transaction. The address information in the log

is referred to as log metadata. To reduce the log metadata write traffic, ATOM [2]

proposes log entry collation (LEC) that co-locates seven log blocks’ metadata in a 64-

byte block referred to as a header. These seven log entries and the header constitute

a log record, shown in Figure 2.2(b). A log record header can be persisted to NVM

only after its log data blocks are written to NVM. This is the ordering constraint for

persisting a log record, and it is referred to as intra-record ordering. The intra-record

ordering is on the critical execution path for both the redo and undo logging scheme.
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Figure 2.2(a) shows the ordering under redo logging.

However, LEC is sub-optimal in terms of write traffic reduction when the number of

write requests in a transaction is smaller than seven. For example, if a transaction

writes one cache line, its 64B log record header stores an 8B address, wasting NVM

write bandwidth. Whisper [35] shows most transactions have less than two write

requests in the NVM workloads. In addition, the log metadata traffic accounts for

12.5% of log traffic for transactions with a large number of write requests, degrading

performance, and NVM endurance.

2.1.3 Asynchronous DRAM Refresh (ADR)

Intel introduced a new technology ADR [8], which leverages energy held in capacitors

to ensure that pending write requests received by the memory controller (MC) will

be persisted to NVM even upon a power failure. The write pending queue (WPQ),

which holds write requests, is called the ADR buffer. The memory controller sends

an acknowledgment to the CPU immediately after the ADR buffer receives a clwb

instruction. This technology provides an exciting opportunity to efficiently achieve

crash consistency.

The energy stored in capacitors can also flush the memory controller buffer and AIT

cache to NVM upon crash [36]. Therefore, ADR makes the memory controller become
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part of the persistence domain. However, it is challenging to provision the large

ADR buffer due to the memory controller’s power consumption and the capacitor

size limited by DIMM [37]. Typically, the ADR buffer can accommodate 24 or more

cachelines [2, 38, 39].

2.1.4 Logless Atomic Durability (LAD)

U-A Update Request A L-A Undo/Redo Log  A P-A Persist modified  A

U-A U-B U-C U-D

NVM

ADR
in MC

CPU
Time

Transaction
Start

Transaction
End

Transaction
Start&

P-A P-B P-C

Figure 2.3: LAD execution

To reduce log overhead, LAD [7] proposes the hardware mechanism that ensures a

transaction’s updates atomically persisted to NVM without logging, by exploiting

ADR. LAD stores updates of a transaction in the ADR buffer as it is running and

flushes these updates to NVM when the transaction ends. If a power failure happens

before an in-flight transaction ends, the partial log entries are discarded, without

affecting corresponding data stored in NVM. If a power failure happens after an in-

flight transaction ends, ADR can ensure that the buffered updates are safely persisted

to NVM, since the ADR buffer is part of the persistence domain. Figure 2.3 shows
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how LAD works with a simple example. Assuming a transaction has 3 updates A, B,

and C, they are accumulated in the ADR buffer which is in MC as it is running and

LAD persists them after the transaction ends, without introducing log operations.

However, when the ADR buffer overflows, LAD falls back to hardware logging, by

writing log entries for speculative updates stored in the ADR buffer. After log entries

are persisted, their corresponding in-place updates are performed, losing the benefits

of LAD.

2.2 Neural Network and Neural Network Acceler-

ator

2.2.1 Neural Networks

Neural network (NN) is a type of artificial intelligence model that has gained signif-

icant attention in recent years due to its ability to perform complex tasks such as

image recognition, natural language processing, and decision-making. It is modeled

after the structure and function of the human brain, capable of learning and adapting

to new information through a process known as training. The basic building block

of a neural network is the artificial neuron, also known as a node. These neurons are

connected in layers, with each neuron in one layer connecting to one or more neurons

13



Input
Layer

Hidder
Layer-0

Hidder
Layer-n

Output
Layer

Figure 2.4: Brief graph of Neural Network

in the next layer. As shown in Figure 2.4, the input layer receives input data, such as

an image or a sentence, and the output layer produces a prediction or decision based

on the input. The intermediate layers are known as hidden layers and are responsible

for learning and processing information.

There are several types of neural networks, including convolutional neural networks

(CNN), recurrent neural networks (RNN), and deep neural networks (DNN). CNN is

commonly used for image and video recognition, while RNN is used for sequential data

such as speech and text. DNN has many hidden layers and has been successful in a

wide range of applications, including speech recognition, natural language processing,

and image and video analysis.

Neural networks have proven to be very effective in many applications and have

demonstrated state-of-the-art performance in tasks such as image recognition and
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natural language processing. They have also been used in a wide range of indus-

tries, including healthcare, finance, and marketing. However, neural networks can

be computationally expensive and require a large amount of data. As such, research

continues to focus on improving the efficiency and performance of neural networks,

as well as developing new architectures to tackle specific problems.

2.2.2 Computations in Neural Network

The standard convolution computation, referred to as convolution computation in

this work, constitutes a fundamental operation in various neural network architec-

tures, particularly in DNN models employed for image and video recognition tasks.

Convolution computation entails the application of a set of filters to the input feature

map (IFMAP), wherein these filters are systematically moved across the input space.

At each spatial location, element-wise multiplication and summation operations are

executed. During the convolution process, every filter is convolved with every pixel

within the IFMAP, resulting in the generation of pixels on a channel of the output

feature map (OFMAP). This procedure is iterated for each filter, ultimately yielding

the OFMAP with multiple channels, each of which encodes distinct characteristics or

aspects of the input data.

Figure 2.5 provides the demonstration of convolution computation. The input data
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Figure 2.5: Convolution computation demonstration: H, W, and C
indicate the height, width, and channels of IFMAP. R and S indicate the
height and width of the filters. K is the number of filters, equal to the
number of channels in OFMAP. P and Q are the height and width of the
matrix on each channel of OFMAP.

denoted as IFMAP, consists of C channels and is represented as matrices of dimen-

sions H ×W with consistent shapes across channels. The filters, which serve as

weights, are K matrices, each with dimensions R × S ×C. OFMAP represents the

output, with the number of channels in OFMAP equal to K, corresponding to the

number of filters. The dimensions P and Q denote the height and width of the

OFMAP. Equation 2.1 and Equation 2.2 describe the relationships between the di-

mensions of IFMAP, filters, and OFMAP within the convolution computation process,

assuming no padding. The term Stride refers to the number of pixels by which the

filter shifts over IFMAP between steps, in the height or width directions. Equation 2.3

defines the mathematical calculation for each step, resulting in an output pixel. Each

output pixel O(p, q) on output channel k is derived by summing the products across

three dimensions: C, R, and S. As depicted in Figure 2.5, each matrix in OFMAP

is the outcome of convolving a filter of dimensions R × S × C with all matrices in

16



IFMAP whose dimensions is H×W×C.

P = (H −R + Stride)/Stride (2.1)

Q = (W − S + Stride)/Stride (2.2)

O(k, p, q) =
C−1∑
c=0

R−1∑
r=0

S−1∑
s=0

I(c, p+ r, q + s) ∗W (k, c, r, s) (2.3)

Besides the standard convolution computation, there are other types of convolution

operations, like Depthwise Convolution computation [40]. However, non-standard

convolution operations are not as commonly adopted in current NN algorithm designs

as standard convolution computation.

H

W
C

IFMAP

Conv R
S

Filter O(p,q)

f(x) = 
1   if O(p,q)>=0

0   if O(p,q)<0

Y(p,q)Activation

Figure 2.6: Activation function demonstration: Binary Step

Activation functions are another essential component of artificial neural networks.
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They are used to introduce nonlinearity into the output of a neuron, enabling neural

networks to model complex, nonlinear relationships between input data and output

predictions. As illustrated in Figure 2.6, the output pixel of a convolution operation,

O(p,q), is passed through an activation function, Binary Step, to produce a new

output pixel, Y(p,q). The most commonly used activation functions include Binary

Step 2.4, Sigmoid 2.5, Tanh 2.6, and ReLU 2.7. Choosing the right activation function

is crucial for achieving optimal model performance and training stability.

f(x) =


1 x >= 0

0 x < 0

(2.4)

f(x) = 1/(1 + e−x) (2.5)

f(x) = 2/(1 + e−2x)− 1 (2.6)

f(x) =


max(0, x) x >= 0

0 x < 0

(2.7)
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Pooling is a technique commonly used in neural networks to reduce the matrix shape

of OFMAP while preserving critical features. It involves dividing the feature map

into non-overlapping or overlapping sub-regions and then applying a mathematical

operation to each sub-region. The resulting output has a decreased spatial resolution,

while the original number of channels is maintained. Figure 2.7 provides an example

of pooling, where the size of the feature map is reduced from 4× 4 to 2× 2. During

this process, the 4× 4 feature map is partitioned into multiple 3× 3 overlapping sub-

regions. Max pooling and average pooling are two common types of pooling, where

max pooling returns the maximum value in each sub-region, while average pooling

returns the average value.

Figure 2.7: Example of pooling: 3x3 filter over 4x4 feature map using
stride=1.

2.2.3 Computational Graph

A computational graph is a fundamental concept in the field of neural networks and

machine learning, serving as a graphical representation of mathematical operations
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and dependencies within a model. It provides a way to visualize and understand the

flow of data through a network.

Conv ReLU MaxPool Conv ReLU MaxPoolInput Output

Operator NodeVariable Node Dependency

Figure 2.8: Computational Graph of a two-layer convolutional neural net-
work

As the example shown in Figure 2.8, a computational graph consists of nodes and

edges, where nodes represent mathematical operations or transformations, and edges

represent the data dependency between these operations. The graph is directed,

indicating the order in which computations are performed. There are two main types

of nodes in a computational graph:

† Operator Nodes: These nodes represent mathematical operations, such as addi-

tion, multiplication, or more complex operations like convolution or activation

functions (e.g., ReLU). Each operation takes input data, performs a specific

computation, and produces output data.

† Variable Nodes: These nodes represent the learnable parameters of the model,

such as weights and biases in a neural network.

To improve the efficiency of DNN inference, operator fusion is a key optimization

for computational graph in DNN execution frameworks, such as TensorFlow [25] and
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TVM [26]. To further explore fusion opportunities, DNNFusion [1] developed a classi-

fication of both individual operator and their combinations. The fundamental concept

involves categorizing operators into distinct types and establishing rules for different

combinations of the types. Based on the correspondence between input and output,

operators are categorized into five types: one-to-one, reorganize, shuffle, one-to-many,

and many-to-many. In one-to-one operations, input pixels are directly mapped to

output pixels, exemplified by BatchNormalization. Reorganize and shuffle can be

considered variations of one-to-one with special mappings. Reorganize changes the

input dimensions without data movement, as seen in operators like Reshape. Shuf-

fle permutates the input dimensions with data movement, exemplified by operators

like Transpose. A representative operator featuring one-to-many mapping is Expand,

which broadcasts input tensors based on the given shape and rule. Many-to-many

mapping operators involve multiple input elements serving as operands to generate

one or more output elements, such as the standard convolution.

Figure 2.9: Mapping type analysis in DNNFusion [1]

DNNFusion conducted a fusion analysis based on the mapping type of operators, as
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depicted in Figure 2.9. The first column and the first row, depicted without any color,

indicate the mapping types of the first and second operators slated for fusion. The

colored cells denote the resulting mapping type of the fused operator. This analysis

further categorizes the fusion of these mapping type combinations into three groups,

represented by green, orange, and red, respectively. Green denotes fusions that are

deemed legal and advantageous. Red signifies fusions known to be either illegitimate

or clearly unprofitable. Orange indicates that while these fusions are legitimate, their

profitability necessitates further examination.

With such exploration on operator fusion, the optimized computational graph not

only eliminates unnecessary computations but also reduces memory accesses for in-

termediate results, leading to enhanced efficiency in DNN inferences.

2.2.4 Neural Network Accelerators

Neural network accelerators (NNAs) are specialized hardware designed to improve the

throughput of neural network training/inference tasks. The intensive computations in

NN can be accelerated with targeted optimization for operations that are commonly

used in NNs, such as matrix-matrix computations and vector-matrix computations.

For NNAs tailored for DNN inferences, it is expected to have expeditious accesses to

data and the swift completion of computations, arising from the necessity to obtain
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inference results with low latency.
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Figure 2.10: Architecture of Neural Network Accelerator

Figure 2.10 depicts a simplified NNA architecture, comprising a Systolic array (SA)

that includes a homogeneous network of tightly coupled Processing Elements, a Vector

Unit, on-chip memory, and off-chip memory.

Within the Systolic array, each Processing Element (PE) exhibits the capability to

independently and simultaneously conduct Multiply-Accumulate (MAC) operations

in parallel with other PEs. Figure 2.10 also provides a detailed focus on the primary

components of the PE. The multiplier and accumulator within the PE are responsible

for executing multiplication and addition operations, which are pivotal for efficient

matrix multiplication. In this illustrated example with Weight Stationary, buffers are

employed to store both the weights and inputs of a neural network. Simultaneously,

registers are utilized for temporarily storing intermediate results during computa-

tion. These PEs are typically homogeneous, signifying that they share an identical
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architecture and functionality. Network on Chip (NoC) is a communication infras-

tructure that is designed to connect PEs in a Systolic array. The NoC serves as a

high-bandwidth communication network that enables the PEs to exchange data and

coordinate their operations efficiently. As the example illustrated in Figure 2.14, NoC

is employed to transfer weights from the top of the PEs matrix to the bottom, pre-

filling each PE with the required data. During the convolution computation, input

pixels are streamed from the left to the right through the NoC. Additionally, the

intermediate result, partial sum (Psum), within each PE is drained from the top to

the bottom using the NoC. By harnessing the parallelism inherent in the processing

elements, the Systolic Array can achieve significantly higher performance levels in

comparison to traditional single-processor architectures.

The Vector Unit serves as an adjunct coprocessor, tightly integrated with SA. It

specializes in executing vector operations, including accumulation, activation, nor-

malization, and pooling [17, 18, 41]. Its inputs are derived from the data drained

from the SA and the data buffered in on-chip memory, while its outputs are directed

back to the on-chip memory.

In NNAs, compiler-controlled on-chip memory offers the advantages of both higher

speed and increased energy efficiency when compared to off-chip memory. Among

the types of on-chip memory used in NNAs, Scratchpad Memory (SPM) is a common

choice [9, 14, 23, 29, 42, 43]. SPM is typically organized as a small, multi-bank SRAM,
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and each bank can be independently accessed, enabling concurrent access to multiple

data elements. Another prevalent form of on-chip memory in NNAs is Vector Memory,

which is specifically designed for processing and manipulating extensive arrays of data

in a vectorized fashion, as highlighted in [17, 18, 41]. In some designs, operations,

like accumulation, are merged into the vector memory. The utilization of vector

memory can notably enhance the performance of vector operations. On-chip memory

not only allows for simultaneous on-chip access by the Systolic Array to multiple

tensor elements but also facilitates the reading and writing of data to and from off-

chip memory during on-chip computations. This functionality effectively reduces the

latency associated with off-chip memory access, which is essential for storing the

initial input and intermediate data generated during NN inference due to the limited

size of on-chip memory.

2.2.5 im2col methods: NCHW vs. NHWC

Offset nchw(n, c, h, w) = n× CHW + c×HW + h×W + w (2.8)

Offset nhwc(n, c, h, w) = n×HWC + h×WC + w × C + c (2.9)
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Figure 2.11: Example of NCHW im2col
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O0A = 1A×W0A+ 1B ×W0B + ....+ 2D ×W1C + 2E ×W1D (2.10)
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Processing Elements in NNAs enable the execution of General Matrix Multiply

(GEMM) operations by performing parallel MAC operations. This necessitates the

transformation of Convolution Computation into GEMM using a technique known

as im2col transformation. An example of im2col is provided in Figure 2.11, where

both filters and IFMAP are unrolled into 2D matrices. Two commonly used implicit

im2col algorithms are NCHW [42, 44] and NHWC [43]. In the NCHW format, pixels

from the same channel of IFMAP are continuously placed, as shown in Figure 2.11.

As a result, filters are also unrolled in accordance with the NCHW format. In this

example, each column of unrolled weights corresponds to each filter, positioned above

from left to right. The blue and green squares signify the associated input channel,

indicating that weights within the same channel are sequentially placed in the NCHW

im2col format. However, due to hardware scalability limitations in stride Convolu-

tion Computation when using NCHW, the NHWC format was introduced in 2021 by

Zhou [43]. This format has since been embraced as the default format in contem-

porary machine learning frameworks [25] and recommended by various vendors [45].

As alternating blue and green squares shown in Figure 2.12, elements from different

channels are prioritized to be placed together in NHWC format.

Equation 2.8 and Equation 2.9 elucidate the pixel’s offset within the tensor layout for

NCHW and NHWC, respectively. With the im2col transformation, the OFMAP is

derived using GEMM. Equation 2.10 provides an example to obtain O0A, illustrating

that each element within the OFMAP represents the result of a MAC operation
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Shape of IFMAP = [C, H, W],   Shape of Filters = [K, C, R, S],    Shape of OFMAP = [K, P, Q]

for k : [0, K)
  for r : [0, R)
    for s : [0, S)
      for c : [0, C)
        for h : [0, H)
          for w : [0, W)
            ofmap[k,h-r,w-s] +=
            ifmap[h,w,c]*filter[k,r,s,c]

(a) (c)(b)

for k : [0, K)
  for p : [0, P)
    for q : [0, Q)
      for c : [0, C)
        for r : [0, R)
          for s : [0, S)
            ofmap[k,p,q] +=
            ifmap[p+r,q+s,c]*filter[k,r,s,c]

for c : [0, C)
  for h : [0, H)
    for w : [0, W)
      for k : [0, K)
        for r : [0, R)
          for s : [0, S)
            ofmap[k,h-r,w-s] +=
            ifmap[h,w,c]*filter[k,r,s,c]

Figure 2.13: LoopNest presentations. (a) Weight Stationary. (b) Out-
put Stationary. (C) Input Stationary.

performed on a row and column from two unrolled matrices.

2.2.6 Dataflow in Neural Network Accelerators

Since hardware resources are limited, it is necessary in practice to partition big data

sets or layers into smaller chunks, which is called tiling [15]. Tiling divides a large data

set into smaller sub-regions, called tiles. Since tiling reduces the memory requirements

of the computation, a tile can be stationed on an SA, improving data reuse.

Dataflow refers to the way data is processed and propagated within and through

NN layers. To optimize the execution of neural network algorithms, various dataflow

algorithms have been proposed. Based on the data type stationed, here are listed

three dataflows:

† Weight Stationary (WS) [15, 16, 17, 18, 19, 20, 21, 22]: WS stations pixel of
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filters on SA. Once a tile of filters is mapped onto SA, they are kept in the buffers

of PEs until all the computations involving the given set of filters are finished.

Every cycle, the pixels of IFMAP required to be multiplied with the loaded

pixels of filters are streamed into SA, generating partial sums. Figure 2.13(a)

illustrates the loop nest presentation of WS, where the iteration of filters is in

the outermost loop, enabling the highest degree of reuse.

† Output-Stationary (OS) [23]: Registers of PEs are reserved for the pixels of

OFMAP. Both the input and weight are streamed through SA to generate the

partial sum. Partial sums are kept and accumulated inside each PE to get the

final output. The LoopNest of OS is depicted in Figure 2.13(b).

† Input-Stationary (IS) [24]: Instead of stationing pixels of filters, a tile of IFMAP

is kept on SA, while the weights are streamed through to complete the compu-

tation. Figure 2.13(c) indicates LoopNest of IS, in which the input is highest

reused.

Among various NNA architectures, different Weight Stationary, Output Stationary,

and Input Stationary dataflows each could come with their respective advantages and

drawbacks. In addition, there are customized dataflow approaches tailored for specific

hardware, such as ISOSceles [33], which have demonstrated superior performance.

However, it is common for hardware vendors to adopt Weight Stationary dataflow,

as seen in TPUs [17, 18] and NVDLAs [19, 20, 21], for their NNAs [15].
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Figure 2.14: Example of convolution computation on NNA with
WS. Stride=1. (a) IFMAP and Filters. (b) Convolution computation on
NNA with Weight Stationary.

Figure 2.14 illustrates the key steps of convolution computation in an NNA, employing

a Weight Stationary dataflow. In Figure 2.14(a), the IFMAP is shown as having

dimensions of 3× 3 with 2 channels (H=3, W=3, C=2), and there are 6 2× 2 filters
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(R=2, S=2, K=6) for each input channel, denoted as Filter 0 to Filter 5. The

Systolic Array is composed of a 4 × 4 PEs matrix, and all the data is unrolled and

stored in off-chip memory in NHWC format. Due to the limited size of the SA,

the convolution computation of a layer necessitates multiple tiles. In this specific

example, there are 4 tiles involved. Figure 2.14(b) outlines these steps. The on-

chip memory employs double-buffering, which enables data related to the next tile

to be prefetched from off-chip memory. Apart from the computation on SA, there

are 5 main steps involved in the data flow on the NNA. The example shown in

Figure 2.14(b) assumes that the NNA is at the beginning of computation for weights

W0A ∼ W1B of Filter 0 ∼ Filter 3.

1. Prefetch/Load: The first step involves transferring data from off-chip memory

to on-chip memory. In this instance, W0C ∼ W1D of Filter 0 ∼ Filter 3

and 1G ∼ 2I of IFMAP will be prefetched from off-chip memory once both

W0A ∼ W1B of Filter 0 ∼ Filter 3 and 1A ∼ 2F have been loaded into

on-chip memory.

2. Prefill: The second step entails loading data from on-chip memory into registers

of PEs. This data will remain stationed on the PEs throughout the computation

of the current tile. In this particular illustration, the SA has been preloaded

with W0A ∼ W1B of Filter 0 ∼ Filter 3, and these filter pixels will remain

within the SA until the completion of GEMM operation for this set of weights.
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The subsequent data to be loaded into the SA is W0C ∼ W1D of Filter 0 ∼

Filter 3.

3. Streaming and Computation: The third step encompasses the continuous

streaming of data from on-chip memory to PEs for their computation within SA.

In the illustrative example presented in Figure 2.14, the data range 1A ∼ 2F

is streamed to the PEs for conducting MAC with the stationary filter pixels.

Following a MAC operation on a PE, the input pixel is passed on to the adja-

cent PE to the right. The Psum produced is then forwarded to the next PE

below, where it undergoes accumulation and is subsequently stored in on-chip

memory.

4. Drain: Following the computation, the remaining partial sums residing in the

registers of PEs are transferred to the Vector Unit, where they undergo final left

vector operations. It’s noteworthy that during the computation and draining

phases, vector operations can be executed simultaneously within the Vector

Unit, hiding the latency caused by them.

5. Writeback: Due to the limited capacity of on-chip memory, the intermediate

results produced during inference need to be written back to off-chip memory.

In this instance, it is assumed that the on-chip memory can buffer intermediate

results within a layer but lacks the capability to store the entire OFMAP. Con-

sequently, Partial OFMAP, OFMAP 0 ∼ OFMAP 3, will be written back to

off-chip memory once all elements have attained their final values subsequent
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to accumulation in the vector unit.

2.2.7 Off-chip Memory Mapping in NNAs

Algorithm 1: Pseudo-code of DRAM Mapping proposed by ROMANet

Data:
#Channel: The number of channels in DRAM.
#Rank: The number of ranks per DRAM Channel.
#Bank: The number of banks per DRAM Rank
#Row: The number of rows per DRAM Bank.
#Column: The number of columns per DRAM Row.

1 for ch← 0 to (#Channel − 1) do
2 for rk ← 0 to (#Rank − 1 do
3 for ro← 0 to (#Row − 1) do
4 for bk ← 0 to (#Bank − 1) do
5 for co← 0 to (#Column− 1) do
6 //map a tile of data to
7 DRAM[ch, rk, bk, ro, co]

ROMANet [14] proposed an approach for mapping data of Neural Networks in of-chip

memory based on the tiling, resulting in improved DRAM access speed through en-

hanced row buffer hit rates and the utilization of multi-bank burst feature in DRAM.

In comparison to Caffeine [27], SmartShuttle [11], and BWA [28], ROMANet’s DRAM

Mapping technique achieves higher throughput while minimizing access energy and

latency.

Algorithm 1 provides a pseudo-code representation of the mapping policy for a data

tile, referred to as DTile in this research. At line 5, ROMANet gives priority to
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mapping feature map elements to different columns within the same DRAM row to

maximize row buffer hits. This process can be carried out in parallel across different

chips if applicable, to leverage chip-level parallelism. If all columns within the same

row are fully occupied, any remaining data are mapped to different banks within the

same DRAM chip to exploit bank-level parallelism (line 4). Mapping to different

DRAM banks can also be executed in parallel across different chips if applicable. For

each bank, data are mapped to different columns within the same row, mirroring the

procedure described in line 5. Here, if all columns within the same row are filled, any

remaining data are mapped to a different row (line 3). These steps (lines 3∼5) are

iterated until all data are mapped within a DRAM rank. If any data remain, they

can be mapped to different DRAM ranks (line 2) and channels (line 1), respectively,

if applicable, using the same process outlined in lines 3∼5.

In ROMANet, off-chip memory access requests are sequentially directed to different

DRAM banks. Specifically, if bank0 was accessed in the previous cycle, the sub-

sequent request will be directed to bank1, and so forth. Furthermore, ROMANet

employs the First-Come-First-Serve (FCFS) scheduling policy. FCFS ensures that

memory requests are serviced in the order they are received, without any prioritiza-

tion or reordering based on various policies. This approach simplifies the design of

the memory controller and reduces its complexity.
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Chapter 3

Improving the Performance of

NVM Crash Consistency under

Multicore

3.1 Overview

In this work, it is observed that in our studied 4-core workloads, up to 59.5% trans-

actions’ log operations would be avoided if these transactions ran alone, without any

ADR buffer contention. We propose two algorithms to reduce unnecessary log opera-

tions for concurrent transactions, two-stage transaction execution (TSTE) and virtual
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ADR buffer (VADR). TSTE allows write requests of a transaction to be in both the

ADR buffer and an introduced staging SRAM buffer. Log operations and in-place

updates are performed in different buffers at different stages to reduce the number

of log operations. VADR decouples the ADR buffer’s buffering from the number of

its reliable draining requests. With VADR, requests in the ADR buffer only issue

in-place updates. Additionally, VADR can parallelize ADR-assisted in-place updates

with log write operations, increasing the parallelism in NVM writes. Compared with

LAD, the evaluation shows that combined with the redo log, TSTE improves the

throughput by 28.7% on average. VADR achieves an average of 36.2% improvement

in transaction throughput.

3.2 Motivation

3.2.1 Persist requirements of a transaction

A persist requirement is defined as the number of modified cache lines in a transac-

tion. Figure 3.1 shows the distribution of the persist requirement for the benchmarks

used in this work. A sub-bar represents the percentage of the range of the number of

modified cache lines in a transaction. The persistent requirement for most transac-

tions in all workloads studied in this work is less than 64. For example, the persistent
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Figure 3.1: Transaction update demand distribution

requirements are less than 32 for the benchmark RB Tree and TATP. This is con-

sistent with observations made by the recent study [35]. Innovative techniques, such

as deduplication [46, 47] and data structure optimization for persistence [48], have

been proposed to further reduce the persistent requirement of a transaction. These

observations motivate us to leverage the recently introduced ADR to achieve write

atomicity without logging.

3.2.2 Unnecessary Logs

Unfortunately, concurrent transactions compete for ADR buffer and make ADR buffer

overflows frequently, under a multi-core system. It is often that the update demand
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Figure 3.2: Transaction types distribution.

of each individual transaction is smaller than the ADR buffer but the total update

demand of all in-flight transactions is larger than the capacity of the ADR buffer. Log

operations caused by the overflow of the ADR buffer are unnecessary if these trans-

actions do not issue update requests simultaneously. These log operations, referred

to as unnecessary logs, consume significant I/O bandwidth and reduce transaction

throughput, leading to inferior system performance. Figure 3.2 shows that LAD can

cause up to 59.5% unnecessary log transactions in our 4-core workloads listed in Ta-

ble 3.1. This important observation motivates us to improve efficiency by eliminating

unnecessary logging.

We classify each transaction into a log-transaction or a logless-transaction depending

on whether this transaction involves log operation or not when it runs individually.
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In terms of a transaction’s update demand and the capacity of the ADR buffer, a

transaction is a logless-transaction if its update demand is less than or equal to the

capacity of the ADR buffer, otherwise, a transaction is a log-transaction.

Workload Benchmarks
Mix1 Array Random + B Tree + Array Random + B Tree
Mix2 Array Random + RB Tree + Array Random + RB Tree
Mix3 Array Random x 4
Mix4 B Tree + TPCC + B Tree + TPCC
Mix5 RB Tree x 4
Mix6 TATP x 4

Table 3.1
Muclticore workloads

3.3 Two-Stage Transaction Execution (TSTE)

LAD switches to logging when in-flight transactions take more than 80% of the ADR

buffer. However, LAD often generates log operations that are in fact unnecessary. To

reduce unnecessary log operations, we propose the Two-Stage Transaction Execution.

It is motivated by the observation that write requests to be logged do not have to be

stored in the ADR buffer. Therefore, TSTE stores logged requests in the introduced

SRAM staging buffer and ADR accommodates more write requests without logging.

As a transaction is running, some of its write requests could be stored in the staging

buffer and its remaining write requests could be in the ADR buffer. TSTE performs

log operations for a transaction’s write requests stored in the staging buffer at the

first stage and then executes in-place updates for its write requests in the ADR buffer
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Figure 3.3: TSTE architecture

in the second stage. We will discuss how to direct a transaction’s write requests

to the ADR buffer and the staging buffer later. After issuing all update requests,

the transaction is stalled and becomes an end-transaction, waiting for its commit

completion. Being an end-transaction may start in-place update operations for its

write requests in the ADR buffer. TSTE commits a transaction immediately after its

second stage begins since its remaining write requests are in the ADR buffer.

The proposed hybrid scheme ensures the atomicity of a transaction’s update. If

a crash takes place during a transaction’s first stage, the recovery system reverts

all affected transactions to their original states by applying persisted log entries.

The recovery system can apply a partial undo log to recover the affected data to
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their original value, while the recovery system discards partial redo log entries and

removes corresponding remapping entries. If a crash occurs during the second stage

of a transaction, ADR guarantees that all remaining in-place update requests of this

transaction are executed, achieving the update atomicity.

Figure 3.3 shows the TSTE architecture. After receiving a write request from a core,

the director sends this request to either the ADR buffer(step 1 ) or the staging

buffer(step 2 ). On the ADR buffer overflow, TSTE keeps the priority transaction’s

write requests in the ADR buffer and migrates non-priority transactions’ requests to

the staging buffer(step 3 ). When the ADR buffer has sufficient free entries, TSTE

promotes an end-transaction to be a secondary one and moves its pending write

requests from the staging buffer to the ADR buffer(step 4 ). While TSTE performs

in-place update operations for write requests in the ADR buffer(step 5 ), it executes

log operations for write requests in the staging buffer(step 6 ). When a priority

transaction depletes the ADR buffer, TSTE directs this transaction’s remaining write

requests to the staging buffer(step 3).

Each transaction has its metadata to keep tracking the locations of its in-flight write

requests in the ADR/staging buffer with the ADR bitmap and the staging bitmap

where each entry has 2 bits to represent a request’s state and its validity. Assuming

the ADR buffer and the staging buffer are 32 entries and 64 entries respectively, one

transaction ADR bitmap and the staging bitmap have 32 bits and 64 bits respectively.
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The bitmaps overhead is 4× (64× 2 + 32) bits (160 bytes) for a 4-core system since

each core only runs one in-flight transaction at a time. We set the staging buffer size

to 4KB SRAM. The Cacti [49] estimates its area overhead to be 0.0143 mm2 with

the 22 nm technology.

A1Initial
State A2 B1 B2

A1Case a A2 B1 B2

Case b

B3Case c B4 A3

A1Case d A2 A3 A4 B1 B2 A5 A6

A1 A2 A3 B1 B2 B3 B4

ADR Buffer Staging Buffer

X: logging Y: pending

Figure 3.4: Examples of Two-Stage Transaction Execution

Figure 3.4 uses examples to illustrate how TSTE directs write requests for concur-

rently running transactions to either the ADR buffer or the staging buffer. Assume

both the ADR buffer and the staging buffer can hold 4 entries, and transactions A

and B cause the ADR buffer overflow (see the initial state in Figure 3.4).
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† Case a. If transaction A is selected as a priority one, write requests of transac-

tionA are kept in the ADR buffer. Write requests of all non-priority transactions

are moved to the staging buffer, and then log operations are issued for them.

† Case b. Since transaction A and B are priority transaction and non-priority

one respectively; the request A3 is directed to the ADR buffer, and the requests

B3 and B4 are stored in the staging buffer. TSTE limits the maximal degree of

logging parallelism for each non-priority transaction. For instance, Figure 3.4

case b shows logging operations of B1 and B2 are running, but B3 and B4 are

pending.

† Case c. After a non-priority transaction eventually becomes an end-transaction,

it will be promoted to be a secondary one if its pending write requests can be

accommodated to the ADR buffer. For example, Figure 3.4’s case c shows the

non-priority transaction B becomes a secondary one and its pending requests,

including B3 and B4, are migrated to the ADR buffer. The completion of its

issued log operations leads to committing this transaction; simultaneously their

in-placed updates are initiated in parallel.

† Case d. If the priority transaction, tx, makes the ADR buffer overflow, its

remaining update requests are directed to the staging buffer. After that, the

TSTE initiates log operations for tx’s update requests in the staging buffer,

which is in the first stage of execution. After tx’s first stage is done, TSTE

commits it, and then starts in-place updates for tx’s write requests in the ADR
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buffer, avoiding writing logging for them. Case d in Figure 3.4 shows that

the priority transaction A causes the ADR buffer overflow, and its A5 and A6

perform logging in the staging buffer. After A5 and A6 are done, TSTE commits

transaction A, flushing A’s requests in the ADR buffer.

When a transaction TX1 issues its first write request, we need to decide its location:

either the ADR buffer or the staging buffer. If ADR is empty, TX1’s first request is

directed to ADR, which is a priority transaction. If ADR buffers write requests of a

priority transaction or a secondary transaction, the transaction TX1’s write requests

are directed to the staging buffer, as a non-priority transaction. On completion of

a write request in the ADR buffer, TSTE attempts to promote a non-priority end-

transaction, tx, to be a secondary if the ADR buffer has sufficient free space to

accommodate tx’s pending requests in the staging buffer.

3.4 Virtualization of the ADR Buffer (VADR)

In Section 3.3, we propose to allow a priority transaction to use ADR exclusively

when the ADR buffer overflows. This reduces unnecessary log operations for logless-

transactions. However, a logless priority transaction’s write request is held in ADR

until its all update requests arrive, leading to inferior performance. The worse is that

a log priority transaction’s dirty cachelines can be written after its first stage is done.
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Figure 3.5: Virtual ADR buffer (VADR) in the memory controller

To address this issue, we propose to decouple the ADR’s buffering function from

its durable writing function. We only send the write requests of one transaction to

the ADR buffer after all of its requests arrive, and then these write requests can

be immediately issued. To achieve this goal, we propose to add a private SRAM

buffer (called Virtual ADR buffer, VADR) in the memory controller for each core, as

shown in Figure 3.5. Each VADR has the same capacity as the ADR buffer and it

predicts whether an in-flight transaction is logless. Each core sends write requests to

its private VADR (step 1○). Since VADR has the same size as the ADR buffer, VADR

can accept all write requests of a logless-transaction without overflow. After VADR

collects all dirty cache lines of a logless-transaction, the memory controller moves
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them to the ADR buffer (step 2○) and then writes them to NVM (step 3○). When

VADR overflows, the memory controller marks the corresponding in-flight transaction

as a log-transaction, and starts to directly log this transaction to NVM (step 4○). The

hardware overhead is negligible. Assuming the ADR buffer has 32 entries, VADRs for

a 4-core processor consume only 8KB SRAM in the memory controller. The Cacti [49]

estimates its area overhead to be 0.0147 mm2 with the 22 nm technology.

Each VADR collects all updated write requests of an in-flight logless-transaction,

without stalling the execution of its corresponding core. However, this transaction

cannot be committed until all these write requests have been moved to ADR. This is

because an uncommitted transaction in ADR can survive a crash and flushing these

write requests to NVM violates the update atomicity of the transaction. For the

same reason, ADR initiates in-place updates to NVM only after ADR has collected

all dirty write requests from a transaction. To facilitate this process, an ADR buffer

entry is marked as flushable after ADR collects all write requests of the corresponding

transaction, and only flushable write requests can be drained to NVM.

Multiple logless-transactions can consume ADR simultaneously. When there is suf-

ficient free space in ADR, the memory controller admits all requests of a logless

transaction in VADR to ADR. In this design, we deploy a simple admission policy:

First-Come-First-Serve (FCFS). We have also evaluated a complicated policy, called

Minimal-Update-Demand-First (MUDF). However, the performance gain is minimal.
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Thus, FCFS is chosen due to its simplicity and fairness.

VADR can guarantee crash consistency for transactions. The logging mechanism

ensures crash consistency for log-transactions. A logless-transaction has no update

requests persisted to NVM if a crash occurs before all write requests are admitted

to the ADR buffer. If a logless transaction has been admitted to ADR, the update-

atomicity of this transaction can survive a crash.

3.5 Redo Logging for ADR Depletion

Read

Update Addr1

Log Write Read Log Write

Update Addr2
MC

NVM

Update Addr1

Log
Write

Log
Write

Update Addr2
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NVM

DRAM
Cache
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Figure 3.6: Undo logging and Redo logging. (a)Undo log operation,
(b) Redo log operation.

Upon ADR buffer overflow, LAD resorts to undo-log. However, the speed to commit

an undo-logged transaction is slower than that of a redo-logged. Figure 3.6(a) shows

undo logging needs to read the old value of the updated cache lines from NVM, then
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write log entries to NVM, and finally write the dirty cache lines to NVM before

this transaction commits. On the other hand, Figure 3.6(b) shows that redo logging

can commit a transaction by only writing the dirty cache lines to the log in NVM.

However, redo logging needs to consult the remapping table for reading. To reduce

remapping overhead, we use a DRAM cache to hold the latest cache lines, which log

entries in the NVM log region, in a way similar to REDU [6]. An NVM read request

looks up the DRAM cache, which avoids scanning the logs. Therefore, both TSTE

and VADR use redo logging to increase the transaction commit speed. This design

has the same hardware overhead as REDU [6].

3.6 Evaluation

3.6.1 Experiment Setup

The proposed designs are implemented and evaluated via ChampSim [50] and DRAM-

Sim2 [51]. ChampSim is an Intel PIN [52] based simulator that models out-of-order

micro-architecture at the cycle level with detailed memory access behaviors, such

as LSQ’s memory dependence, Miss Status Holding Registers (MSHR) for TLB and

caches. These are not modeled in McSimA+ [53], which is used in previous NVM

crash consistency researches [3, 54, 55, 56]. To accurately model NVM access, the
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Cores
OoO core @2GHz, 192 ROB entries,
48 store queue entries

L1 Inst. Cache
32KB, 64B lines, 8-way,
1 cycle access latency, 8 MSHR entries

L1 Data Cache
32KB, 64B lines, 8-way
3 cycle access latency, 8 MSHR entries

L2 Data Cache
256KB, 64B lines, 8-way
12 cycles access latency, 16 MSHR entries

LLC Cache
2MB per core, 64B lines, 16-way
30 cycles access latency, 32 MSHR entries

DRAM cache access latency 100 cycles, 32MB
Memory Controller 1 controller, 32 ADR buffer entries
NVM Access Latency 300 ns Write latency, 48 ns Read latency

Table 3.2
System parameters

Array Random Randomly insert/delete Elements in an array
B Tree Insert/delete nodes in a B tree
RB Tree Insert/delete nodes in a Red Black tree
TATP [57] Update locations
TPCC [58] Add new orders

Table 3.3
Benchmarks used for evaluation

cycle-level DRAMSim2 is incorporated into ChampSim. We have extended Champ-

Sim to support Intel persistent memory instructions clwb and sfence. The default

ADR buffer capacity is 32, which is similar to the ADR configurations used in previ-

ous studies [2, 56]. The configuration and parameters of the processor and memory

system used in our experiments are listed in Table 3.2.

Table 3.3 lists benchmarks used for evaluation in this study. Array Random, B tree,

and RB tree are micro-benchmarks. TPCC [58] is an online transaction processing

workload requiring ACID guarantees. TATP is an OLTP workload that simulates a
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caller location system [57]. Figure 3.1 shows the transaction update demand distri-

bution for each benchmark. As we have mentioned in section 3.2.1, the persistent

requirement for most transactions in all workloads studied in this work is less than

64. Since this work targets multicore workloads, we construct 4-core workloads shown

in Table 3.4. In the multicore simulation, a core re-executes its workload if it finishes

earlier than other cores. The simulation is done until the slowest core completes the

execution of its workload.

We evaluated the following designs.

† LAD: It implements LAD according to Ref. [7]. A logless-transaction can di-

rectly perform in-place updates after all updated cache lines of this transaction

are collected by the ADR buffer. Otherwise, this transaction is required to write

undo log entries to NVM before performing in-place updates to NVM. Due to

simulating a single memory controller, we do not implement the distributed

commit protocol for multiple distributed memory controllers. LAD serves as

the baseline for comparisons in this study.

† LAD with redo log (LAD-RdLog): LAD is enhanced by redo log with the DRAM

cache [6]. It also models the latency for DRAM cache accesses for each NVM

read request.

† TSTE with redo log (TSTE-RdLog): We evaluate TSTE with redo log and the
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Workload Benchmarks
Mix1 Array Random + B Tree + Array Random + B Tree
Mix2 Array Random + RB Tree + Array Random + RB Tree
Mix3 Array Random x 4
Mix4 B Tree + TPCC + B Tree + TPCC
Mix5 RB Tree x 4
Mix6 TATP x 4

Table 3.4
Multicore workloads

DRAM cache. Its staging buffer has 64 entries, and we limit the maximal log

parallelism to 8 for each transaction.

† Virtual ADR buffers with redo log and DRAM cache(VADR-RdLog): We evalu-

ate virtual ADR buffers with redo log, and the DRAM cache latency is simulated

for each NVM read request.

To evaluate different designs, we use the following metrics.

† Transaction throughput: It is defined as the number of committed transac-

tions divided by the execution time. It is the transaction system performance

indicator. The higher the throughput, the better the system performance is.

† Average Log traffic: It is defined as the number of cache lines read and written

for logging divided by the total number of simulated transactions. A large value

of log traffic indicates large NVM bandwidth consumption.
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3.6.2 Removal of Unnecessary Log Operations

Figure 3.7: Transaction execution type distribution

A transaction execution can be classified into three categories: direct in-place update,

unnecessary-log, and necessary-log. A direct in-place update transaction can fit in

the ADR buffer, and perform direct in-place updates to NVM without logging. While

an unnecessary-log transaction’s write set size is smaller than the ADR buffer size

but is involved with logging, a necessary-log transaction’s write set size is larger than

the ADR buffer size. Figure 3.7 shows the distribution of transaction execution types

for LAD-RdLog and VADR-RdLog, which are indicated by the left bar and right
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bar respectively for each workload. First, LAD-RdLog causes a significant percent-

age of unnecessary-log transactions in some workloads. For example, the workload

Mix4’s unnecessary-log transactions reaches 59.5%. On average, these workloads’

unnecessary-log transactions account for on average 28.3%. Second, VADR-RdLog

can successfully remove unnecessary-log transactions and convert them to direct in-

place update transactions. VADR can allow logless-transaction to exclusively access

the ADR buffer even when multiple transactions compete for the ADR buffer. There-

fore, VADR can efficiently remove unnecessary-log transactions.

3.6.3 Transaction Throughput Improvements
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Figure 3.8: Transaction throughput improvement over LAD

Figure 3.8 shows the LAD-RdLog, TSTE-RdLog, and VADR-RdLog transaction
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throughput improvement over LAD. First, VADR-RdLog achieves the highest

throughput improvements. For example, the workload Mix1 boosts the throughput

to 78.6% compared with LAD. On average, VADR-RdLog increases the throughput

by 36.2%. The VADR buffer can prevent log-transaction from consuming the ADR

buffer and only allows logless transactions to access the ADR buffer, almost avoid-

ing log operations caused by the ADR resource contention. Second, TSTE-RdLog

improves the throughput by 28.7% on average. TSTE-RdLog not only removes log

operations for write requests of priority transactions in the ADR buffer but also avoids

log operations for eligible pending write requests in the staging buffer. This log op-

eration reduction leads to throughput improvement. Third, LAD-RdLog boosts the

throughput by 20.1% on average. This higher transaction throughput comes from the

faster transaction commit speed of the redo logging. Fourth, the efficiencies of TSTE-

RdLog and VADR-RdLog depend on the transaction execution type distribution of

workloads. For example, in some workloads, such as Mix1 and Mix4, which have

significant percentages of unnecessary-log transactions (see Figure 3.7), our design

can achieve significant performance improvement (see Figure 3.8). If the workloads,

such as Mix5 and Mix6, lack unnecessary-log transactions, our designs have fewer

opportunities to reduce log operations, leading to less performance gain.
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Figure 3.9: Log operations reduction

3.6.4 Log Operations Reduction

Figure 3.9 indicates that TSTE-RdLog and VADR-RdLog can effectively reduce log

operations, compared with LAD-RdLog. First, VADR-RdLog is more efficient than

TSTE-RdLog to reduce log operations under our workloads. For example, on av-

erage, VADR-RdLog generates 9.7% fewer log operations than TSTE-RdLog. How-

ever, TSTE-RdLog performs fewer log operations than VADR-RdLog under work-

loads Mix1, Mix2, and Mix3. This can be explained by the transaction execution

type distribution shown in Figure 3.7. Mix1 and Mix3 have more log-transactions

than the other workloads. VADR-RdLog fails to reduce log operations for those
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log-transactions since each write request of such transactions needs a log operation.

However, TSTE can avoid log operations for log-transactions’ eligible pending re-

quests, by migrating these write requests to the ADR buffer. On the other hand,

VADR-RdLog works more efficiently than TSTE-RdLog for workloads dominated by

logless-transactions, such as Mix5 and Mix6. This also can explain why Mix5 and

Mix6 reduce significant portions of log operations but boost less throughput, as shown

in Figure 3.8.

3.6.5 Sensitivity of ADR Buffer Capacity

0%

20%

40%

60%

80%

100%

Mix1 Mix2 Mix3 Mix4 Mix5 Mix6 AVG

TSTE(RLOG)-32 VADR(RLOG)-32 TSTE(RLOG)-64 VADR(RLOG)-64

Figure 3.10: Throughput improvements over LAD with various ADR buffer
sizes
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In this subsection, we study the transaction throughput sensitivity to different ADR

buffer sizes. Figure 3.10 shows the throughput improvement of TSTE-RdLog and

VADR-RdLog over LAD when the ADR buffer has 32 and 64 entries. On average,

TSTE-RdLog improves the throughput by 28.7% and 21.0% with 32 and 64 entries,

respectively. In VADR-RdLog, the average throughput improvement is 36.2% and

35.4%, respectively for 32 and 64 entries. Both TSTE-RdLog and VADR-RdLog

show the same trend that the performance improvement diminishes as the size of

the ADR buffer increases. This is because a larger ADR buffer helps mitigate the

ADR resource contention, and reduces the number of logless-transactions and log-

transactions under the same workload. However, VADR-RdLog works better for

Mix1 and Mix3 as the ADR buffer size increases from 32 to 64. This is because, with

a buffer size of 32, more log-transactions are generated under these two workloads,

and some log-transactions become logless-transaction if the size of the ADR buffer

is increased to 64, resulting in more reduction of log operations. As the number of

cores in a processor keeps increasing and it is hard to scale up the ADR buffer size,

we expect that efficient ADR buffer management schemes are still needed to mitigate

the ADR buffer contention.
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3.7 Summary

The NVM systems require log schemes to ensure crash consistency, introducing se-

vere performance overhead. Recently, LAD was proposed to remove log operations

for those transactions whose total amount of simultaneously updated cache lines is

smaller than the ADR buffer, without sacrificing the crash consistency of such trans-

actions. When concurrently executing transactions compete for the ADR buffer,

they tend to deplete the ADR buffer quickly, and hence log operations have to be

performed. We observe that there are a significant number of log operations that

could be eliminated if a transaction runs alone. To remove these unnecessary log

operations, this work presents a new transaction execution scheme that places write

requests of a transaction in both the ADR buffer and the SRAM staging buffer. Our

scheme, called two-stage transaction execution (TSTE), performs log operations only

for write requests of a transaction in the SRAM staging buffer and executes in-place

update operations for this transaction’s write requests in the ADR buffer. To further

improve ADR resource utilization, this work also proposes virtual ADR buffers to de-

couple the buffering from the ADR’s reliable writing data. The proposed virtual ADR

buffers only allow logless operations to access ADR resources. Additionally, this work

proposes to adopt a redo log with a DRAM cache to speed up the transaction commit

speed. Our evaluation results demonstrate that our proposed schemes can efficiently

reduce log operations by up to 94.9% and improve the transaction throughput by up
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to 78.6%.
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Chapter 4

Accelerate Hardware Logging for

Efficient Crash Consistency in

NVM

4.1 Overview

This work reveals two common factors that contribute to the inefficiency of logging:

(1) load imbalance among memory banks, and (2) constraints of intra-record ordering.

Overloaded memory banks may significantly prolong the waiting time of log requests

targeting these banks. To address this issue, we propose a novel log entry allocation
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scheme (LALEA) that reshapes the traffic distribution over NVM banks. In addition,

the intra-record ordering between a header and its log entries decreases the degree of

parallelism in log operations. We design a log metadata buffering scheme (BLOM)

that eliminates the intra-record ordering constraints. These two proposed log opti-

mizations are general and can be applied to many existing designs. Our evaluation

shows that LALEA can achieve 54.04% higher transaction throughput on average,

compared to the state-of-the-art design REDU. BLOM can achieve 17.16% through-

put improvement over REDU on average. LALEA and BLOM together can boot

throughput by 56.62%.

4.2 Motivation

This work is motivated by the observation that the inefficiency of logging is mainly

caused by two factors: (1) imbalanced workload over underlying NVM banks, and (2)

intra-log record persistence ordering. The imbalanced workload over banks leads to

the high latency of log request persistence if a log request is served by the bank with a

large number of pending memory requests. However, it is challenging to solve the bank

workload imbalance. Reference locality tends to make requests cluster around a few

banks, leading to workload imbalance over banks. Conventional log entry allocation

schemes blindly allocate a physical address to a log request, further deteriorating this

issue. The intra-log record persistence ordering requires a log record’s metadata can
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be persisted only after all log entries of this record have been persisted to NVM.

The persisting serialization between a log record metadata and its entries aggravates

transaction throughput.

4.3 Log Entry Allocation Scheme (LALEA)

W1Bank0
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Figure 4.1: Compare LALEA with conventional logging

The log operation execution of a transaction could be on the critical path. For

example, redo logging can commit a pending transaction only after all log requests are

persisted. The slow execution of these log operations dictates the transaction commit
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latency. Log requests in a bank with a larger number of pending requests suffer

from a higher persistence latency. Therefore, the slow log operation execution could

be caused by the imbalanced workloads over memory banks. The uneven workload

distribution over banks could be caused by the inherent locality of workloads [59, 60],

which makes in-place updates occur in one or a few banks. Furthermore, all prior

designs prefer to allocate a well-known contiguous NVM space for log entries, to

facilitate log management and recovery. This workload-agnostic log allocation scheme

deteriorates the issue of bank workload imbalance.

As discussed above, a balanced workload among banks can lead to low latency for log

requests. To balance workload over banks, we propose a novel strategy that performs

load-aware log entry allocation (LALEA) and effectively balances log write requests

over NVM banks. The main idea of LALEA is to allocate a log entry address according

to the underlying banks’ current pending operations. Specifically, LALEA allocates

an incoming log write operation a free block in the log region whose bank has the

smallest number of pending requests. Such adaptive log entry allocation can mitigate

the workload imbalance of memory banks caused by transactions’ in-place update

operations. The balanced workload brings two performance benefits: (1) reduced log

request persistence latency and (2) reduced memory latency for non-log requests. The

evenly distributed bank traffic can decrease memory latency for both memory read

requests and memory write requests issued in the transaction execution stage.
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Figure 4.1 compares our LALEA with conventional log management by using a simple

example. For simplicity, assume that the system has only two banks, Bank0 and

Bank1, and they have two pending in-place update requests and one in-place update

request, respectively. Conventional log management schemes sequentially allocate

free memory blocks in Bank0 to log requests L1, L2, and L3, ignoring the current

workload on these banks. This leads to a longer service time for the log request L3.

However, our proposed method can allocate a log entry to the bank with a minimal

number of pending operations, and these three log entries are allocated to two banks.

LALEA can balance memory requests over banks and reduce the completion time of

log requests, especially for L3, decreasing the transaction commit latency.
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Figure 4.2: LALEA log record organization

The log organization scheme, such as LEC, requires that all log entries of a log record
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are sequentially stored in the log region so that they can be accessed without storing

their addresses. However, the lack of the addresses of log entries makes it impossible

for LELEA to access non-sequentially stored log entries of a log record. To address

this issue, we enhance a log recorder header that includes an extra 64B metadata

block to store addresses for seven log entries stored in different banks, as shown in

Figure 4.2. The field Next P tr in the second metadata block points to the log header

of the next log record belonging to a transaction. The Next P tr is NULL if its

log record is the last one in a transaction. The V alid Bits in the header indicates

the count of valid log entries in its log record. The two-64B header is allocated to

the same bank that has a minimal number of pending requests. Although LALEA

writes extra log metadata to NVM, the introduced performance overhead is shadowed

by the performance improvement brought by LALEA, which is confirmed by our

experimental results.

LALEA requires that each bank has a managed log region to store log entries. Two

contiguous 64B data blocks of a LALEA header must be stored in the same bank.

However, two contiguous free log entries cannot be guaranteed to be found in the

free block list quickly. To solve this issue, we divide a bank’s log region into the log

entry region and the header region, and their allocation entries are 64B and 128B,

respectively. The free log entry (FLE) FIFO and the free header (FH) FIFO indicate

the free blocks to be allocated. When an entry is released, its address is appended

to its related FLE FIFO. These two FIFOs only maintain addresses of free blocks.
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They are not required to be persistent in that they can be rebuilt during the crash

recovery process.

Figure 4.3 shows the LALEA controller. It contains a bank information table, log

record registers (LR), a free entries collector (FE), a log queue, and an in-place update

queue. Each entry of the bank information table includes a write operation counter,

an FLE FIFO, and an FH FIFO. An 8-bit operation counter indicates the number

of pending memory operations in the bank. Upon a log entry or a header allocation

request, the controller first identifies the bank with the minimal operation counter and

then grabs a free block address from the corresponding FIFO in the bank. An FLE

FIFO and an FH FIFO contain 1024 and 256 free block addresses, respectively. A free
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block address only includes a row address and a partial column address. Assuming a

row address and a column address have 16 and 10 bits respectively, a log entry block

address and a header address have 20 bits and 19 bits. Therefore, an FLE FIFO

and an FH FIFO require 2.5 KB and 2.375 KB, respectively. A CPU core has an 8B

LR register that points to the header of the first log record whose transaction’s log

records have been persisted to NVM. The LR register is non-volatile in that persisted

log entries of a CPU core are accessed through its LR register.

In case of a crash, the recovery module can revert the system to a consistent state, by

accessing log entries persisted to NVM. The non-volatile LR register maintains the

address to the chain of headers for these persisted log data blocks. The Next P tr in

a log record header links log records stored in NVM, forming the chain. Following

this chain, we can walk through these persisted log record headers and apply each

logged data to the home region, to make the system state back to a consistent state.

4.4 Log Metadata Buffering Scheme (BLOM)

Conventional log organization is inefficient in terms of log writing throughput. The

intra-record ordering constrains the degree of parallelism in log writes. Additionally,

the low utilization of the recorder header wastes precious NVM write bandwidth when

the corresponding transaction has a few write requests, which is common in NVM
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workloads [35].

To address these limitations of conventional log organization, we propose to buffer

log metadata in ADR buffer, which is referred to as BLOM. The main idea is that

log metadata blocks are buffered in the ADR buffer until they are not needed. Log

metadata blocks can be discarded when all in-place updates of their corresponding

transaction are completed. If there is no crash, the buffering log metadata blocks

are not written to the NVM, improving the system performance and enhancing the

NVM’s lifetime. Upon a crash, ADR persists the buffered log metadata blocks to

NVM. When the system reboots, the recovery module can recover the system to a

consistent state, following the conventional recovery procedure. When the ADR buffer

is used up, the memory controller writes the buffered metadata block of a selected

transaction to NVM.

Figure 4.4 compares our proposed metadata buffering and the conventional redo log-

ging. The conventional redo logging initiates the persisting of transaction TX1’s

header at the time point t2 when the log entries are persisted. The header write

operation is finished at time t3. The intra-recorder ordering requires the serialization

of the persisting log data blocks and the header, and the stall of the CPU core ex-

ecution until time t3. Our proposed log metadata buffering eliminates the ordering

constraint by buffering the metadata block in the ADR buffer. Furthermore, this
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metadata buffering avoids writing the metadata block to NVM. Therefore, the meta-

data buffering allows transaction TX2 to execute at time t2, reducing the CPU core

stalling time.

Our proposed metadata buffering is inspired by LAD [7]. However, our design differs

from LAD in the following aspects. First, while LAD buffers all update requests of

a transaction, our design only buffers log metadata blocks. LAD degrades to the

conventional logging scheme when the ADR buffer overflows. This is a common case

when multiple transactions run concurrently and compete for the limited ADR buffer.

ADR buffer overflow happens infrequently in our design as it only buffers metadata

blocks. In addition, our design writes a smaller number of blocks than LAD upon
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an ADR buffer overflow. An overflow forces LAD to write log blocks for all update

requests in a transaction, while our design only writes the minimal number of buffered

metadata blocks.

4.5 Evaluation

4.5.1 Experiment Setup

Cores 4 OoO core @2GHz,192 ROB entries,
48 STQ entries

TLB L1: 6 sets, 4 ways; L2: 128 sets, 12 ways
L1 I/D Cache private, 32KB, 2 cycles, 8 ways

8 log buffer entries
L2D Cache private, 256KB, 8 cycles, 8 ways
LLC 8MB, 25 cycles, 16 ways
Memory Controller 1 channel, 1 rank, 8 banks, 8GB NVM

16 ADR Buffer entries [37], 32 Log Queue entries
NVM Access Latency 300(48) ns write(read) [46, 61]

Table 4.1
System parameters

The proposed designs are implemented and evaluated by using ChampSim [50] with

DRAMSim2 [51]. ChampSim is an Intel PIN [52] based simulator that models out-of-

order micro-architecture at cycle level with detailed memory access behaviors, includ-

ing TLB, LSQ memory dependence, and MSHR. To accurately model NVM accesses,

the cycle-level memory simulator DRAMSim2 is integrated with ChampSim. We en-

hance ChampSim to support tx begin, and tx end. The configurations of the processor
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and memory system used in our experiments are listed in Table 4.1. The default mem-

ory address mapping is page-level interleaving. We use both micro-benchmarks and

real workloads in our experiments. The micro-benchmarks include B tree (B-Tree),

chain queue (ChainQueue), a hash table (HashTable), and red-block tree (RB-Tree),

the real workloads include TPCC [58] and TATP [57]. Workloads are simulated under

a 4-core processor and each core executes the same workload.

Our proposed LALEA and BLOM are generic logging optimization methods that can

be applied to prior designs. As examples demonstrate their capabilities, we apply

them to two start-of-the-art designs: REDU [6] and LAD [7]. LALEA and BLOM

represent that they are applied to REDU, while LALEA-LAD denotes that LALEA

optimization is applied to LAD. Since LALEA and BLOM are orthogonal, they can

work together. LALEA+BLOM represents their combinations applied to REDU.

4.5.2 Transaction Throughput

Figure 4.5 shows the transaction throughput improvement over REDU. LALEA,

BLOM, and LALEA+BLOM improve the throughput of REDU by 54.04%, 17.16%,

and 56.62% on average, respectively. LALEA balances the banks’ workloads and

reduces log operation latency, leading to throughput improvement. BLOM removes

the intra-recording ordering constraints and reduces log traffic, thus also improving
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Figure 4.5: Improving transaction throughput

the throughput. LALEA is more effective than BLOM. This is because LALEA ac-

celerates the writing of all log entries while BLOM only speeds up serving log record

headers. As expected, LALEA+BLOM achieves an extra 2.58% throughput gain over

LALEA.

Our evaluation shows that LAD is inferior to REDU in throughput. There are several

reasons for LAD’s performance degradation. First, concurrent transactions under

multi-core CPU compete for the limited ADR buffer and the depletion of the ADR

buffer makes LAD fall back to log operations. Second, ADR buffer capacity is limited

in the commodity CPUs that support NVM. For example, the ADR buffer in the

memory controller for Intel Optane memory only can buffer 16 cache lines [37]. Last

but not least, LAD issues log requests when the LAD buffer overflows, while REDU

can immediately initiate log requests as soon as they arrive. The delayed issue of
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log requests increases LAD transaction commit latency. In addition, REDU’s logging

scheme is more efficient than the logging scheme used by LAD. After being applied

to LAD, LALEA can efficiently execute log requests and outperform LAD by 67.45%

in terms of throughput.

4.5.3 Log Entry Persistence Latency
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Figure 4.6: Reducing log entry persistence latency

Figure 4.6 shows incorporating LALEA into REDU and LAD can reduce the latency

of log entry persistence by 92.51% and 93.66% on average over these two prior de-

signs, respectively. LALEA effectively reduces log request queuing time by workloads

over balancing NVM banks. The short queuing time can be translated into decreased

persistence latency. The reduced latency minimizes the memory barrier synchro-

nization time required by logging. A transaction commit time is determined by the

execution time of transaction instructions and the synchronization time of memory
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barriers. The reduced log entry latency decreases the memory barrier synchronization

time, improving the transaction throughput. This also explains why log entry latency

improvement is more significant than the throughput gain.

4.5.4 Transaction Commit Latency
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Figure 4.7: Reducing latency to commit transaction

Figure 4.7 shows transaction commit latency reduction for LALEA, BLOM, and

LALEA+BLOM over REDU, and for LALEA-LAD over LAD. The latency to com-

mit a transaction is defined as the period from the issue of its last instruction to the

completion of its all log requests. On average, LALEA, BLOM, and LALEA+BLOM

decrease the transaction commit latency by 86.55%, 28.74%, and 88.74%, respec-

tively. In addition, LALEA reduces the commit latency by 79.02%, when it is applied

to LAD. Since LALEA can reduce the log entry persistence latency, a transaction’s log

requests take a shorter time to complete, leading to a lower commit latency. BLOM
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avoids persisting log metadata blocks and thus also decreases the finish time of log

requests. When these two optimizations work together, the commit latency is further

reduced.

4.5.5 Throughput under the Alternative Address Mapping

Scheme
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Figure 4.8: Improving transaction throughput with cache line level inter-
leaving

We have demonstrated that LALEA and BLOM can improve the transaction execu-

tion performance, by decreasing the log entry persistence latency. These two optimiza-

tions work well when the imbalanced bank workload causes a longer log persistence

latency. We believe that uneven bank workload commonly exists in programs, even

though a physical memory address mapping scheme could affect the workload distri-

bution over banks. To demonstrate LALEA and BLOM capability, we evaluate them
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under an aggressive address mapping scheme, cache line level interleaving, which dis-

tributes contiguous cache lines to different banks. Due to space limitations, we only

present LALEA, BLOM, and LALEA+BLOM throughput improvement over REDU

under this aggressive address mapping scheme. Figure 4.8 indicates that they improve

the throughput by 17.01%, 0.99%, and 24.81% on average, respectively. In addition,

LALEA improves LAD’s throughput by 10.96%. As expected, the aggressive address

mapping scheme can mitigate the imbalance of bank workload and achieve less per-

formance gain for these optimizations than page-level address mapping. The more

balanced bank workload makes BLOM achieve marginal performance improvement.

However, LALEA still achieves significant performance gains.

4.6 Summary

Logging schemes are widely used to ensure crash consistency for persistent memory.

The ordering constraints between log operations and transaction execution place some

log operations on the I/O critical path, thus introducing severe performance overhead.

We have identified two fundamental and common reasons for the inefficiency of log

operations. First, the over-loaded NVM banks increase the queuing time for log re-

quests served by these banks, leading to a high persistence latency for log requests.

Second, the intra-record ordering serializes the persisting of log entries and the header,

increasing transaction commit latency. To address the first issue, we propose LALEA
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which balances banks’ workload through the novel log entries allocation method. To

address the second issue, we propose BLOM that removes intra-record ordering con-

straints by buffering headers in the ADR buffer. Our evaluation shows that LALEA

can achieve 54.04% and 17.16% higher transaction throughput on average compared

to prior designs, respectively.
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Chapter 5

Improving Neural Network

Accelerator Performance by

Optimizing Memory Accesses

5.1 Overview

This work introduces two optimizations to alleviate the bottleneck resulting from off-

chip memory access during DNN inference tasks. We observed that the execution of

layers with substantial input channels on edge NNAs causes significant performance

overhead, and revealed that the execution of such layer introduces repeated off-chip
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memory accesses to IFMAP. To Alleviate the issue of Repeated Access to IFMAP,

we propose an enhanced Weight Stationary strategy, named ARAI, achieved by re-

ordering the iteration order within the loop-nest for wider layers. ARAI reduces

repeated IFMAP access, thereby minimizing the number of off-chip memory accesses.

Taking into account the concurrent off-chip memory access by multiple data tiles, we

present an innovative Load-Aware Placement (LAP) scheme for feature map tiles in

off-chip memory to improve the memory parallelism. LAP dynamically places tiles

in optimal memory banks on-the-fly, enhancing off-chip memory throughput. We

evaluate the proposed designs and compare them with STOA optimizations. Our

evaluation shows that ARAI reduces inference latency by 33.37% on average. LAP

outperforms the state-of-art off-chip tile mapping scheme[14] by an average of 42.00%.

Since these two optimizations are orthogonal, the combination of them can achieve

61.90% performance improvement on average.

5.2 Motivation

5.2.1 Wide Layers

The NHWC im2col requires that pixels of a filter are firstly unrolled in the direction

of depth, corresponding to different input channels. With WS, each unrolled filter is
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for k : [0, K)
  for r : [0, R)
    for s : [0, S)
      for f : [0, C/T)
        parallel-for t in [0, T)
          for h :  [0, H)
            for w : [0, W) 
               c = f*T+t            

       ofmap[k, h-r, w-s] +=
                   ifmap[h,w,c]*filter[k,r,s,c]

for k : [0, K)
  for r : [0, R)
    for s : [0, S)
      for c : [0, C)
        for h : [0,H)
          for w :  [0, W)
            ofmap[k, h-r, w-s] +=
               ifmap[h,w,c]*filter[k,r,s,c]
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Figure 5.1: Example of repeated off-chip memory access to IFMAP
in a Wide Layer. LoopNest(a) and LoopNest(b) present the convolution
computation with Weight Stationary before and after mapping filters on the
Systolic Array (SA), respectively. The sequence number of Tiles indicates
their execution order. IFMAP is read from off-chip memory to on-chip
memory. Arrows with different colors correspond to different tiles of IFMAP.
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mapped to one column of SA to perform GEMM [13]. When the size of the unrolled

filter is larger than the size of the SA column, each filter is partitioned into many

tiles, illustrated by the LoopNests shown in Figure 5.1. LoopNest(a) depicts the

convolution computation before mapping unrolled filters onto the SA. The order of

iteration, [k, r, s, c, h, w], from the outermost to the innermost, signifies the order of

weight pixels to be loaded into the SA to complete the convolution computation.

LoopNest(b), [k, r, s, f, t, h, w], shows the loop nest with weight tiles after they are

mapped onto the SA. Here, T represents the number of PEs in a column of the SA,

which serves as the partition factor for each filter. A convolution layer is termed a

wide layer when the number of input channels, C, exceeds T.

In this setup, the weights in each filter tile perform GEMM with inputs from a subset

of IFMAP channels, resulting in IFMAP tiles. As the example shown in Figure 2.14,

the channels of IFMAP are divided into 3 portions, C0, C1, and C2, while the first

filter tile, Tile 0, does GEMM with the inputs on C0 of IFMAP. Inputs from all

channels of IFMAP are processed after the f loop. The parallel-for t loop highlights

the concurrent execution on rows of the PE matrix, where weights corresponding

to the same input channel from different filters are stationed and perform MAC

operations with the same inputs. Each IFMAP tile conducts GEMM with at least

one filter tile, while different filter tiles may perform GEMM with the same IFMAP

tile. In Figure 2.14, the inputs on C0 of IFMAP are accessed for both Tile 0 and

Tile 3.

82



However, due to the limited size of on-chip memory, it is challenging to buffer an

entire IFMAP on-chip. Inputs that are not involved in neural network computation

with the current on-chip weights are released to facilitate the prefetching of other

inputs for subsequent computations. In this scenario, repeated access to the same

IFMAP tile located in off-chip memory could happen in wide layers.

Figure 5.1 illustrates the repeated off-chip memory accesses to IFMAP tiles with a

simplified example. The shape of the filter is 3x3 on each input channel, indicated

by weight pixels W00∼W08. The superscript of a Weight pixel indicates the input

channel which it will do MAC with. Weights from different filters are presented in

different colors. The number of IFMAP channels, C, is divided into three parts by

T, which are C0, C1, and C2. Due to the double-buffering on-chip memory, IFMAP

tiles are repeatedly released from on-chip memory and fetched from off-chip memory

between two iterations in the s loop. In this example, after the execution of the filter

tile Tile 0, the inputs on C0 (presented by purple arrow) are released to save on-chip

memory space for the coming inputs on C2 (presented by blue arrow) at the current

iteration in the s loop. But at the next iteration, the filter tile Tile 3 will do GEMM

with the inputs on C0 again, leading to repeated reading from off-chip memory. The

inputs on C1 (presented by red arrow) and C2 meet the same problem.
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Figure 5.2: Execution time distribution by layer types

5.2.2 Performance Impact of Wide Layers.

In modern DNN models [40, 62, 63, 64, 65, 66, 67], except for the initial layers, the

convolution layers typically feature a substantial number of input channels, reaching

up to 1024. This increase in input channels is indicative of the abundance of features

captured by the preceding layers. The prevalence of a large number of input channels

often leads to the occurrence of wide layers, especially in edge devices where the PE

matrix of the SA typically ranges from 16×16 to 64×64[68, 69, 70].

We have observed that wide layers experience significant memory-stall time when

executing DNN models on edge NNAs. Figure 5.2 and Figure 5.3 illustrate the dis-

tribution of execution time and memory-stall time for layers with varying numbers of

IFMAP channels when these NN models are run on an NNA with a 32x32 SA.

Layers in all the NN models have been categorized into four types based on the

number of IFMAP channels: narrow layer (1∼32), medium layer (33∼64), wide layer
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Figure 5.3: Memory-stall time distribution by layer types

(65∼128), and wider layer (more than 128). The distribution of execution time reflects

the percentage of execution time that different layer types consume during the NN

inference. Meanwhile, the distribution of memory-stall time denotes the percentage

of time that different layer types take to access off-chip memory.

As presented by Figure 5.2, wide and wider layers account for the highest percentage

of the execution time, averaging 20.31% and 75.53%, respectively. This means that

a substantial portion of the inference time is primarily dedicated to the execution of

wide and wider layers.

Additionally, the distribution of memory-stall time in Figure 5.3 shows that off-chip

memory access time of wide layers and wider layers constitutes an average of 19.03%

and 70.75% of the model execution time, respectively. This reveals the significant

overhead caused by off-chip memory access when processing wide and wider layers.

These observations motivate us to explore strategies to alleviate the performance

bottleneck caused by wide layers when running NN inference on edge devices.
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To tackle the performance bottleneck on edge NNAs arising from off-chip memory

access, we begin by introducing an optimization for Weight Stationary toAlleviate the

issue of Repeated Access to IFMAP (ARAI) in off-chip memory. Subsequently, we

present the concept of Load-Aware Placement (LAP). LAP is designed to optimize

the placement of tiles on off-chip memory, thereby reducing the time required for

accessing data in off-chip memory.

5.3 Alleviate Repeated Access to IFMAP (ARAI)

To Alleviate the issue of Repeated Access to IFMAP caused by wide layers, we intro-

duce ARAI as an optimized Weight Stationary dataflow. While preserving the NHWC

im2col format, filter tiles undergoing GEMM operations with the same IFMAP tile

are processed continuously. Unlike the loop order [k, r, s, f, t, h, w] employed by WS

in LoopNest(b) as shown in Figure 5.1, ARAI reorders the loops as [k, f, r, s, t, h, w]

to facilitate the reuse of on-chip IFMAP tiles, thereby minimizing off-chip memory

traffic.

Figure 5.4 provides an example to explain how ARAI operates, using the same il-

lustrative example presented in Section 5.2. In the LoopNest, c represents the input

channel to be accessed. With the use of parallel-for, inputs from IFMAP channels

ranging from f ∗ T to f ∗ T + T − 1 are concurrently streamed to various rows of
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Figure 5.4: Illustration of ARAI

the SA. By moving the f loop outside the r loop and s loop, ARAI enables inputs

from these IFMAP channels to continually participate in GEMM operations with

different filter tiles, as indicated by all iterations of the r and s loops. This process

is visualized with different colored arrows in Figure 5.4. For instance, after inputs on

C0 (depicted by the purple arrow) are read from off-chip memory for Tile 0, they are
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retained on-chip and continually utilized until the final filter tile in the r and s loops,

Tile 8. The subsequent iteration in the f loop requires input from C1 (represented

by the red arrow), which remains in on-chip memory until the conclusion of Tile 17.

During this process, inputs on C0 in on-chip memory are released to allow for the

prefetching of inputs on C2 (illustrated by the blue arrow).

With ARAI, each IFMAP tile is read only once during the r loop and s loop, thus

preventing the repeated off-chip memory access for the same IFMAP tiles, as illus-

trated in Figure 2.14. Importantly, ARAI can be seamlessly integrated into Deep

Learning frameworks that support the NHWC format, such as Tensorflow [25].

5.4 Load-Aware Placement of Data Tiles (LAP)

ROMANet [14] has introduced an off-chip memory mapping policy that leverages the

multi-bank burst feature of DRAM. This approach improves DRAM Bandwidth by

exploiting access parallelism across multiple banks. However, ROMANet performs

off-chip memory mapping for each data tile separately, without considering the po-

tential intra/inter memory contention of data tiles. During inference, both filter tiles

and IFMAP tiles are read from off-chip memory. Additionally, intermediate results,
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Figure 5.5: Off-chip memory mapping examples. Off-chip memory
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concurrent data tiles. The numbers inside blocks indicate their order during
memory allocation. (a) is based on ROMANet. (b) is based on LAP.

namely OFMAP tiles, need to be written back to off-chip memory due to the con-

straints of on-chip memory size. Such concurrent off-chip memory access could serial-

ize the access to different data tiles on banks. For instance, as shown in Figure 5.5(a),

three data tiles, DTile 0, DTile 1, and DTile 2, on bank1 of channel0 are serially ac-

cessed. Another limitation of ROMANet is the underutilization of parallelism on the
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channel level within the current multichannel off-chip memory system. It prioritizes

placing a data tile across banks of a DRAM rank over ranks and channels. The shared

bus among banks within a channel restricts DRAM Bandwidth.

To address memory contention and leverage channel-level parallelism, we introduce

a novel approach called Load-Aware Placement (LAP) for feature maps in DRAM.

The objective of LAP is to enhance DRAM Bandwidth. Given that the OFMAP

of the intermediate layers becomes the IFMAP for another layer, we simplify our

discussion by collectively referring to both IFMAP tiles and OFMAP tiles as DTiles.

LAP determines the DRAM locations for OFMAP tiles based on the existing layout

of DTile and the load status of DRAM. When a DTile is generated, LAP divides

its DRAM accesses into multiple tasks, each at the granularity of the DRAM page

size. Then, LAP allocates a free DRAM row to each of these tasks, referred to as

rowTasks. The allocation process for a DTile is outlined by the pseudo-code in Al-

gorithm 2. During the allocation for each rowTask, LAP first ensures that there is

no DRAM access contention with other rowTasks originating from the same DTile

(line: 2 and line: 19). It then identifies the DRAM banks with the lightest load as

potential allocation positions (lines: 4 ∼ 6). A DRAM location, including the indices

of channel, rank, bank, and row, is selected from these potential positions while pri-

oritizing channel-level parallelism (lines: 7 ∼ 17). In the example illustrating DRAM

allocation with LAP, as shown in Figure 5.5(b), three rowTasks belonging to DTile 0
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Algorithm 2: Pseudo code of DRAM Allocation for a DTile in LAP

Data:
RowTask: DRAM access task at the granularity of DRAM page size.
SelfMinBkRkCh: DRAM locations with minimum rowTasks of current DTile.
MemMinBkRkCh: DRAM locations with minimum rowTasks scheduled to
access.
#Channel: The number of channels in DRAM.
#Rank: The number of ranks per DRAM Channel.
#Bank: The number of banks per DRAM Rank
#Row: The number of rows per DRAM Bank.

1 for rowTask in RowTasks do
2 for BkRkCh in SelfMinBkRkCh do
3 //Check the layout of DTile itself.
4 if BkRkCh is in MemMinBkRkCh then
5 //Check current DRAM Status.
6 BkRkChRecords.insert(BkRkCh);

7 for bk ← 0 to (#Bank − 1) do
8 for rk ← 0 to (#Rank − 1) do
9 for ch← 0 to (#Channel − 1) do

10 //Channel Level Parallelism.
11 tmpBkRkCh← (bk, rk, ch);
12 if tmpBkRkCh is in BkRkChRecords then
13 for ro← 0 to (#Row − 1) do
14 memLocation← (tmpBkRkCh, ro);
15 if memLocation is free then
16 //Allocate.
17 rowTask.setMemInfo(memLocation);
18 goto Foo;

19 Foo: Update SelfMinBkRkCh;

are prioritized to different DRAM channels, Channel0 and Channel1. Subsequently,

they are assigned to different banks within the same channel. When it comes to

DTile 1, the first rowTask is allocated to the DRAM bank with the lightest load,

which is Bank1 in Channel1. In situations where all banks have an equal load status,
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Algorithm 3: Generate DRAM Address to Access from rowTasks in LAP

Data:
rTaskListOnBkRkCh: List of scheduled read rowTasks on all DRAM banks.
wTaskListOnBkRkCh: List of scheduled write rowTasks on all DRAM banks.
NextBkRkChToCheck: Containing IDs of Bank, Rank, and Channel.
#Channel: The number of channels in DRAM.
#Rank: The number of ranks per DRAM Channel.
#Bank: The number of banks per DRAM Rank
Result:
Addr: address of a DRAM block.

1 nextBk ← Bk in NextBkRkChToCheck;
2 nextRk ← Rk in NextBkRkChToCheck;
3 nextCh← Ch in NextBkRkChToCheck;
4 rowTaskPtr ← NULL;
5 //Search the rowTask from NextBkRkChTocheck;
6 for bkOffset← 0 to (#Bank − 1) do
7 bk ← (bkOffset+ nextBk)mod(#Bank);
8 for rkOffset← 0 to (#Rank − 1) do
9 rk ← (rkOffset+ nextRk)mod(#Rank);

10 for chOffset← 0 to (#Channel − 1) do
11 ch← (chOffset+ nextCh)mod(#Channel);
12 BkRkCh← (bk, rk, ch);
13 if have valid rowTask in rTaskListOnBkRkCh[BkRkCh] then
14 rowTaskPtr ← rTaskListOnBkRkCh[BkRkCh].front();

15 else if has valid rowTask in wTaskListOnBkRkCh[BkRkCh] then
16 rowTaskPtr ← wTaskListOnBkRkCh[BkRkCh].front();

17 //Generate DRAM Address to access
18 if rowTaskPtr is not NULL then
19 Addr ← rowTaskPtr.nextAddrToAccess();
20 //update NextBkRkChToCheck with (bk, rk, ch);
21 (nextBk, nextRk, nextCh)← (bk, rk, ch);
22 nextCh← (ch+ 1);
23 if nextCh >= #Channel then
24 nextCh← 0;
25 nextRk ← (rk + 1)mod#Rank;
26 if nextRk == 0 then
27 nextBk ← (bk + 1)mod#Bank;

28 NextBkRkChToCheck ← (nextBk, nextRk, nextCh);
29 goto: Foo;

30 ... //Search from (0, 0, 0) to NextBkRkChTocheck;
31 Foo: return Addr;
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the second rowTask of DTile 1 is allocated to the bank of another channel, specifi-

cally Bank0 in Channel0. In scenarios where the load status varies among DRAM

Channels, rowTask will be allocated to the bank of the channel with the lightest load,

as illustrated in the allocation of the rowTask for DTile 2.

Based on the allocation of a DTile, its mapping information is stored to support write-

back to DRAM and future retrieval as input from DRAM. The mapping information

for a DTile is released after it is no longer needed as input.

Algorithm 3 outlines the logic for maximizing DRAM access parallelism with LAP.

DRAM access requests are prioritized to be sent to different channels, then ranks,

and banks (lines: 5 ∼ 11 and lines: 20 ∼ 26) if there is a scheduled rowTask for that

specific position. Similar to ROMANet, LAP utilizes the FCFS policy for DRAM

access. This choice ensures that the DRAM access requests are served by DRAM

in the same order as they are sent, maximizing parallelism on both the channel and

bank levels.

5.4.1 Microarchitecture of LAP

To facilitate Load-Aware Placement (LAP), we introduce the DTile Manager Unit

(DMU) on the chip. The DMU supports both DRAM allocation and address mapping

for DTiles, extending the address translation supported by DMA [17, 18, 29, 32, 41].
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Figure 5.6: Architecture overview of LAP

Integrated with software-managed DMA, the DMU is involved in the data transfer

between on-chip memory and off-chip memory. Figure 5.6 depicts an architectural

overview of LAP.

The scalar unit manages the compiler-controlled memory hierarchy and on-chip com-

putation. To facilitate off-chip memory access for DTiles, relevant instructions issued

to the DMA are expanded to include a description of the DTile, incorporating details

such as the operation type (Read/Write), the global unique index of the DTile, and

the size of the data, as depicted in Figure 5.8 and Figure 5.9. Instructions originating

from the scalar unit for off-chip memory access of DTile 1 prompt the DMU to

execute DRAM allocation for the DTile intended for writing back to off-chip memory

or address mapping for the DTile read from off-chip memory 2 . Additionally, the

DMU generates the sequence of memory accesses 2 , as illustrated in Algorithm 3.

Subsequently, data is transferred between on-chip memory and off-chip memory 3 .

Upon completion of the data transfer of DTile, a completion notification is sent
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Algorithm 2, Reg3: MemMinBkRkCh in Algorithm 2, Reg4: NextBkRkCh-
ToCheck in Algorithm 3

back to the scalar unit 4 , allowing for the continuation of the program execution

5 6 . For instance, after DMA completes the off-chip memory read of DTile, the

scalar unit could issue instructions to initiate on-chip computation 5 . During the

computation, input is streamed through the computation units, while intermediate

results are buffered in the on-chip memory 6 .

DTile Manager Unit: DMU is responsible for storing and managing data struc-

tures related to LAP, ensuring efficient allocation and DRAM access for DTiles. Fig-

ure 5.7 provides a detailed overview of the DMU.
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On-chip DTile Tracking: In LAP, DRAM access from a DTile is divided into

multiple rowTasks, each with separately determined locations. To keep track of the

DRAM locations and manage DRAM access for on-chip DTiles, we introduce two

essential data structures: the Memory Location Table (MLT) and the DTile Mapping

Table (DMT). These tables are crucial for efficient DRAM allocation, as outlined

in Algorithm 2, and for managing DRAM access as described in Algorithm 3. The

MLT is responsible for recording all DRAM locations allocated for on-chip DTiles and

monitoring the status of DRAM access for rowTasks. Each entry in the MLT, referred

to as an MLTEntry, contains detailed information about the DRAM location allocated

to a rowTask, including the IDs of the channel (ChID), rank (RkID), bank (BkID),

and row (RoID). Additionally, the number of memory blocks allocated (AllocNum) for

each rowTask is recorded in the MLTEntry. Since multiple rowTasks can be generated

from a single DTile, the DRAM locations of one DTile could be recorded in multiple

MLTEntries. These entries are organized into a list by including the index of the

subsequent MLTEntry (MLTEID0), whose validity is indicated by a flag bit (pBit).

To distinguish the operations in which MLTEntry is involved, two additional flag bits

(aBit and rBit) are introduced. The aBit is introduced to indicate whether the DTile

is during allocation of LAP. The rBit is to denote whether the given rowTask generates

read or write DRAM access requests. To monitor the progress of DRAM access for

each rowTask, the count of memory blocks to be accessed (AccNum) is maintained

within each MLTEntry. Upon reaching zero, the DRAM access for the respective
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rowTask is considered complete. During DRAM access from DTiles, the scenario

may arise where a single DRAM bank is accessed by multiple rowTasks. MLTEntries

associated with rowTasks that access the same DRAM bank are categorized into read

and write lists. To form a list, each MLTEntry records another index of MLTEntry

(MLTEID1), corresponding to the subsequent rowTask scheduled for the same bank.

A flag bit (lBit) is to denote whether the MLTEID1 is valid.

The DTile Mapping Table (DMT) is responsible for tracking DRAM locations for

on-chip DTiles. Each on-chip DTile corresponds to a DMT entry, which contains the

global unique index of this DTile (GID) and the index of the first MLTEntry in the

list of its MLTEntries (MLTHead). The GID serves as the sequence number for DTile

generation during NN inference. Once the inference is compiled, the execution order

of filter tiles is determined, which in turn indicates the sequence of DTile generation.

To facilitate the DRAM allocation of LAP, we introduce Reg0 and Reg1, which record

the head and tail of the list of free MLTEntries used to track DRAM locations for

rowTasks. As DRAM locations are sequentially determined for DTiles by LAP, we

introduce a bitmap register, Reg2, to indicate which banks have had the minimum

rowTasks allocated to the current DTile. This information is used as SelfMinBkRkCh

in Algorithm 2.

DRAM Status Tracking: As shown in Algorithm 2 and Algorithm 3, the status

of DRAM banks is referred for both DRAM allocation for DTiles and DRAM access
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from DTiles in LAP. To track the status of DRAM, we introduce the Bank Status

Table (BST) and two bitmap registers, Reg3 and Reg4. Each individual DRAM bank

corresponds to a unique entry in BST and a bit in both Reg3 and Reg4. For Algo-

rithm 2, each BST entry records information about the bank, such as the number

of rowTasks scheduled to be accessed on this bank (SchNum), the index of the next

DRAM row to be allocated for a rowTask (NextRowID), and a flag bit (vBit) indi-

cating the validity of NextRowID for the allocation. NextRowID is updated during

the allocation of a rowTask and the release of a rowTask. Its value is set in ascending

order within the range of rows per bank. With the configuration of off-chip memory

in Table 5.3, inference tasks for Neural Network models listed in Table 5.4 cannot

exceed the space of DRAM. The preliminary analysis of these workloads indicates

that VGG16 has the largest storage requirement, which is 80.56MB. With the par-

allelism achieved by LAP, it is hard for NextRowID to exceed the number of rows

per bank during the inference task. Thus, the row indicated by NextRowID is always

free for allocation. Once NextRowID has exceeded the range of rows in one bank,

this indicates that the range of rows in all other banks is going to be exceeded. In

this case, the storage requirement of the inference task is over the capacity of DRAM,

terminating program execution. Reg3 is responsible for summarizing the banks with

the minimum number of rowTasks scheduled to access. Each bit in Reg3 indicates

whether a specific bank has the minimum number of rowTasks scheduled to access.
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With Reg3, it is straightforward to obtain MemMinBkRkCh in Algorithm 2. Mem-

MinBkRkCh, as indicated by Reg3, is based on the value of SchNum for all banks. To

achieve maximum parallelism in DRAM access, the rowTasks scheduled to access each

bank should be tracked. In DMU, each rowTask from an on-chip DTile has a unique

MLTEntry to indicate its DRAM location. Each BST entry tracks two lists of ML-

TEntries for read and write. In a layer, DRAM read access is prioritized over DRAM

write access when there is contention on a DRAM bank, as shown in Algorithm 3.

This is because, during the execution of the layer, the time to complete NN computa-

tion is affected by reading related DTiles. For each list, MLTEID1 in each MLTEntry

plays the role of the pointer to the subsequent MLTEntry. RowTasks represented

by each list of MLTEntries are served in the order in which they appear in the list.

The index of MLTEntry to read (rMLTEID) indicates the first rowTask in the read

list which has DRAM read accesses to this bank. Similarly, the first rowTask in the

write list is tracked by wMLTEID. Two flag bits, vrBit and vwBit, indicate whether

rMLTEID and wMLTEID are valid, respectively. Additionally, the bit in Reg4 in-

dicates whether a specific bank is actively serving access. NextBkRkChToCheck, as

indicated by Reg4, is updated each time a DRAM access request is generated.

Off-chip DTile Tracking: Due to the limited size of on-chip memory, the OFMAP

needs to be written back to off-chip memory after generation. To track the off-chip

DTiles for future reading, each rowTask is tracked by its DRAM location information,
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including ChID, RkID, BkID, RoID, and AllocNum. The DRAM locations of row-

Tasks originating from the same DTile are continuously stored either in the SRAM

of DMU or in DRAM. Thus, we introduce a table indexed by GID (GT). Each GT

entry contains the unique GID for a DTile, a flag bit (dBit), and an address (Addr).

To minimize the time overhead of DRAM mapping, the DRAM location information

for off-chip DTiles is prioritized to be stored in the SRAM of DMU. Once the limit

of SRAM capacity is going to be exceeded, subsequent DTiles’ location information

is directed to be stored in DRAM. The dBit indicates whether the DRAM locations

of rowTasks are stored in the SRAM of DMU or in DRAM. The Addr specifies the

starting SRAM/DRAM address where the tracking information of rowTasks from this

DTile is stored. The off-chip tracking information of a DTile will only be released

when its data has been released from DRAM.

The DMU plays a crucial role in the generation and reading of DTiles, using the data

structures mentioned above. We outline how DMU operates during these processes:

Generating DTile: Figure 5.8 illustrates the procedure by which DMU facilitates

the DRAM allocation for DTile. In this process, a DMT entry is allocated. Addi-

tionally, free MLTEntries are assigned to record DRAM locations and monitor the

status of DRAM access for these rowTasks. While MLTEntries are assigned to row-

Tasks, the head of the free MLTEntries list is updated and recorded in Reg0. Values

pertaining to DRAM locations in each MLTEntry are set according to Algorithm 2,
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DTile Info:
GID, Size of Data

Calculate:
The number of RowTasks,
DataSize for each RowTask.

Assign free DMT Entry:
GID = GID, MLTHead = R0

Update MLTEntry:
Algorithm2 updates ChID, RkID, BkID, RoID.
AllocNum = DataSize,  aBit =1,  pBit=0

rBit=0, AccNum=AllocNum, lBit=0

Update BST Entry corresponding to (ChID, RkID, BkID):
Append MLTEntry to the end of write list indexed by wMLTEID.
SchNum++

R0 = MLTEID0 of MLTEntry

Update NextRowID and vBit for BST Entry

Does RowTask without DRAM Location exist?

Assign MLTEntry indexed by R0 to the
first RowTask without DRAM Location

End

pBit=1

N

Y

Figure 5.8: Main steps of DRAM allocation for DTile in LAP
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including ChID, RkID, BkID, RoID, and AllocNum. The aBit is set to 1, indicating

that this DTile is undergoing DRAM allocation. Reg2 and Reg3 provide SelfMin-

BkRkCh and MemMinBkRkCh for Algorithm 2, respectively. NextRowID and vBit

in a BST entry are updated after an MLTEntry is allocated to this bank. During the

writeback to DRAM, all rBits in MLTEntries are set to 0, indicating that they are

write tasks. Based on the DRAM bank to be accessed, each MLTEntry is appended

to the write lists of MLTEntries scheduled for that bank. SchNum in this BST entry

is also updated. Algorithm 3 determines whether a DRAM write request is sent to

the DRAM location indicated by the MLTEntry with wMLTEID of a BST entry.

NextBkRkChToCheck provided by Reg4 is checked and updated during this process.

AccNum in the MLTEntry is initialized to the value of AllocNum and decreased dur-

ing DRAM access. When the value of AccNum reaches 0, it signifies that all data

for this DRAM location has been written back. The wMLTEID in this BST entry is

then moved to the index of the next MLTEntry in its write list. Once all the data of a

DTile has been successfully written back to DRAM, its DRAM location information

is transferred to either the SRAM or DRAM, tracked by the GT. The MLTEntries

associated with this DTile are then reset and appended to the tail of the list of free

MLTEntries, making them available for future allocations or reading.

Reading DTile: As shown in Figure 5.9, when a request to read a DTile from off-

chip memory is received, DMU first transfers the mapping information tracked by a

GT entry to a DMT entry and multiple MLTEntries. The values of DRAM locations,
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AccNum=AllocNum

Update BST Entry corresponding to (ChID, RkID, BkID):
Append MLTEntry to the end of read list indexed by rMLTEID.
SchNum++

R0 = MLTEID0 of MLTEntry

Does all rowTasks have been recorded in MLT?

End

pBit=1

Assign free DMT Entry:
GID = GID, MLTHead = R0

Figure 5.9: Main steps of reading DRAM location for off-chip DTile
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including ChID, RkID, BkID, RoID, and AllocNum, are copied from the off-chip

DTile tracking information pointed to by Addr in the GT entry. The MLTEntries are

allocated from the free list of MLTEntries and initialized for DRAM read access with

the DRAM locations. Similar to the writeback to DRAM, based on the banks to be

accessed, these MLTEntries of DTile to be read from off-chip memory are appended

to different read lists recorded by BST entries and served. When a DTile needs to be

released from on-chip memory, either due to the limited size of on-chip memory or

the absence of further need for its data, the MLTEntries of this DTile are reset and

appended to the tail of the list of free MLTEntries.

Overhead: The space requirements for the key components in DMU, based on the

NNA system configuration in Table 5.3, are detailed in Table 5.1. For tracking 2MB

of on-chip memory (double-buffering SPM), 2048 MLTEntries are required, requiring

16KB of SRAM. BST comprises 64 entries and consumes 0.5KB of SRAM. Though the

number of on-chip and off-chip DTiles varies, 64KB of SRAM is sufficient to accom-

modate all the data structures mentioned above, which is based on the observation of

workloads in Table 5.4. According to Cacti [49], the area of 64KB SRAM in DMU is

approximately 0.35 mm2 when implemented with 22 nm technology. After optimiza-

tion by neural network compilers, the execution of the inference task becomes static,

leading to a predetermined order for generating and reading DTiles. Moreover, since

DRAM is dedicated to a single Systolic Array, both DRAM allocation and the status

of DRAM access are entirely determined by the inference run on this Systolic array.
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Components Filed Size Requirement
Reg0∼4 64-bit ×5

ChID 1 Bit for 2 Channels
RkID 1 Bit for 2 Ranks
BkID 4 Bits for 16 Banks

Memory Location Table (MLT) RoID 15 Bits for 32768 Rows
64-bit Entry×2048 AllocNum 7 Bits for 128 Mem Blocks

pBit 1 Bit
MLTEID0 11 Bits for 2048 Entries

aBit 1 Bit
rBit 1 Bit

AccNum 7 Bits 128 Mem Blocks
lBit 1 Bit

MLTEID1 11 Bits for 2048 Entries
DTile Mapping Table (DMT) GID 15 Bits

32-bit Entry×N, N≤34 MLTHead 11 Bits for 2048 Entries
SchNum 11 Bits for 2048 Entries

NextRowID 15 Bits for 32768 Rows
Bank Status Table (BST) vBit 1 Bit

64-bit Entry×64 rMLTEID 11 Bits for 2048 Entries
vrBit 1 Bit

wMLTEID 11 Bits for 2048 Entries
vwBit 1 Bit

DTile Tracking Table (GT) GID 15 Bits
64-bit Entry, Dynamic dBit 1 Bit

Addr 48 Bits

Table 5.1
Space requirement of key components in DMU

Consequently, address translation for DTiles can be completed in advance by the

DMU. Table 5.2 presents the average number of rowTasks per DTile under different

operations (generation and reading) for Neural Network models in the evaluation. Al-

gorithm 3 outlines the concept of generating the sequence of DRAM accesses. With

the support of the DMU, the update of NextBKRKChToCheck is reflected by the

change of bits in Reg4. The pipeline execution of access request generation enables
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NN Models Generation Read,DWS Read, ARAI
AlexNet 1.71 2.21 1.20

DarkNet19 8.03 3.56 3.13
FaceRecognition 10.35 4.95 5.96

Resnet18 11.17 4.08 4.22
VGG16 21.68 11.38 2.98
ZFNet 2.34 2.22 1.39

MobileNet-v1 12.77 4.33 4.33

Table 5.2
Average number of rowTasks per DTile under different

operations. Generation indicates Generating DTile. Read indicates
Reading DTile. DWS and ARAI indicate that the different dataflow
adopted. DWS and ARAI are explained in the evaluation 5.5.1.

the generation of a single DRAM block access request about each cycle. Addition-

ally, off-chip memory accesses run in parallel with the generation of memory access

requests. This implies that after a rowTask has been scheduled to the corresponding

bank, the time overhead of the subsequent address translation can be disregarded for

that rowTask. Coupled with an analysis of the time during inference execution, the

time overhead caused by LAP can be effectively concealed. For instance, in AlexNet,

the average time for on-chip computation is approximately 9000 cycles before generat-

ing a DTile, with a DTile having an average of 1.71 rowTasks. In modern SRAMs [71],

the estimated latencies for read and write operations in a 64KB SRAM are estimated

to be 1ns. Regarding the DRAM allocation for each rowTask, Algorithm 2 takes

approximately 128 cycles for a 64-bank DRAM system, as illustrated in Table 5.3.

Following the key steps outlined in Figure 5.8, the DRAM allocation for each rowTask

consumes approximately 140 cycles at a clock frequency of 1GHz. Given the average

of 1.71 rowTasks per DTile in AlexNet, the estimated time for DRAM allocation
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is roughly 250 cycles, significantly less than the 9000 cycles. Figure 5.8 indicates

that during the DRAM allocation of a DTile, the rowTasks slated for write-back are

scheduled to corresponding DRAM banks. With time allocated for reading input and

weight elements, there is ample time available before DTile generation, making the

time overhead introduced by DRAM allocation in LAP trivial. In contrast to DTile

generation, reading a DTile incurs much less time overhead. Figure 5.9 outlines the

steps to initialize address mapping information for reading. Concurrently, rowTasks

designated for reading are scheduled to their respective DRAM banks. To facilitate

the translation of information from the summarization in SRAM to MLTEntries for a

DTile, the latency is estimated to be 5 cycles. As all DRAM mapping information for

off-chip DTiles can be accommodated in DMU with 64KB on-chip SRAM, the trans-

lation latency for each rowTask is estimated to be 5 cycles. For AlexNet with ARAI,

the average latency of address translation is estimated to be 11 cycles, representing

a negligible portion of the overall estimated 1K cycles involved in DTile reading.

Limitation: It is important to note that, although we simplified the discussion of

LAP by focusing on the DRAM allocation for individual DTiles, the partitioning of

OFMAP into DTiles is a complex task that has not been addressed in this chapter.

The above discussion of LAP was based on the assumption that the tiling of OFMAP

is the same as that of IFMAP in the layer that reads the OFMAP as IFMAP. This

assumption holds for many models [40, 62, 63, 64, 66, 67] but may not cover all

scenarios, such as NN models with residual blocks [65]. In cases where the output
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of one layer serves as the input for multiple layers or a part of the input for another

layer, a more complex approach to address the allocation and reading of DTiles is

required. This could involve treating each output to be written back from on-chip

memory as a special DTile to apply LAP Algorithm 2 for DRAM allocation. The

reading process differs. Instead of simply reading complete rowTasks, DTile is read

based on the correspondences of pixels between the layer generating intermediate data

and the layer reading this data. Each input pixel of IFMAP tiles is mapped to a pixel

of OFMAP or the initial IFMAP. Additionally, the partitioning of feature maps and

the generation of rowTasks for DTiles are determined. With the given data layout

format as NHWC, the aim rowTask and the offset inside rowTask can be obtained

for each input pixel.

5.5 Evaluation

5.5.1 Evaluation Setup

To evaluate our designs, we developed an in-house cycle-accurate NNA simulator

integrated with the DRAM simulator DRAMSim3 [72]. This setup allows for precise

simulation of off-chip memory accesses. The simulator encompasses modeling the

execution of the System Array, on-chip memory, DMA Unit, off-chip memory, data
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Systolic Array 32x32 PEs, 1GHz
On-chip Memory 2MB Scratchpad Memory, double buffering,

NHWC im2col format
DMA Unit 1 pair of send/receive ports,

1ns SRAM read/write latency [71] inside DMU
2400 MHz DDR4 [72], robabgrachco, FCFS

Off-chip Memory ro=32768, ba=4, bg=4, ra=2, ch=2, co=128
1KB page size, 8B block size

Table 5.3
System parameters of NNA evaluation

ALX AlexNet [62]. Conv×5, FC×3.
DRK DarkNet19 [63]. Conv×19, FC×1.
FR FaceRecognition [64]. Conv×5
RES Resnet18 [65]. Conv×1, Res×8, FC×1
VGG VGG16 [66]. Conv×13, FC×3
ZF ZFNet [67]. Conv×5, FC×3
MOB MobileNet-v1 [40]. Conv×14, ConvDW×13, FC×2

Table 5.4
Summarization of NN workloads. Conv: the standard convolution
layer. ConvDW: the depthwise convolution layer. Res: the residual block

containing Conv and skip connection. FC: the fully connected layer.

movements directed by the dataflows, and the proposed DTile Manager Unit, which

is described in detail in section 5.4. Configuration parameters for the simulation are

provided in Table 5.3. The evaluated DNN models are listed in Table 5.4.

In our evaluation, we adopt the NHWC data layout format [25, 43, 45]. The baseline

dataflow is Weight Stationary with fused operators implemented using DNNFusion [1],

against which we compare ARAI. The default DRAM mapping policy is based on

ROMANet [14]. For clarity in the subsequent discussion, we introduce the following

abbreviations to refer to different designs:
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† DWS: Weight Stationary with DNNFusion optimized Computational Graph, in

which NN operators are classified into five mapping types. The fusion oppor-

tunities are exploited based on the mapping types. For example, the Batch-

Normalization is fused with the convolution operation, while two convolution

operations will not be fused.

† ROMA: DRAM mapping policy proposed by ROMANet.

† DWS ROMA: Combination of DWS and ROMA, serving as the baseline for

evaluation.

† ARAI ROMA: Combination of ARAI and ROMA, indicating the application of

our dataflow optimization, ARAI.

† DWS LAP: Combination of DWS and LAP, signifying that the DRAM place-

ment of DTiles is managed by LAP.

† ARAI LAP: Combination of ARAI and LAP, indicating the simultaneous ap-

plication of both designs.

Our evaluation employs the following metrics:

† Inference time: This metric quantifies the time required to complete the simula-

tion of NN inference, serving as an indicator of the overall system performance.

† DRAM Read Traffic: Signifies the number of DRAM read accesses.
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Figure 5.10: Reduction in Inference Time. Baseline is DWS ROMA.

† DRAM Bandwidth: Represents the working bandwidth of DRAM when being

accessed.

5.5.2 Improvement in System Performance

Figure 5.10 illustrates that all the evaluated designs outperform DWS ROMA in terms

of Inference Time. Specifically, ARAI enhances system performance by an average

of 33.37%, as demonstrated by ARAI ROMA. LAP, on the other hand, enhances

system performance by an average of 42.00%, as evidenced by DWS LAP. The com-

bined application of ARAI and LAP results in a 61.90% average increase in system

performance, as shown by ARAI LAP.

The performance improvement achieved by ARAI can be attributed to its reduction

in DRAM Read Traffic. This reduction stems from the permutation of loop orders as

depicted in Figure 5.4, which increases the reuse of on-chip input data. This, in turn,
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reduces the need for repeated data transfers between on-chip and off-chip memory.

The performance gain from LAP is attributed to its ability to enhance DRAM Band-

width by improving both the channel-level parallelism and the bank-level parallelism

of DRAM.

Upon closer examination, it becomes evident that the combined improvement in sys-

tem performance achieved by applying ARAI and LAP separately surpasses the per-

formance gain obtained when both optimizations are applied together. This outcome

can be attributed to the fact that ARAI’s focus on reducing off-chip memory access

diminishes the benefits of LAP.

Furthermore, it’s noteworthy that ARAI has no impact on MobileNet [40], in which a

standard convolution is factorized into a depthwise convolution and a 1×1 pointwise

convolution. The computation of both components cannot be optimized by ARAI.

5.5.3 Reduction in DRAM Read Traffic

Figure 5.11 demonstrates the percentage reduction in DRAM Read Traffic when

ARAI is applied. On average, ARAI achieves a 41.12% reduction in DRAM read
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Figure 5.11: Reduction in DRAM Read Traffic.
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Figure 5.12: Increased DRAM Bandwidth by LAP. Baseline is ROMA

accesses during NN inference. This outcome proves ARAI’s effectiveness in eliminat-

ing redundant accesses to IFMAP tiles in DRAM, thereby enhancing system perfor-

mance. This is consistent with the trend observed in Figure 5.10. Notably, there is

no reduction observed for MobileNet, and this finding aligns with the aforementioned

results.

5.5.4 Increased Bandwidth of Off-chip Memory

In Figure 5.12, we illustrate the percentage increase in DRAM Bandwidth achieved by

LAP compared to ROMA. The bars, DWS and ARAI, represent the enhancements in
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Figure 5.13: Increased Channel-Level Parallelism of DRAM. Baseline is
ROMA.
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Figure 5.14: Increased Bank-Level Parallelism of DRAM. Baseline is
ROMA.

DRAM Bandwidth when comparing DWS LAP with DWS ROMA and ARAI LAP

with ARAI ROMA.

With the DWS dataflow, LAP demonstrates an average improvement of 75.04%, and

with ARAI optimization, it exhibits a significant average improvement of 81.55%. No-

tably, compared with DWS LAP, the reported value of DRAM Bandwidth by DRAM-

Sim3 remains lower in ARAI LAP. A comparison between these scenarios suggests

that LAP’s impact is somewhat enhanced in ARAI LAP. This enhancement can be

attributed to ARAI’s effective improvement in on-chip input data reuse, which re-

duces the need for repeated access to the same DRAM positions. While DWS involves
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more off-chip memory access, repeated access to the same positions can lead to con-

centrated concurrent access to the same DRAM channel.

The more off-chip memory access in DWS results in higher DRAM Bandwidth values

in both DWS ROMA and DWS LAP compared to ARAI ROMA and ARAI LAP.

However, the improvement achieved by LAP is limited due to the repeated access to

the same DRAM positions. The increased channel-level parallelism, as depicted in

Figure 5.13, leads to a lower average improvement of 87.98% for LAP with DWS. In

contrast, ARAI LAP demonstrates an average increase of 92.66% in the channel-level

parallelism of DRAM compared to ROMA LAP. However, in the case of ALX, the

increase in DRAM Bandwidth is less when the dataflow is ARAI. This discrepancy is

attributed to the influence of bank-level parallelism in DRAM.

As illustrated in Figure 5.14, LAP achieves a substantial improvement in the bank-

level parallelism of DRAM. In comparison to ROMA, LAP’s improvement in bank-

level parallelism is 80.93% for DWS and 72.29% for ARAI. For ALX, LAP increases

bank-level parallelism by 31.82% for DWS and 12.95% for ARAI. The reduced bank-

level parallelism in the case of ARAI is a result of the reduced off-chip memory access

in ARAI. While LAP demonstrates higher increased bank-level parallelism for FR

and RES in the ARAI dataflow, the number of concurrent working banks is still less

compared to the DWS dataflow.
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Figure 5.15: Reductions in Inference Time with different sizes of Systolic
Array

5.5.5 Sensitivity Analysis

The effectiveness of ARAI is contingent upon the percentage of wide layers during

neural network inference, which is directly influenced by the matrix size of the systolic

array (SA). Figure 5.15 illustrates the impact of different SA sizes on the reduction

of Inference Time. It is evident that as the SA size increases, the reduction achieved

by ARAI decreases. Specifically, when the SA is equipped with a 16×16 matrix

of processing elements (PEs), the average reduction in Inference Time amounts to

46.03%. In the case of a 32×32 PE matrix, the average reduction is 33.37%, and with

a 64×64 PE matrix, the average reduction dwindles to 21.43%.
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5.5.6 Discussion

As the above evaluation shows, ARAI can effectively increase the system performance

for neural network accelerators whose size of the systolic array is small. A typical ap-

plication scenario is on edge devices. Compared with ARAI, the application scenario

of LAP is more general. However, as discussed in section 5.4, the layer partition could

be a challenge. Additionally, when LAP is applied on edge devices, the introduced

energy consumption should be considered, which is our future work.

5.6 Summary

This work proposes two optimizations to mitigate the off-chip memory bottleneck

for DNN inference on edge NNAs. We observe the execution of wide layers on edge

NNAs causes significant performance overhead and reveal that the execution of wide

layer introduces repeated accesses to IFMAP tiles in off-chip memory. To address

this issue, we propose ARAI to remove redundant accesses to IFMAP by permuting

the iteration order of the convolution computation. To further boost the memory

bandwidth, we introduce the load-aware tile placement on off-chip memory, LAP,

that reduces intra/inter contentions caused by concurrent accesses from multiple tiles

and improves the off-chip memory device parallelism during access. The evaluation
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shows that ARAI reduces inference latency by 33.37% on average and LAP reduces

42.00% on average. The combination of ARAI and LAP achieves an average 61.90%

performance improvement over the prior works.
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Chapter 6

Conclusion

This dissertation presents multiple memory optimizations for high-performance com-

puting systems, focusing on the non-volatile memory systems and the neural network

accelerators.

Chapter 3 and Chapter 4 summarize our previous works [73, 74, 75] on computing

systems with Non-Volatile Memory, where logging is introduced to ensure crash con-

sistency, resulting in additional memory overhead. We proposed TSTE and VADR

to eliminate unnecessary log operations, LALEA to reduce log persistence time, and

BLOM in ADR to address intra-record ordering issues. Compared with STOA works

at that time, all these designs achieved significant improvement in the system through-

put.
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However, with the development of NVM[76], our focus shifted to the memory system

of the neural network accelerator, where we found that off-chip memory access is

a performance bottleneck in edge devices. To minimize the impact caused by off-

chip memory on the inference time, we introduce two designs, ARAI and LAP, in

Chapter 5. Our evaluation shows that ARAI effectively reduces redundant accesses

to IFMAP in off-chip memory by reordering the loops in the standard convolution

operation. LAP mitigates intra/inter access contentions from data tiles and enhances

the access parallelism for off-chip memory.
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