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Abstract

This research addresses a critical challenge in structural engineering—achieving com-

prehensive vibration control and energy dissipation in meta-structures. Departing

from the limitations of passive structures with fixed bandgaps, we propose an inno-

vative approach utilizing active meta-structures capable of dynamically tuning their

bandgaps. The primary goal is to introduce an efficient method for programming

meta-structures with multiple variable bandgaps, thereby enabling effective vibration

attenuation across a broad frequency spectrum.

The methodology involves transforming passive resonators into bistable adaptable

Dynamic Vibration Regulators (DVRs) through a sophisticated switching mecha-

nism. This adaptation sets the stage for numerous unique combinations by indepen-

dently switching each resonator. A novel n-bit configuration method is developed to

generate diverse meta-structure patterns, while an Artificial Neural Network (ANN)

architecture predicts responses and bandgaps across these patterns. Additionally, a

groundbreaking Reinforcement Learning (RL) algorithm is proposed to program di-

verse bandgaps in the meta-structure, providing a solution to counteract vibrations

experienced by the structure.

xxv



The research emphasizes the crucial role of the number of unit cells in the effectiveness

of vibration attenuation. Common assessment methods, such as Frequency Response

Functions (FRFs), fall short in providing a qualitative analysis of elastic wave reflec-

tion and absorption in bandgaps based on the number of unit cells. To bridge this

gap, the study introduces a novel approach, characterizing and evaluating bandgap

quality through absorption coefficients.

Designing structures with selective frequency transmission is a formidable challenge,

especially when aiming for a broad frequency spectrum. The proposed solution in-

volves architecturing meta-structures with multiple sets of DVRs arranged in an array,

strategically absorbing different frequencies at various locations within the structure.

This groundbreaking approach not only addresses challenges in frequency selectivity

but provides a profound understanding of elastic wave behavior, promising unparal-

leled energy absorption efficiency in the bandgap region.

In summary, this research advances the field by introducing dynamic adaptability in

structures, allowing them to absorb vibrations across a vast frequency spectrum. The

proposed methodology holds promise for transformative applications in mechanical

engineering, civil engineering, materials science, and beyond, ushering in a new era

of resilient and dynamically responsive structures.
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Chapter 1

Introduction

1.1 Introduction

Recent advancements in the field of meta-structures and meta-materials have ush-

ered in a new era of wave propagation control within structures to optimize vibration

absorption. In the forthcoming chapter, we delve into the extensive research con-

ducted by experts in the realm of meta-structures and bandgaps. Drawing insights

from this body of literature, we explore various meta-structures and craft the research

objectives for this section.
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1.2 Motivation

In the realm of structural engineering, the quest for effective vibration control and en-

ergy dissipation is perpetual. The traditional approach of relying on fixed bandgaps

in passive meta-structures has limitations, as vibrations outside the bandgap per-

sist, leading to resonance issues. The solution lies in the innovation of active meta-

structures capable of dynamically tuning their bandgaps. This not only addresses the

shortcomings of fixed bandgaps but opens the door to a broader spectrum of vibration

absorption.

The objective of this work is to pioneer an efficient method for programming meta-

structures with multiple variable bandgaps, ushering in a new era of comprehensive

vibration attenuation. The initial step involves a sophisticated switching mechanism

between passive resonators, transforming them into bistable adaptable DVRs with

two frequency states. This not only introduces versatility but sets the stage for a

myriad of unique combinations by independently switching each resonator.

The crux of this innovation lies in the development of an n-bit configuration method,

generating diverse meta-structure patterns. To predict responses and bandgaps across
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these patterns, an artificial neural network (ANN) architecture is devised. Further-

more, a groundbreaking reinforcement learning (RL) algorithm is proposed to pro-

gram the meta-structure’s diverse bandgaps, offering a solution to counteract vibra-

tions experienced by the structure.

The effectiveness of vibration attenuation is intricately linked to the number of unit

cells in the meta-structure. As the number of unit cells increases, so does the quality

of attenuation. However, common assessment methods fall short in providing a qual-

itative analysis of elastic wave reflection and absorption in bandgaps based on the

number of unit cells. This research bridges that gap, employing a novel approach to

characterize and evaluate bandgap quality through absorption coefficients.

Designing structures with selective frequency transmission is a formidable challenge,

especially when aiming for a broad frequency spectrum. The complexities multiply

when considering resonance, interference, and the influence of various physical phe-

nomena. The ingenious solution lies in architecturing a meta-structure with multiple

sets of DVRs, strategically arranged in an array to absorb different frequencies at

various locations within the structure. This pioneering approach not only addresses

the challenges of frequency selectivity but provides a profound understanding of elas-

tic wave behavior, paving the way for unparalleled energy absorption efficiency in the

bandgap region.
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In essence, this research transcends traditional constraints, propelling the field to-

wards a future where structures dynamically adapt to their environment, absorbing

vibrations across a vast frequency spectrum. The quest for optimal vibration control

takes a leap forward, promising groundbreaking applications in diverse fields, from

civil engineering to advanced materials science.

1.3 Literature survey : DVRs and SOA

Passive DVRs absorb vibrational energy over a narrow frequency bandwidth when

dynamically attached to the host system [37, 54]. Each DVR is often tuned to the

natural frequency of the host structure, which modifies its frequency response func-

tion (FRF) by splitting the natural frequency of the host structure into two. An

anti-resonance appears at the tuned frequency along with two nearby resonant peaks.

Vibrations are effectively absorbed over a narrow frequency band between the two

new peaks. The width of this vibration absorption frequency band depends on the

oscillator’s mass ratio and damping ratio. The greater the mass of the DVA, the

broader the vibration absorption range, which is often counter-productive. In con-

trast, in meta-structures, the host system is designed as a periodic array of oscillators

with inherent vibration absorption capability, and the corresponding frequency band

is known as a bandgap.
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1.4 Literature survey : Passive Meta-structure

Passive meta-structures, designed to attenuate vibrations through the inhibition of

elastic wave propagation, offer a compelling avenue for structural vibration control.

The essence of these structures lies in their periodic assembly of unit cells, each

possessing tailored geometric and material properties to selectively absorb vibrations

within specific frequency bands [2, 3, 4, 5, 31]. This architectural precision allows for

effective damping of unwanted vibrations, making passive meta-structures invaluable

in diverse applications ranging from aerospace engineering to civil infrastructure.

The functioning of a passive meta-structure can be likened to an orchestra of dynamic

vibrational resonators (DVRs). Each unit cell acts as a distinct tuned spring-mass

oscillator within the overall ensemble. The collective behavior of these oscillators leads

to the formation of bandgaps, frequency ranges where the meta-structure exhibits

significant attenuation of vibrations. This concept has been well-explored and applied

by An’s group, exemplified in their work on 3D printed oscillators that generate multi-

axis bandgaps [2, 3, 4, 5].

One key parameter influencing the efficacy of passive meta-structures is the mass of

the oscillators, as demonstrated in various studies involving simulations and experi-

ments [69, 70, 83, 85]. The mass determines the width of the bandgap — a crucial
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factor in dictating the frequency range over which the meta-structure can effectively

attenuate vibrations.

However, a notable limitation of passive meta-structures lies in the fixed nature of

their bandgaps. While they excel in mitigating vibrations within specific frequency

ranges, there remains a substantial portion of the frequency spectrum where the struc-

ture is susceptible to vibrations and resonance. This inherent inflexibility prompts

the exploration of innovative strategies to enhance the adaptability and versatility of

passive meta-structures.

Advancements in material science and manufacturing techniques may play a pivotal

role in addressing these challenges. Tailoring the properties of the materials used

in unit cells, perhaps through the incorporation of advanced composites or meta-

materials, could provide avenues for widening and tuning bandgaps. Additionally,

research efforts focused on optimizing the geometric configurations of unit cells may

yield structures with more versatile and customizable vibration control capabilities.

In conclusion, while passive meta-structures have made significant strides in offering

effective vibration attenuation within specific bandgaps, ongoing research is essential

to overcome the limitations associated with fixed frequency ranges. The exploration of

novel materials, geometric configurations, and dynamic tuning mechanisms holds the

key to unlocking the full potential of passive meta-structures in diverse engineering

applications.
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1.5 Literature survey : Adaptive Meta-structure

One way of having broader vibration absorption is to design an active meta-structure

for tuning the location of the bandgap instead of widening the bandgap by increas-

ing its mass. Adaptive stiffness modification is a popular approach to adjusting the

natural frequencies of oscillators and controlling the location of the bandgaps. De-

signing resonators to include smart materials like shape memory alloys (SMA) and

piezoceramics make it feasible to tune the stiffness of the resonators with electri-

cal/thermal feedback. For instance, the stiffness of SMA beams is thermally modified

to change the bandgaps arising in a 1D meta-structure [9]. Similarly, shunted piezo-

ceramic resonators with hybrid negative-capacitance and negative-inductance circuits

is another promising method of tuning bandgaps [14, 67, 84]. Other techniques of

achieving adaptability in the meta-structures are by semi-actively adjusting the res-

onator’s mass [86] and stiffness [78] or by using regulatory mechanism based quasi-

zero-stiffness (QZS) resonator [76]. All these meta-structures can tune the natural

frequency of each resonator to any value in a finite frequency range. But, most adap-

tive meta-structural designs have a limited tunable frequency range. For instance,

SMA augmented beam resonators can be tuned to about 30 Hz [9].

Additionally, there are nonlinear bistable designs where the stiffness of each resonator

can switch between two different values. Such bistable resonators are popular designs
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with two states of natural frequencies, each corresponding to a stable configuration.

In such cases, the stiffness of the resonator switches between two different values,

allowing the meta-structure with such resonators to switch between discrete bandgap

configurations. Bistability can be achieved using geometric non-linearities, magnetic

coupling, and piezo with shunted electrical circuits [6, 8, 13, 16, 22, 82]. An extensive

relevant literature review regarding piezoelectric systems is provided in [58]. However,

in some bistable structures, the two natural frequencies are not far apart to achieve

a significant change in the bandgap. As an example, In Erturk’s previous work [22],

natural frequencies for two stable positions were switched between 7.4 Hz and 10.6 Hz,

a 3.2 Hz difference. Therefore, currently, it is realistic to expect bandgaps to have a

tunable range of tens of Hz rather than hundreds of Hz.

The present work addresses the tunability aspect of bandgaps in a meta-structure by

introducing novel n-bit nomenclature for describing a meta-structure, where n refers

to the number of DVRs in each unitcell.

1.6 Literature survey : Reflection and absorption

of noise and vibrations in a structure

Measurement of reflection and absorption coefficients is a well-established technique

to evaluate sound absorption in acoustic materials and impedance tubes [7, 20, 41].
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This methodology has been applied to study the behavior of reflected elastic waves

in beams with different boundary conditions. Mathematical frameworks have been

developed to calculate reflection coefficients in beams that incorporate DVRs at the

boundaries [17, 48, 56, 75]. Previous research has focused on reducing frequency

resonance wave reflections using the Acoustic Black Hole (ABH) termination [10, 19,

23, 33, 46, 49]. However, the reflection and absorption of elastic waves over a broader

frequency bandwidth, as in metastructures, have not been extensively explored.

Therefore, this research adopts an approach that characterizes and evaluates the

quality of a bandgap by estimating absorption coefficients for varying numbers of

unit cells within the metastructure. This analysis provides valuable insights into the

behavior of elastic waves within the metastructure and offers a means to assess energy

absorption efficiency in the bandgap region.

1.7 Literature survey : Basilar Membrane

The basilar membrane (BM) is a delicate structure that rests within the fluid known

as the endolymph. Positioned above the BM is the organ of the Corti, which houses

the auditory receptors responsible for our perception of sound. As the BM vibrates,

it stimulates these receptors, enabling us to hear. When a sound wave pushes against

the oval window, it displaces the endolymph in the scala media, the BM chamber.
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This displacement triggers a wave that propagates from the base to the apex of the

BM [18, 21, 32, 57, 63, 87]. In particular, the distance the wave travels is influenced by

its frequency. High-frequency (HF) waves propagate primarily to the base of the BM,

thereby exciting inner hair cells. However, much of the energy in these HF waves

dissipates before reaching further. However, low-frequency (LF) waves can travel

more extensively, reaching the apex of the BM before their energy dissipates [18,

21, 32, 57, 63, 87]. Consequently, researchers have observed that different regions of

the BM are finely tuned to specific frequencies, establishing a ”place code” along its

length. Each location on the BM is maximally stimulated at a particular segment of

the frequency spectrum, following a strict tonotopic order. This mechanism plays a

vital role in encoding pitch information in neural signals. Therefore, each part of the

BM region is sensitive to a specific frequency spectrum portion. Auditory receptor

cells (hair cells) embedded within the BM generate electrical signals, which are then

transmitted to the brain through the auditory nerve, where they are processed and

perceived as sound [18, 21, 32, 57, 63, 87].

Significant progress has been made in the field of artificial basilar membranes (ABM)

to advance cochlear implant technology for future generations. Researchers have

explored various approaches to achieve selective frequency filtering in ABMs by ma-

nipulating specific structural parameters. These parameters encompass the width,

length, and thickness of the membrane, as studied in previous works [44, 65, 68]. By

carefully adjusting these parameters, ABMs can effectively regulate and manipulate
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mechanical frequency selectivity [36, 38, 42, 45, 66, 79, 80]. Building on the inspira-

tion derived from the interaction between the BM and vibrations, our current study

focuses on developing a unique mechanical spectrum analyzer.

1.8 Problem description

Passive meta-structure will have a fixed bandgap, where all the vibrations in this

frequency bandgap would be attenuated, but there would be huge frequency spec-

tra where the structure will vibrate, and resonance would occur. Hence, to achieve

broader vibration absorption, an active meta-structure tunes the location of the

bandgap instead of widening the bandgap. Hence, the objective of this work is to

propose an efficient method for programming a meta-structure with multiple variable

bandgaps to attenuate vibrations across a broad frequency spectrum. Initially, this

is achieved by incorporating a switching mechanism between two distinct passive res-

onators. The resonators are then modified to a bistable adaptable DVR having two

frequency states.

In meta-structure with bistable DVR, numerous unique combinations are possible by

switching each of the resonator individually between two stable states. Hence, an

innovative n-bit configuration method is designed to generate various meta-structure

patterns. Moreover, an artificial neural network (ANN) architecture is designed to
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predict responses and bandgaps across different metastructure patterns. A reinforce-

ment learning (RL) algorithm is proposed aiming at programming the metastructure’s

diverse bandgaps to counteract the vibrations experienced by the structure.

The effectiveness of vibration attenuation, or energy dissipation, for each metastruc-

ture in the array depends on the number of unit cells (which approximately corre-

sponds to the number of DVRs per unit length of the beam) it comprises. As the

number of unit cells increases, the quality of attenuation improves. While frequency

response functions FRFs are commonly employed to assess the attenuation depth,

they do not provide a qualitative analysis of elastic wave reflection and absorption in

bandgaps based on the number of unit cells in a metastructure. Therefore, this re-

search adopts an approach that characterizes and evaluates the quality of a bandgap

by estimating absorption coefficients for varying numbers of unit cells within the

metastructure. This analysis provides valuable insights into the behavior of elas-

tic waves within the metastructure and offers a means to assess energy absorption

efficiency in the bandgap region.

Designing a structure with selective frequency transmission poses several challenges,

particularly in the context of controlling the passage of specific frequencies while

blocking or attenuating others. Also, designing for a broad range of frequencies

adds complexity. It might be challenging to create a single structure that selectively

transmits frequencies across a wide spectrum, especially when considering factors like
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resonance and interference. The behavior of materials can be influenced by various

physical phenomena, including acoustics, electromagnetics, and structural mechanics.

To emulate the frequency selectivity, a meta-structure is architectured with multiple

sets of DVRs to absorb different frequencies at various locations within the structure.

This is achieved by arranging an array of multiple meta-structures, each equipped

with DVRs tuned to distinct frequencies.

1.9 Thesis Outline

The study presented in this research is divided into five major chapters. A brief

literature survey and an introduction to meta-structure and Mechanical Spectrum

Analyzer for enhanced frequency selectivity is discussed in the present chapter.

Chapter 2 proposes an efficient method for configuring a meta-structure with ad-

justable bandgaps for vibration control within a wide 200-700 Hz frequency range.

This is achieved by introducing a switching mechanism between two distinct res-

onators. An innovative terminology, referred to as ”n-bit,” is introduced to define the

meta-structure. In this context, ”n” denotes the number of DVRs contained within

each unit cell. This nomenclature facilitates the generation of diverse meta-structure

configurations by interchanging eigenvalues between two distinct categories. Fur-

thermore, within this chapter, we explore the realm of experimental validation and
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delve into the potential application of Reinforcement Learning (RL) to enhance the

coordination of an active meta-structure. The ultimate objective is to broaden the

bandgaps, effectively covering a wide spectrum of frequencies.

The primary objective of Chapter 3 is to introduce a methodology for achieving

a programmable and customizable bandgap by utilizing a captivating bistable Dy-

namic Vibration Resonator (DVR) design, which features two distinct states: high-

frequency and low-frequency states using hair snap pin. Furthermore, the chapter

includes a comprehensive parametric study, where metastructure patterns are sys-

tematically varied. An Artificial Neural Network (ANN) is meticulously crafted to

predict responses and bandgaps for a wide array of metastructure patterns. A sub-

structuring approach is incorporated to streamline the Finite Element (FE) model

and enhance the efficiency of response calculations for training datasets used in ANN

development. Subsequently, the chapter investigates the measurement of vibrations

transmitted from the road to the car’s cargo area. To address this challenge, a Re-

inforcement Learning (RL) algorithm is introduced to programmatically control the

diverse bandgaps within the metastructure, ultimately aimed at absorbing road vi-

brations.

In Chapter 4, a quantitative methodology is presented to assess the absorption co-

efficient, a dependable metric indicating the quality of bandgap performance. This
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method offers a robust means of thoroughly evaluating the metastructure’s profi-

ciency in both filtering and absorbing specific frequency components. Additionally,

this chapter places a significant emphasis on modeling and experimental investiga-

tion of various metastructure samples, each featuring different quantities of unit cells.

This diversity allows for the calculation of absorption coefficients for each individual

sample. The exploration extends to the study of selective bandgaps within a 1D

T-structure, employing two distinct sets of Dynamic Vibration Resonators (DVRs):

DVR ‘A’ and DVR ‘B’. DVR ‘A’ is affixed to the left arm, while DVR ‘B’ is attached

to the right arm of the structure. This setup enables an analysis of transmitted,

absorbed, and reflected elastic waves in each arm. The wave propagation within

each bandgap is further scrutinized by fine-tuning the wave frequencies present in

each bandgap and generating time response animations. Subsequently, a structure

inspired by the BM concept is designed, featuring four sets of DVRs, mimicking its

frequency selectivity characteristics. Lastly, the chapter explores the validation of

selective bandgaps within 2-D structures, laying the groundwork for future research

in this domain.
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Chapter 2

Reinforcement Learning approach

of switching bi-stable oscillators to

adapt bandgaps of

1D-meta-structures

2.1 Introduction

This chapter’s main goal is to propose an efficient method for configuring a meta-

structure with adjustable bandgaps for vibration control within a wide 200-700 Hz
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frequency range. This is achieved by introducing a switching mechanism between two

distinct resonators. A novel ”n-bit” nomenclature to describe the meta-structure,

where ”n” signifies the number of DVRs in each unit cell is introduced. Different

meta-structure configurations are generated by swapping the eigenvalues of the n

DVRs between two categories.

Moreover, the chapter addresses experimental validation and we explore the poten-

tial of Reinforcement Learning (RL) to enhance the coordination of an active meta-

structure, achieving broader bandgaps across a wide frequency spectrum.

2.2 Design of n-bit meta-structure

2.2.1 Meta-structure n-bit description

Consider a meta-structure designed with an aluminum beam as a host structure

and multiple cantilevered brass-beam resonators. Each DVR is an SDOF oscillator

that could switch between a high-frequency state called ‘A’ and a low-frequency state

called ‘B.’ As the host structure is a continuous system, this design of a meta-structure

would produce numerous bandgaps over the entire frequency bandwidth. Extending

the previous notation of describing lumped meta-structure based on the number of
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degrees of freedom, we have devised a new notation for describing continuous meta-

structures based on the number of oscillators in each repeating pattern, a unitcell.

The number of oscillators in each unitcell can vary between different configurations.

Therefore, a unitcell having ‘n’ number of resonators is called the ‘n-bit’ unitcell (for

example unitcell with two resonators will be called a 2-bit unitcell, and so on).

Multiple n-bit unitcell patterns can be devised with these dual-state resonators; a

cyclic combinatorics problem, popular as the problem of generating n-bead necklaces

with two colors. A subset of these unitcells has unique bandgaps. Table 2.1 shows

the sequence of resonators in the unitcell for 2-bit, 3-bit, and 4-bit configurations and

Figure 2.1 shows schematics of these unitcells. Let us consider a 2-bit unitcell, where

four unitcell patterns are possible with two resonators, ‘A’ and ‘B’; they are ‘AA’,

‘AB’, ‘BA’, and ‘BB’. Now, meta-structure with unitcell ‘AB’ and ‘BA’ have similar

cyclic behavior and, therefore, similar FRFs. Thus, three of these (‘AA’, ‘AB’, and

‘BB’) will produce unique bandgaps Figure 2.1(b). Also, in Figure 2.1, it can be

noticed that the neighboring DVRs are connected on the opposite side of the host

structure rather than the same side. The bandgap and vibration attenuation remains

the same irrespective of the side on which DVR is attached. Hence, they are attached

on the opposite side for better presentation.
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(a)

(b)

(c)

(d)

A B

AA AB BB

AAA AAB ABB BBB

AAAA AAAB AABB ABAB ABBB BBBB

Figure 2.1: Different unique unitcell patterns possible for (a) 1-bit (b) 2-bit
(c) 3-bit and (d) 4-bit configurations

2.2.2 Combinations for unitcell

In the area of combinatorics, there is an elegant method of determining all possible

unique patterns with n DVRs per unitcell. Generating the unique sequences of res-

onators in n-bit unitcells is based on the algorithm for generating necklaces with beads

of two colors [24]. The total number of cyclic combinations (Zn) with n oscillators is
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given by

Zn = (1/n)
∑

d|n

Φ(d)2n/d, (2.1)

where Φ is Euler’s Totient function, and d is the set of all divisors of n. A companion

algorithm generates the list of all the unique patterns of n-bit unitcells, and interested

readers are referred to Fredricksen and Kessler’s algorithm [24] for further details.

Also, patterns resulting from all divisors of n are subsets of n-bit combinations. For

example, the patterns of 2-bit configuration and 1-bit configuration are subsets of

4-bit combinations. Similarly, the 1-bit combination is a subset of every higher-order

unitcell, i.e., ‘AAAA’ iteration of 4-bit is equivalent to the ‘AA’ of 2-bit and ‘A’ of

1-bit unitcell.

Table 2.1

Sequence of DVRs in the unitcell for 2-bit, 3-bit, and 4-bit configurations
(and Figure 2.1 schematically presents these unique patterns)

n-bit Zn Pattern
1

Pattern
2

Pattern
3

Pattern
4

Pattern
5

Pattern
6

1 2 A B

2 3 AA AB BB

3 4 AAA AAB ABB BBB

4 6 AAAA AAAB AABB ABAB ABBB BBBB
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2.3 Modeling and Experimental validation of Host

Structure

An aluminum beam acts as the host structure of the current meta-structure design

to which a cyclic combination of equally spaced DVRs ‘A’ and ‘B’ are attached. The

dimensions and material properties of the host structure are provided in Table 2.2.

The host structure is approximated as a finite element (FE) model with second-order

Timoshenko beam elements and the FE model is then experimentally validated.

Table 2.2

Geometric and material details of the components of meta-structure

Geometric
properties

Material properties

L×W ×H
(mm×mm×mm)

E
(GPa)

ρ
(kg/m3)

ν
G

(GPa)
κ

Host Beam
1828.8× 15.875×

1.5875
66 2700 0.33 24 0.93

DVR ‘A’ 25.4× 19.05× 1.59 110 8730 0.34 77 0.85

DVR ‘B’ 50.8× 6.35× 0.4 110 8730 0.34 77 0.85
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2.3.1 FE model of the host structure

The host structure and, later, the DVRs are modeled as Timoshenko beams. There-

fore, the effects of shear deformation and rotary inertial are included [55] in the equa-

tions of motion describing the flexural displacement w(x, t) and the bending rotation

φ(x, t) of the beam at a spatial location x, given by

∂

∂x

[

EI
∂φ

∂x

]

+ κ2AG

(

∂w

∂x
− φ

)

= ρI
∂2φ

∂t2
, (2.2)

∂

∂x

[

κ2AG(
∂w

∂x
− φ)

]

= ρA
∂2w

∂t2
,

where ρ is the material density of the beam, A is the cross-sectional area, I is the

second moment of area, E is the linear elastic modulus, G represents the shear mod-

ulus and κ is the Timoshenko shear coefficient. The host structure is modelled with

free-free boundary conditions and as a result, the bending moment and the shear

force vanish at the free boundary, expressed as

EI
∂φ(x, t)

∂x

∣

∣

∣

∣

x=free end

= 0, (2.3)

κ2AG

(

∂w(x, t)

∂x
− φ(x, t)

) ∣

∣

∣

∣

x=free end

= 0.
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Following the Galerkin approach, the PDE Eq. (2.3) is discretized into finite elements

using second-order shape functions [1, 55, 60]. The first step is to derive the weak

form of the PDE. Consider two real-valued test functions ϕ1(x) and ϕ2(x) that are

smooth over x ∈ [0, L]. Then by rewriting the strong form of the PDE and integrating

by parts, we get

ϕ1

[

EI
dφ

dx

] ∣

∣

∣

∣

L

0

−

L
∫

0

(

dϕ1

dx
[EI

∂φ

∂x
]− κ2AG(ϕ1

dw

dx
− ϕ1φ)

)

dx = −ω2

L
∫

0

ϕ1ρIφ dx,

(2.4)

ϕ2

[

κ2AG(
dw

dx
− φ)

] ∣

∣

∣

∣

L

0

−

L
∫

0

dϕ2

dx
[κ2AG(

dw

dx
− φ)]dx = −ω2

L
∫

0

ϕ2ρAw dx,

where the spatial and temporal components of the flexural displacement are w(x, t) =

w(x)eiωt and of bending angle is written as φ(x, t) = φ(x)eiωt. The next step is to

approximate the displacement and the test functions as a linear combination of a

set of basis functions ψ1(x), ψ2(x), ψ3(x), ....ψn(x). The displacement and the test

functions can be written as

wn(x) =
n
∑

j=1

wjψj(x), φn(x) =
n
∑

j=1

φjψj(x), (2.5)

ϕn1 (x) =
n
∑

i=1

C1
i ψi(x), ϕn2 (x) =

n
∑

i=1

C2
i ψi(x).

By substituting the above approximations in Eq. (2.5), and rearranging terms results
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in the weak form of the PDE, which takes the form

ψi

[

EI
dϕ

dx

]
∣

∣

∣

∣

L

0

−

L
∫

0

(

dψi

dx
[EI

dψj

dx
ϕj ]− κ2AG(ψi

dψj

dx
wj − ψiψjϕj)

)

dx = −ω2ρIϕj

L
∫

0

ψiψjdx, (2.6)

ψi

[

κ2AG(
dψj

dx
wj − ϕjψj)

] ∣

∣

∣

∣

L

0

−

L
∫

0

dψi

dx

[

κ2AG(
dψj

dx
wj − ϕjψj)

]

dx = −ω2ρAwj

L
∫

0

ψiψjdx.

The weak form is arranged into the standard eigenvalue problem given by

















K11 α12

K21 α22









− ω2









M11 0

0 M22

























wj

φj









= 0, (2.7)

where the mass and stiffness matrices are functions of the basis functions and take

the form of

[K11] = κ2AG

L
∫

0

dψi
dx

dψj
dx

dx, [α12] = −κ
2AG

L
∫

0

dψi
dx

ψjdx,

[K21] = −κ
2AG

L
∫

0

ψi
dψj
dx

dx, [α22] = EI

L
∫

0

dψi
dx

dψj
dx

dx+ κ2AG

L
∫

0

ψiψjdx,

[M11] = ρA

L
∫

0

ψiψjdx, [M22] = ρI

L
∫

0

ψiψjdx.

Quadratic shape functions used as the basis functions in the current study. There-

fore, to determine the coefficients of this basis function, we need six conditions, as

a result, the beam is discretized using three-node elements. The flexural displace-

ment and bending angle at the three nodes satisfy the conditions imposed on the
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shape-functions. As a result, the corresponding shape functions are of the form

N1(s) =
1

2
s(s− 1), N2(s) = (1− s2), N3(s) =

1

2
s(s+ 1). (2.8)

Substituting Eq. (2.8) in Eq. (2.6), and simplifying the equation gives rise to elemental

mass and elemental stiffness matrices of the form
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[M11](i, j) = ρA

∫

Ωe

NiNjdx =
ρAhn
15

















4 2 −1

2 16 2

−1 2 4

















, (2.9)

[M22](i, j) = ρI

∫

Ωe

NiNjdx =
ρIhn
15

















4 2 −1

2 16 2

−1 2 4

















,

[K11](i, j) = κ2AG

∫

Ωe

dNi

dx

dNj

dx
dx =

κ2AG

6he

















7 −8 1

−8 16 −8

1 −8 7

















,

[α12](i, j) = [K21](i, j) = −κ
2AG

∫

Ωe

dNi

dx
Njdx = −

κ2AG

6

















−3 −4 1

4 0 −4

−1 4 3

















,

[α22](i, j) = EI

∫

Ωe

dNi

dx

dNj

dx
dx+ κ2AG

∫

Ωe

NiNjdx =
EI

6he

















7 −8 1

−8 16 −8

1 −8 7

















+
κ2AGhe

15

















4 2 −1

2 16 2

−1 2 4

















.
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By feeding the material and geometric properties of the host structure, global mass

and global stiffness matrices are generated in Matlab. Then, an eigenvalue problem

of the undamped FE model is formulated and the natural frequencies of the host

structure are estimated. As the aim of this study is to study the dynamics of this

beam up to 800 Hz, a convergence test was carried out over this range to determine

the optimal mesh size. The number of finite elements is iterated and the relative

change in natural frequencies of the beam are recorded as the percentage using the

metric,

ϵmaxi = max
∀ωj≤103 Hz

(∣

∣

∣

∣

∣

ω
(i−1)
j − ω

(i)
j

ω
(i)
j

∣

∣

∣

∣

∣

)

× 100. (2.10)

A final model with 250 elements approximated by quadratic shape functions is se-

lected, which gives an L2 error of less than 5%. Initially, the host structure is con-

sidered to have proportional damping. The constants of proportional damping are

calculated by performing the modal parameter estimation on the experimental FRFs.

The detailed formulation to find damping is explained in Section 2.3.2.
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2.3.2 Damping for FE of the host structure

The host structure [aluminum beam] is considered to have proportional damping.

The equation of motion for any n-dof system can be written in the form

Mẍ+ Cẋ+Kx = 0. (2.11)

The damping matrix C can be written as a linear combination of the mass and stiffness

matrix as

C = αM + βK, (2.12)

where α and β are constants. Substituting Eq. (2.12) in Eq. (2.11) yields

Mẍ(t) + (αM + βK)ẋ(t) +Kx(t) = 0. (2.13)

Let x(t) =M−1/2q(t) =M−1/2Pr(t) and multiplying Eq. (2.13) by M−1/2 yields

q̈(t) + (αI + βK̃)q̇(t) + K̃q(t) = 0.
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Substituting q(t) = Pr(t) and premultiplying by P T where P is the matrix of eigen

vectors of K̃ yields

r̈(t) + (αI + βΛ)ṙ(t) + Λr(t) = 0,

where Λ = P T K̃P . This corresponds to the n decoupled modal equations

r̈(t) + 2ζiωiṙi(t) + ω2
i ri(t) = 0,

where 2ζiωi = α + βω2
i . Here, α and β are calculated based on experimentally

measured ζi values at their respective ωi from 0 Hz to 1000 Hz by performing modal

parameter estimation. A brief overview is presented here based on the previous

literature [37, 50]. The constants of the proportional damping by solving for α and

β came out to be

α = 0.48, β = 2.9e−7. (2.14)

The damping coefficient determined through experiments and obtained through sim-

ulations are shown in Figure 2.2. The corresponding effect on ζi because of mass and

stiffness respectively are calculated using the relations

ζm =
α

2ωi
, ζk =

βωi
2
,
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where ζm is the effect of mass and ζk is the effect of stiffness on ζi [37, 50]. Figure 2.2

shows the respective effects of mass and stiffness on simulated ζi.

By substituting the values of α and β from Eq. (2.14) in Eq. (2.12), the damping

matrix for the FE model of the beam is updated. In particular, it is interesting to

note that the aluminium beam used in experiment analysis is very lightly damped,

as seen in Figure 2.3, and as a result, modal damping do not have huge impact on

the simulated FRFs of the meta-structures .
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Figure 2.2: The figure represents the damping coefficient obtained from
(a) experiment, from simulation because of (b) mass effect (c) stiffness effect
and (d) total effect
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Figure 2.3: Frequency response of (a) undamped and (b) damped FE
model of the host structure which shows no major drop in the amplitude of
vibrations because of damping

2.3.3 Experimental validation of FE model

An experiment was conducted on an aluminium beam and the experimental natural

frequencies are used to validate the FE model. The schematics of the experimental

setup are as shown in the Figure 2.4. The beam is hanged using fishing lines to

achieve free-free boundary conditions and it is excited from one end using a Macro

Fiber Composite (MFC) having an active area 25 x 3 mm2 (0.98 inch x 0.12 inch).

Optomet scanning laser doppler vibrometer scans the beam at 100 equidistant scan

points and measures the velocity of the beam. A chirp excitation signal with 40 V

actuates the MFC. Figure 2.5 compares the FRF measured at the same location,

69 inches away from one end of the beam. The simulated FRF has point force as the

input, whereas, in experiments, the input is the voltage signal supplied to the MFC,

and the output in both cases, is the velocity of the beam. Figure 2.5 visually shows

31



that the FE model is able to accurately estimate natural frequencies upto 1 kHz.

Figure 2.6 shows that the L2 error is within 2% between the 4rd and the 35th natural

frequency. The first three non-zero natural frequencies of a free-free suspended beam

are strongly influenced by experimental boundary conditions and as a result, deviate

the most from simulated estimates. Therefore, the relative L2 error is higher for the

first three natural frequencies.

MFC 

(0.98 x 0.12 inch) 

actuator

High Voltage Power 

Amplifier Model HVA 

1500/50-2

Optomet Scanning Laser 

Doppler Vibrometer

Laptop with OptoGUI software

Host Aluminum Beam

Figure 2.4: Schematics of Experimental setup of host aluminum beam
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Figure 2.5: Frequency response of beam with 250 elements and experiments
overlay on each other validating the FE model

32



0 5 10 15 20 25 30

Natural Frequencies

0

2

4

6

8

%
 e

rr
o

r

Figure 2.6: Percentage error between the simulated and experimental nat-
ural frequencies

2.4 Modeling and Experimental validation of

DVRs

An ideal nonlinear DVR can switch between two stable configurations with unique

natural frequencies. In the current study, such dual state behavior is simulated with

two linear resonators of different fundamental frequencies. Therefore, two DVRs are

selected with fundamental natural frequencies under 800 Hz, (refer to Table 2.3 for

simulated natural frequencies). Each of these resonators are initially modeled as a

cantilever beam with second-order Timoshenko elements and for ease of computation,

a reduced-order lumped spring-mass model is developed. These reduced order mod-

els of DVRs are used to simulate the assembled meta-structure’s dispersion curves

and frequency response functions (FRFs). This section discusses the modeling and

experimental validation of the two DVRs.

33



Table 2.3

First two natural frequencies of resonators

DVR ‘A’ DVR ‘B’

Nat.Freq. 1st 2nd 1st 2nd

FE Beam Model (Hz) 352.68 2207.9 90.2 565.5

Experiment (Hz) 348.9 2199 90 562.3

Error % 1.07 0.4 0.22 0.57

Reduced Model specs.

˜mDV R
i (kg) 0.005 - 0.0025 0.0045

˜kDV Ri (N/m) 24028.8 - 799.4 56170.5

˜ζDV Ri,exp 0.0233 - 0.0185 0.026

˜cDV Ri (Ns/m) 0.4889 - 0.0523 0.8267

2.4.1 Developing reduced model of DVR ‘A’

Resonator ‘A’ is designed to represent the high natural frequency state, with a fun-

damental natural frequency of 347.87 Hz. The geometric and material properties of

the DVR are presented in Table 2.2. For the selected DVR, there is only one natural

frequency in the frequency range of interest, i.e., 0-800 Hz. As a result, the dynamics

of the DVR ‘A’ are represented by a single DOF lumped spring-mass model. This
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dynamic displacement of the DVR, xA is represented using the equation,

m̃A
1 ẍ

A + c̃A1 ẋ
A + k̃A1 x

A = 0, (2.15)

where the reduced lumped parameters of this model, i.e., lumped mass m̃A
1 and

lumped stiffness k̃A1 , are generated from experimental tests in two steps. In the

first step, the natural frequency of DVR ‘A’ is experimentally determined, providing

the ratio of reduced lumped stiffness and mass. Also, modal parameter estimation is

performed to find the damping ratio from this experiment. Figure 2.7(a) shows the

experimental setup used to produce the FRF of DVR ‘A’. In this setup, a piezoce-

ramic (PZT) patch is used as an input source to excite the cantilevered brass beam,

and a Scanning Laser Doppler Vibrometer (SLDV) is used to measure its tip re-

sponse. Figure 2.8 shows the resultant experimental FRF of a single DVR ‘A’. In

this figure, the experimental FRF is also compared with the beam FE model of the

DVR. However, as the input is the voltage signal to the PZT rather than a forcing

signal, traditionally used in modal analysis, additional steps are needed to identify

the representative lumped parameters.

In the second step, an experiment with 72 DVRs attached to the beam is conducted,

and the corresponding bandgap region is determined. Then an optimization algorithm

is used to estimate the representative mass and stiffness of the reduced lumped spring-

mass system. When multiple ‘A’ type DVRs are attached to the host structure, a
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bandgap is produced. This arrangement falls under the 1-bit configuration. Initially,

the experiment is conducted for pattern 1 of 1-bit configuration having unitcell ‘A’.

The experimental result shows the bandgap from 245 Hz to 454 Hz. Hence, the

reduced stiffness and mass values are tuned to accurately select represent resonator

‘A’. While doing so, the ratio of modal stiffness and modal mass is kept constant to

have the same natural frequency as that from the beam equation and the values are

selected such that the start frequency of bandgap in the simulations would be closest

to 245 Hz and the end frequency of bandgap would be nearest to 454 Hz.

2.4.2 Optimization problem to find DVR ‘A’ modal param-

eters

In this section, we discuss the optimization procedure used to find m̃A
1 and k̃A1 from

experimental data. In simulations, the FRF of the meta-structure uses a point-

force input at a given location, while in the experiment, the voltage signal supplied

to the piezoceramic is considered as the input. This is one of the main reasons why

experiments on a single DVR (at a single point) are insufficient to develop an accurate

reduced-order model. Therefore, two different sets of experiments are performed: (i)

The first is to determine the experimental FRF of a single DVR, followed by (ii) a

second experiment to determine the bandgaps generated by multiple DVRs attached

to the host structure. Therefore, an optimization cost function is formulated to design
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(a) Exp. setup testing a single DVR ‘A’

(i) Resonator ‘A’ in fixed-free 

condition subjected to piezo-

electric excitation

(ii) Laser Vibrometer

(iii) Location of piezo attached to the 

resonator ‘A’

(i) Resonator ‘B’ in fixed-free 

condition subjected to piezo-

electric excitation

(ii) Laser Vibrometer

(iii) Location of piezo attached to the 

resonator ‘B’

(i)
(iii)

(ii)

(i)
(iii)

(ii)

(b) Exp. setup testing a single DVR ‘B’

Figure 2.7: Experimental setup for producing frequency response of (a)
resonator A (b) resonator B

an SDOF model that matches the natural frequency of the DVR, ωDV Rexp (as determined

from the first experiment), and the width and location of the bandgap (as observed

from the second experiment). The developed cost function is

C(m̃A
1 ) = min

m̃A
1

(|ωsFE(m̃
A
1 , k̃

A
1 )− ω

s
exp|+ |ω

e
FE(m̃

A
1 , k̃

A
1 )− ω

e
exp|), (2.16)

s.t. k̃A1 = (ωDV Rexp )2 × m̃A
1
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(a) FRF of DVR ‘A’

(b) FRF of DVR ‘B’

Figure 2.8: Experimental and simulated FRFs of (a) resonator A (b) res-
onator B showing the same eigenvalues for simulations and experiments

where ωsFE(m̃
A
1 , k̃

A
1 ) and ω

e
FE(m̃

A
1 , k̃

A
1 ) are the start and end frequencies of the bandgap

simulated for pattern 1 of 1-bit configuration having unitcell ‘A’, the start frequency

of bandgap ωsexp and end frequency of the bandgap ωeexp from the experiments is as

shown in Figure 2.9 and are mentioned in Table 2.4. m̃A
1 and k̃A1 are the two parame-

ters of the reduced order SDOF model related by the experimental natural frequency

of the DVR ωDV Rexp . Here C is the recursive cost-to-go function that minimizes the error

between the bandgap obtained from the experiment and simulation. Further details of
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the FE model of the meta-structure are provided in Section 2.5. Figure 2.10(a) com-

pares the experimental FRF and the simulated FRF using the optimized parameters

of the DVR. Now that the mass and stiffness values of the SDOF model are acquired,

the damping coefficient is determined from the experimental modal damping ratio

using the formulae for SDOF system c̃A1 = ζexp × 2

√

k̃A1 m̃
A
1 .

Figure 2.9: Frequency response of the 3-bit meta-structure shows a signif-
icant energy drop in the bandgap against the host structure for iteration (a)
AAA (b) AAB (c) ABB (d) BBB
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Figure 2.10: Experimental vs simulated frequency response of the 3-bit
meta-structure shows a significant energy drop in the bandgap against the
host structure for iteration (a) AAA (b) AAB (c) ABB (d) BBB

2.4.3 Developing reduced model of DVR ‘B’

Similar procedure is used to developed a reduced model for DVR ‘B’. For the design

selected, there are two natural frequencies,one at 90 Hz and another at 565.3 Hz, in

the frequency range of interest, i.e., 0-800 Hz. Hence, Resonator ‘B’ is designed as

a combination of two SDOF lumped models where mass and stiffness of each SDOF
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Table 2.4

Start and end frequencies of bandgaps from experiment and simulations for
patterns of 1-bit configuration

Pattern 1 of 1-bit configuration with DVR ‘A’

ωs ωe

FE (Hz) 247.44 452.5 - -

Experiment (Hz) 245 454 - -

Error % 0.98 0.33 - -

Pattern 2 of 1-bit configuration with DVR ‘B’

ωs1 ωe1 ωs2 ωe2

FE (Hz) 86.15 123.5 524.97 644.23

Experiment (Hz) 85 122 528 645

Error % 1.33 1.21 0.58 0.12

corresponds to the modal mass and modal stiffness from the DVR ‘B’ beam equation.









m̃B
1 0

0 m̃B
2









ẍB +









c̃B1 0

0 c̃B2









ẋB +









k̃B1 0

0 k̃B2









xB = 0. (2.17)

Similar to the development of the reduced model of DVR ‘A’, initially, the experiment

was conducted on a single DVR ‘B’, as shown in Figure 2.7(b) and experimental

damping ratios were also measured. Then, a follow-up experiment was conducted on

a meta-structure of 1-bit configuration with ‘B’ type DVRs. This experiment shows
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two bandgap regions, from 85 Hz to 122 Hz and from 528 Hz to 645 Hz. Hence, similar

to Section 2.4.2, an optimization algorithm to compute the stiffness and mass of two

SDOF system was devised as mentioned in Section 2.4.4 such that their natural

frequencies were 96 Hz and 565 Hz, and the start frequencies and end frequencies

of their corresponding bandgaps would be nearest to the foresaid value. It can be

observed from Figure 2.9(d) and Figure 2.11(c) that simulation and experimental

bandgaps matched, which validates that our cost function Eq. (2.16) is satisfied.

These SDOF mass and stiffness are further used for simulations of the other patterns

and bit-configurations of resonator ‘B’.
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Figure 2.11: Frequency response of (a) 1-bit meta-structure (b) 2-bit meta-
structure (c) 3-bit meta-structure which shows a significant energy drop in
the bandgap against the host structure
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2.4.4 Optimization problem to find DVR ‘B’ modal param-

eters

Similar to Section 2.4.2, an optimization cost function is formulated to design two

SDOF models that match each of the two natural frequencies of the DVR, ωDV Ri,exp (as

determined from the first experiment) and the width and location of the bandgap (as

observed from the second experiment). The developed cost function is

Ci(m̃B
i ) = min

m̃B
i

(|ωsiFE(m̃
B
i , k̃

B
i )− ω

si
exp|+ |ω

ei
FE(m̃

B
i , k̃

B
i )− ω

ei
exp|), (2.18)

s.t. k̃Bi = (ωDV Ri,exp )
2 × m̃B

i , i = 1, 2.

where ωsiFE(m̃
B
i , k̃

B
i ) and ωeiFE(m̃

B
i , k̃

B
i ) are the start and end frequencies of each

bandgap simulated for pattern 2 of 1-bit configuration having unitcell ‘B’, the start

frequency of first bandgap ωs1exp and end frequency of first bandgap ωeiexp from the exper-

iments are as shown in Figure 2.9 and are mentioned in Table 2.4. m̃B
1 and k̃B1 are the

two parameters of the reduced order SDOF model related by the experimental natural

frequency of the DVR ωDV R1,exp . The recursive cost-to-go function C minimizes the error

between the bandgap obtained from the experiment and simulation. Figure 2.10(d)
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compares the experimental FRF and the simulated FRF using the optimized param-

eters of the DVR. Now that the mass and stiffness values of the SDOF model are

acquired, the damping coefficient is determined from the experimental modal damp-

ing ratio using the formulae for SDOF system c̃B1 = ζ1,exp× 2

√

k̃B1 m̃
B
1 . Similarly, m̃B

2 ,

k̃B2 and c̃B2 are determined for obtaining second bandgap in the simulations.

A follow-up simulation is conducted to validate the effect of damping on the bandgap.

The bandgap obtained from the simulation for both patterns of 1-bit configuration

with and without damping is the same as shown in Figure 2.12. Hence, damping in

the structure does not affect the start and end frequencies of a bandgap.
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Figure 2.12: Frequency response of the 1-bit meta-structure shows
bandgap location remains same with and without damping for pattern (a)
A and (b) B
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2.5 Modeling and Experimental validation of

Meta-structure

2.5.1 Dispersion relationships using FE models

In the FE model, the reduced SDOF DVRs are attached to the flexular DOF of the

third node of the elemental mass and stiffness matrix of the second-order element.

For instance, for meta-structure of pattern ‘A’, the revised components of elemental

mass matrix from Equation (2.9) are

[M11] =
ρAhn
15
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2 16 2 0
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0 0 0 m̃A
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, (2.19)
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Figure 2.13: Bloch wave unitcell decomposition for Pattern ‘A’

and stiffness matrix from Equation (2.9) are

[Ke
11] =

κ2AG

6he
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. (2.20)

For accurately estimating of the locations of bandgaps, 6 finite elements are used

in each unitcell to carry out the bloch wave analysis. For reference, the unitcell

decomposition used for pattern‘A’ meta-structure is as shown in the Figure 2.13.

Let Kn be the stiffness matrix and Un be the displacement degrees of freedom of

nth unitcell. Kn−1 and Kn+1 could be written in bloch matrix form [35, 43]. Their

respective displacement degrees of freedom would be Un−1 and Un+1. The equations
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Pattern A Pattern B

Pattern AA Pattern AB Pattern BB

(b)

(a)

(c)

Pattern AAA Pattern AAB Pattern ABB Pattern BBB

Figure 2.14: Bloch wave analysis for unique patterns of (a) 1-bit meta-
structure (b) 2-bit meta-structure (c) 3-bit meta-structure which validates
the simulated bandgap

of motion of a single unitcell can be written as

Kn−1Un−1 + (Kn − ω
2Mn)Un +Kn+1Un+1 = 0. (2.21)

We rewrite the displacement of unitcells Un−1 and Un+1 in terms of Un, i.e., Un−1(t) =

e−idγUn and Un+1 = eidγUn, where the parameter d is a measure of distance (or space)

and γ is wavenumber. With this simplification, Equation (2.21) is similified into the
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standard eigenvalue problem as,

[(Kn − ω
2M) +Kn−1e

−idγ +Kn+1e
idγ]Un = 0. (2.22)

Although, the spatial parameter is d is unknown, a dimensionless wave number called

the propagation constant µ = γd can be determined at different radial frequencies

(ω) using,

[K−1e
−iµ +K0 +K1e

iµ − ω2Mn]Un = 0. (2.23)

Solving this eigenvalue problem, the gap between the dispersion of acoustic modes

and optical modes represents a meta-structures’ bandgap. Figure 2.14 shows the

bandgaps for all the unique patterns of 1-bit, 2-bit and 3-bit configurations using this

bloch wave approach.

2.5.2 Experimental validation of different Meta-structure

configurations

For validating the bandgap estimation using the FE model and bloch wave approch,

all the configurations of the 3-bit configuration are experimentally validated.There

are four unique patterns of 3-bit configuration: ‘AAA’, ‘AAB’, ‘ABB’ and ‘BBB’.
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The experimental setup for one of the meta-structures ‘ABB’ is as shown in the

Figure 2.15 and a schematic of the setup is shown in the Figure 2.16. The FRFs of

meta-structures with unitcells ‘AAA’, ‘AAB’, ‘ABB’ and ‘BBB’ are tested individually

for bandgaps. The meta-structures are suspended freely using a fishing line and a

piezoelectric excitation sweeping the frequency from 0 to 800 Hz is applied to the

one end of the meta-structure. The out-of-plane velocity response is measured at 100

equidistant points along the entire length of the beam using scanning laser Doppler

vibrometer. Figure 2.9 show the bandgap location for each of the meta-structure in

a 3-bit configuration from 0-800 Hz.

By observing the frequency response functions for each of these patterns, the location

of every frequency bandgap in each pattern is different. Although some bandgaps do

overlap, but each iteration has their unique frequency bandgaps. The underlying goal

is to combine all the bandgaps to attain a large frequency bandgap. Hence, if we are

to switch between different iterations within this configuration, a broader bandgap

for vibration attenuation can be easily achieved.

49



(i)

(ii)

(iii)

(i) Meta-structure hanged 

in free-free condition 

subjected to 

piezoelectric excitation

(ii) Laser Vibrometer

(iii) Voltage amplifier

(iv) Location of piezo 

attached to the structure

(iv)

Figure 2.15: Experimental setup for meta-structure of pattern ‘ABB’ for
reference

Resonator ‘A’

Resonator ‘B’
MFC 

(0.98 x 0.12 inch) 

actuator

High Voltage Power 

Amplifier Model HVA 

1500/50-2

Optomet Scanning Laser 

Doppler Vibrometer

Laptop with OptoGUI software

Figure 2.16: Schematics of Experimental setup for reference
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2.6 Switching between Meta-structural configura-

tions with RL approach

As discussed, the resonators in a unitcell of the designed meta-structure can switch

between ‘A’ and ‘B’ at any desired point of time. If we have a time-varying input

vibration profile of the host structure, we should be able to switch between the res-

onators ‘A’ or ‘B’ to adapt one of the patterns (AAA, AAB, ABB or BBB) within

the 3-bit configuration and achieve the ultimate goal of programming and absorbing

maximum vibrations over broader frequency range. However, we need an optimum

way to switch between bandgaps. Reinforcement learning (RL) is one of the elegant

ways which can be implemented to train the model to discover the best chronology

of the actions leading to an optimum outcome efficiently. The sequence of actions is

learnt through the interactions between the environment and the agent to choose a

state that’ll attain the defined reward. The purpose is to extract maximum rewards

at the expense of minimum cost. To achieve this, an optimization problem is defined.

2.6.1 Optimization Problem

In this section, we define the problem of determining the optimal configuration of

resonators that minimizes the total cost of switching while ensuring that bandgap is
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maintained over time for any given vibration frequency profile. We assume that the

following are known to us:

† the set of allowed configurations {S} into which switching is allowed at any

point of time (t) in a finite horizon t ∈ T = {1, . . . , T} of interest,

– For the 3 bit example, we have : {S} = {AAA,AAB,ABB,BBB}

† the capability to check whether bandgap exists for any particular configuration

of resonators,

† the bandgap characterization of all allowed combinations of resonators, i.e., a

bandgap detection Boolean matrix B such that B(i) = True or False for all

i ∈ S,

– at every time instant t, we check if any of the configurations in {S} has

bandgap at the forcing frequency ω and developing a Boolean matrix B

† the cost [cij] of switching from configuration i to configuration j, based on

number of DVRs switched.

We formulate this problem as a Markov Decision Problem (MDP) as follows:

C(i, t) = min
j∈S(i)|B(j)=True

{

cij(t) + C(j, t+ 1)
}

∀i ∈ S ∀t ∈ T

C(i, T + 1) = 0 ∀i ∈ S.
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Here C(i, t) is the recursive cost-to-go function that captures the optimal cost of main-

taining the bandgap from time t until the end of the horizon T +1. For small enough

problems, this problem can be solved exactly using the value iteration algorithm. As

the number of resonators within each configuration increases, this problem becomes

intractable to solve exactly, necessitating the development of a heuristic approach

that will be undertaken in a future paper by us. Therefore, in the current system, we

start the iteration at time T +1 since the value iteration algorithm relies on backward

recursion.

Algorithm 1 Value Iteration

Require:
States S = {AAA,AAB,ABB,BBB}
Input forcing profile GFF (ω, t) over a finite horizon t ∈ T = {1, . . . , T}
Cost-of-action to switch cij, i, j ∈ S
procedure Backward Value Iteration(cij,S, GFF (ω, t) )

Initialize C(i, T ) = 0 ∀i ∈ S
for ti ∈ {T − 1, T − 2, · · · , 1} do

Detect configurations B(i) with bandgaps at the frequency ωf where
max{Gff (ω, ti)}

C(i, ti)← min
{

cij(ti) + C(j, ti + 1)
}

return Policy C(j, t) ∀j ∈ S, t ∈ T

2.6.2 RL for meta-structure

The optimal cost-to-go function from Section 2.6.1 with its detailed description from

Algorithm 1 and Figure 2.17 is applied to the RL architecture at every time instance

when the host structure is exposed to the input profile of vibrations varying with
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Step1: Detect the driving 

frequency spectrum at time 𝒕𝒊
(Input with vibrations at 495 Hz)

Data library of configurations 𝒮 = {𝐴𝐴𝐴 𝐴𝐴𝐵 𝐴𝐵𝐵 𝐴𝐴𝐴 }
Boolean database of bandgap locationℬ(𝑗, 𝑡) = {𝑇𝑟𝑢𝑒 𝐹𝑎𝑙𝑠𝑒}

Step 2: Determine the ℬ(𝑗, 𝑡𝑖) at 

time 𝒕𝒊
j AAA AAB ABB BBBℬ(𝑗, 𝑡𝑖) 0 1 1 0

Step 3: Determine the cost of action 𝑐𝑖𝑗(𝑡) of those 

configurations ℬ(𝑗, 𝑡) = 𝟏 at time 𝑡𝑖. If we assume 

the configuration at t-1 is AAA. i.e., when 𝑖 = 𝐴𝐴𝐴
j AAA AAB ABB BBB𝑐𝑖𝑗(𝑡𝑖) 0 1 2 3

𝒞 𝑖, 𝑡𝑖 = min 𝑐𝑖𝑗 𝑡𝑖 + 𝒞 𝑗, 𝑡𝑖 + 1 ∀𝑖 ∈ 𝒮𝒮 𝑗 |ℬ 𝑗 =𝑇𝑟𝑢𝑒

Backward value iteration: for 𝑡𝑖 ∈ {𝑇 − 1, 𝑇 − 2,⋯ , 1}
Output: Policy 𝒞 𝑖, 𝑡

Step 4: Determine policy 

Figure 2.17: Algorithmic view showing the operation of RL for a random
example

time. The agent then takes the action of switching the resonators and determines

the pattern at a particular time. A random signal is simulated in MATLAB, and

the power of this input vibration profile with respect to the time and frequency can

be seen in the spectrogram in Figure 2.18 and Figure 2.19. The goal is to compute

the power of the response when this input is applied to the experimentally calculated

frequency response functions.

Initially, using simulated results, the response power of the host structure without

any resonators is estimated and plotted as a spectrogram in Figure 2.18 as a datum.

Similarly, for every meta-structure iteration in a 3-bit configuration, the process is

repeated, and spectrograms are plotted. From Figure 2.19, we observe the significant

power drop in the response at bandgap locations for the respective iterations. Now,
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the simulated input signal is fed to the RL algorithm. The algorithm finds a policy

suggesting what iteration should be used for each time stamp, and the power of

the response is calculated. The heavy drop in power over the wide frequency range

from 85 Hz to 120 Hz and 206 Hz to 655 Hz in the spectrogram validates the

maximum reward policy of RL algorithm is achieved. These results show that we

can substantially widen the bandgap by tuning the resonators using reinforcement

learning.

RL Architecture

𝐺𝑋𝑋(𝜔) = 𝐺𝐹𝐹(𝜔) |𝐻𝐹𝐸𝑖 (𝜔)|2
where 𝑖 ∈ 𝐴𝐴𝐴 or 𝐴𝐴𝐵 or 𝐴𝐵𝐵 or 𝐴𝐵𝐵

𝐺𝐹𝐹(𝜔)
State Reward

𝑅𝑡+1
𝑆𝑡+1

𝑅𝑡𝑆𝑡 Action𝐴𝑡

Environment

Agent

Calculations to get the response power

(a)

(b)

Figure 2.18: Spectrogram shows the power of: (a) simulated input pro-
file Gff and the programmed output with a broad bandgap is obtained
through RL by switching within the configurations of meta-structures. (b)
Spectrogram for individual AAA, AAB, ABB and BBB configurations using
simulated FRFs shows the power drop in their respective bandgap region
when subjected to the simulated input profile
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RL Architecture

𝐺𝐹𝐹(𝜔)
State Reward

𝑅𝑡+1
𝑆𝑡+1

𝑅𝑡𝑆𝑡 Action𝐴𝑡

Environment

Agent

𝐺𝑋𝑋(𝜔) = 𝐺𝐹𝐹(𝜔) |𝐻𝑒𝑥𝑝𝑖 (𝜔)|2
where 𝑖 ∈ 𝐴𝐴𝐴 or 𝐴𝐴𝐵 or 𝐴𝐵𝐵 or 𝐴𝐵𝐵
Calculations to get the response power

(a)

(b)

Figure 2.19: Spectrogram shows the power of: (a) simulated input pro-
file Gff and the programmed output with a broad bandgap is obtained
through RL by switching within the configurations of meta-structures. (b)
Spectrogram for individual AAA, AAB, ABB and BBB configurations using
experimental FRFs shows the power drop in their respective bandgap region
when subjected to the simulated input profile

Similarly, the generated signal is fed to the results obtained from the experiments of

the host-structure and all the meta-structure iterations of 3-bit configuration. Also,

the RL algorithm is applied to this data and from Figure 2.19, we can clearly see the

power drop for individual structures and that obtained by switching using RL. The

frequency range from 85 Hz to 117 Hz and 180 Hz to 645 Hz shows a large power

drop which validates our experimental results.
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Figure 2.20: The response of a structure after switching between 3-bit
configuration calculated by implementing reinforcement learning for experi-
ments and simulations

Figure 2.20 shows the simulated and experimental response when the patterns within

3-bit configurations are switched using RL. The potential of RL is further exploited

using simulations by allowing the patterns to switch between different configurations.

This results in the widening of the programmable bandgap. Figure 2.21 shows the

further increase in the width of bandgap till 800 Hz when RL is used on 1- bit, 2-bit

and 3-bit configurations simultaneously to achieve maximum vibration attenuation.

2.7 Conclusion

The goal of the present work is to develop an effective way to achieve a well-tuned

meta-structure with varying bandgap for vibration attenuation over a wide frequency

range using reinforcement learning. A concept of n-bit configurations of a meta-

structure by using two different types of resonators is introduced. The underlying

idea of switching between the resonators to achieve various bits and unique patterns

of meta-structure is investigated in this chapter.
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Figure 2.21: The response of a structure after switching between (a) 1-bit
(b) 2-bit (c) 3-bit configuration calculated by implementing reinforcement
learning for simulations that shows the controllability can be increased by
increasing number of bit configurations

Once the bandgaps for all iterations of 3-bit meta-structure are assessed, a novel idea

to switch between the meta-structures is introduced. In this paper, reinforcement

learning algorithm is designed for optimum and efficient switching between the differ-

ent patterns of 3-bit meta-structure. The structure is subject to the slow frequency

sweep from 0 Hz to 800 Hz. The reinforcement learning algorithm processes the input
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frequency profile in such a way to give which iteration of 3-bit configuration to be

used at a particular time stamp so as to attenuate maximum vibrations. The results

shown in this article pave the way to understand the full potential of switching be-

tween the meta-structure to absorb vibrations. In the next chapter, the design of

DVR of the meta-structure is tweaked to an innovative dynamic DVR using a hair

clip and a neural network is designed to programmed a meta-structure for absorbing

road vibrations for sensitive cargo transportation.
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Chapter 3

Meta-structure with bistable DVRs

for absorbing road vibrations

3.1 Introduction

This chapter’s core inspiration is introducing a methodology to attain a programmable

and customizable bandgap. This is achieved by employing a fascinating design of a

bistable DVR, which exhibits two distinct states: high-frequency and low-frequency

states.

In addition, a parametric study is conducted by varying the metastructure patterns.

An artificial neural network (ANN) is designed to predict responses and bandgaps
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for various patterns of metastructure. A substructuring approach simplifies the FE

model and increases the efficiency of calculating responses for ANN training datasets.

Subsequently, vibrations from the road transmitted to the car’s cargo area are mea-

sured. A reinforcement learning (RL) algorithm is proposed to program the diverse

bandgaps of a metastructure to absorb road vibrations.

3.2 Metastructure design and study of different

patterns of a metastructure

3.2.1 Metastructure design

In this study, a metastructure is designed using an aluminum beam as the host

structure, augmented with 72 DVRs evenly distributed throughout its length. The

resonator in this set-up is a bistable oscillator exhibiting two distinct states: high-

frequency and low-frequency states. To achieve this, a hair snap pin is employed as

a bi-stable dual-state resonator. When the snap pin is closed, it exhibits higher stiff-

ness, resulting in the high-frequency state denoted as ‘A.’ In contrast, when the snap

pin is open, it possesses lower stiffness, leading to the low-frequency state referred

to as ‘B.’ Although in the current study, an instantaneous switching mechanism be-

tween states ‘A’ and ‘B’ is not implemented, it is acknowledged that the resonators
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can transition between the two states at different time instances. The two states of

the DVR are illustrated in Figure 3.1.

(a)

High Frequency state ‘A’

(b)

Low Frequency state ‘B’

Figure 3.1: Bistable resonator with high-frequency state (yellow color
schematic) and low-frequency state (brown color schematic)

Since the resonators within the metastructure can assume states A or B at any given

moment, the resulting bandgaps produced by the metastructure would vary depend-

ing on the states of the resonators. Consequently, developing a new notation that

describes the continuous metastructure based on the number of resonators within each

unit cell is necessary. Therefore, an n bit nomenclature explained in Section 2.2.1 is

used [12], where n corresponds to the number of DVRs in a unit cell. For instance, a

unit cell containing two DVRs would be referred to as a 2-bit unit cell, and so forth.

This nomenclature facilitates a systematic representation of the metastructure based

on the configuration of resonators in each unit cell.

All unique unit cell patterns possible for every n-bit metastructure can be determined

[12] using an algorithm to generate necklaces with beads of two colors [24] and are

shown in Table 3.1. The total number of cyclic combinations (Zn) with n DVRs is
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A B AA AB BB AAA AAB ABB BBB

(a) (b) (c)

Figure 3.2: Different unique unitcell patterns possible for (a) 1-bit, (b)
2-bit, and (c) 3-bit configurations.

Table 3.1

Sequence of DVRs in the unitcell for 2-bit and 3-bit configurations (and
Figure 3.2 schematically presents these unique patterns)

n-bit Zn Pattern
1

Pattern
2

Pattern
3

Pattern
4

1 2 A B

2 3 AA AB BB

3 4 AAA AAB ABB BBB

given by

Zn = (1/n)
∑

d|n

Φ(d)2n/d, (3.1)

where Φ is Euler’s Totient function, and d is the set of all divisors of n. Figure 3.2

shows schematics of the unique unit cell patterns possible for 1-bit, 2-bit, and 3-bit

configurations.
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3.2.2 FE Model of host beam

A metastructure is designed with an aluminum beam as the host, and snap pin res-

onators are attached as DVRs. The host beam is modeled as Timoshenko beams [12]

with properties as shown in Table 3.2. Therefore, shear deformation and rotary iner-

tia are incorporated in the equation of motion that governs the flexural displacement

w(x, t) and the bending rotation φ(x, t) of the beam at a specific spatial position x.

The detailed FE formulation is performed in Section 2.3.1.

The beam is discretized into 250 finite elements in an FE model. The resulting global

mass and stiffness matrices of the host beam obtained from this discretization process

are subsequently employed to simulate the beam’s response using Matlab. This study

adopts proportional damping for the host structure during the simulations. The

equation of motion for any n-degree-of-freedom (n-DOF) system can be expressed as

follows:

Mẍ+Cẋ+Kx = 0, (3.2)

where the damping matrix C is a linear combination of the mass M and the stiffness

64



K matrices, given by

C = αM+ βK. (3.3)

α and β represent the coefficients of proportional damping. The values of α and

β are estimated using the L2 curve fitting approach in Section 2.3.2 by the author,

from the experimental modal damping ratios ζi [12]. These values are α = 0.48 and

β = 2.9× 10−7.

Table 3.2

Geometric and material details of the components of metastructure

Geometric
properties

Material properties

L×W ×H
(mm×mm×mm)

E
(GPa)

ρ
(kg/m3)

ν
G

(GPa)
κ

Host Beam 1828.8×15.875×1.59 66 2700 0.33 24 0.93

3.2.3 Experimental setup and validation

The FE model of the host beam is validated by conducting an experiment on an

aluminum beam. The experimental setup involves suspending the beam freely to

achieve free-free boundary conditions. A piezoelectric Macro Fiber Composite (MFC)

with an active area of 25×3 mm2 (0.98×0.12 inch2) is utilized to apply excitation at

one end of the beam. At the same time, Frequency Response Functions (FRFs) are
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measured at 100 equidistant points along the beam’s length using a Scanning Laser

Doppler Vibrometer (SLDV). The schematics are shown in Figure 3.3. The FRFs

measured at one of the reference points, as shown in Figure 3.4, overlap each other,

validating the host structure’s FE model. The relative error between the experimental

and simulated natural frequencies is evaluated in Section 3.2.4 to further validate the

FE model.

MFC 

(0.98 x 0.12 inch) 

actuator

High Voltage Power 

Amplifier Model 

HVA 1500/50-2

Optomet Scanning Laser 

Doppler Vibrometer

Laptop with OptoGUI 

software

Host Aluminum Beam

Signal Input

FRF Measurement 

location for reference

Figure 3.3: Schematics of Experimental setup
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Figure 3.4: Frequency response of the host structure with 250 elements and
experiments overlay on each other, validating the FE model. The location
of measurement is shown in Figure 3.3
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As mentioned, the peaks in the FRFs overlay on top of each other as shown in

Figure 3.4. Although, it can be noticed that the distance between peak and trough is

different in both cases: for simulations and experiments. The reason being different

damping in experiments and simulations. As discussed in Section 2.3.2, the damping

is assumed to be proportional damping and the constants α and β are calculated

from the experimental damping ratio. Hence, since the proportional damping is only

capable to give an estimate in the simulations and not the exact values, the difference

in the distance between peak and trough is noticed in Figure 3.4.

3.2.4 FE validation of the host structure

Eigenvalues are calculated for the FE model with 250 elements. To validate the

FE model of the host beam, an experiment is carried out on an aluminum beam as

elaborated in Section 3.2.3, where the natural experimental frequencies are measured.

The natural frequencies are listed in Table 3.3 and relative error is calculated and is

shown in Table 3.3. The relative percent error between experimental and simulated

natural frequencies is less than 2% which validates the FE model.
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Table 3.3

SDOF characteristics of DVRs

Experimental
Natural Frequency

Simulated Natural
Frequency

L2 error

(Hz) (Hz) %

1 2.014 2 0.69

2 6.1 6 1.63

3 11.963 11.75 1.78

4 19.958 19.75 1.04

5 30.762 30.5 0.85

6 41.199 41.25 0.12

7 54.871 55 0.24

8 70.68 70.75 0.09

9 88.076 88.25 0.19

10 107.546 107.75 0.18

11 128.543 129.5 0.74

12 152.652 153 0.23

13 178.104 178.25 0.08

14 205.631 205.75 0.06

15 235.051 235.25 0.08
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3.2.5 Simplified FE Model of a bistable DVR

The FE model of snap pins is simplified to single-degree-of-freedom (SDOF) res-

onators. As discussed, snap pins have dual frequency states: high-frequency state

denoted as ‘A’ and low-frequency state as ‘B’. Experimental measurements of the

metastructure are carried out to estimate reduced-order mass and stiffness values for

each resonator. Initially, an experiment with 72 DVRs is conducted with all unit cells

tuned to state ‘A’. The beam with DVRs is hanged under free-free boundary condi-

tions as shown in Figure 3.5 and is excited from one end using MFC. The start and

end frequencies of the band gaps are measured and the mass and stiffness values in

the simulations are adjusted to achieve exact frequency locations using finite element

analysis [12]. Figure 3.6(a) shows the simulated FE model bandgaps align perfectly

with the experimentally observed bandgaps when using the simplified and optimized

modal parameters of DVR. Details on the optimization cost function are explained in

detail in Section 3.2.6. Further, to validate the bandgaps observed from FE model, a

Bloch wave analysis is performed and wave number for each frequency are obtained,

and the gap between the dispersion of the acoustic and optical modes represents a

metastructure bandgap as shown in Figure 3.6(a). More details on the calculation of

Bloch wave can be found in Section 3.2.7.

Similarly, an experiment is conducted with 72 DVRs in the ‘B’ state attached to the
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(i) Meta-structure in free-free boundary 

condition

(ii) Scanning Laser Vibrometer

(iii) Voltage Amplifier

(iv) MFC attachment for excitation

(i)

(ii)

(iii)

(iv)

Figure 3.5: Experimental setup for metastructure of unit cells with pattern
‘A’ DVRs.

beam, and the start and end frequencies of the band gaps are measured. Since this

metastructure has two bandgaps, the ‘B’ state of the snap pin is modeled as 2 SDOF

reduced-order systems. The mass and stiffness values in the simulations are adjusted

to achieve exact frequency locations using finite element analysis [12]. The simulated

band gaps align with the experimental bandgaps as shown in Figure 3.6(b). The

bandgap obtained through FE model is further validated by conducting bloch wave

analysis and plotting dispersion curve as shown in Figure 3.6(b).
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(a)

(b)

Figure 3.6: Experimental vs. simulated FRF shows a significant energy
drop in the same bandgap location and validates the modal parameters for
(a) DVR A and (b) DVR B. Furthermore, dispersion curves are calculated
and plotted respectively to validate the bandgap locations in simulations

The parameters of the reduced-order model are presented in Table 3.4. The SDOF

DVRs of the reduced single degree of freedom (SDOF) dynamic vibration resonators

are dynamically coupled to the flexural degrees of freedom (DOF) at the specified node

of the elemental mass and stiffness matrix of the second-order element, assembling

the governing matrices of the metastructure.
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Table 3.4

Reduced SDOF model of DVR A and two SDOF model of DVR B

Reduced order model DVR ‘A’ DVR ‘B’

Targeted Natural Frequency (Hz) 96.45 60.2 149.7

Mass m̃DV R (kg) 0.00125 0.001675 0.000675

Stiffness k̃DV R (N/m) 459 240 597

3.2.6 Optimization for selection of modal parameters for

DVR ‘A’ and DVR ‘B’

In this section, we delve into the process of optimizing to extract m̃A
1 and k̃A1 from

experimental data. In simulations, the meta-structure’s FRF is driven by a point-

force input at a specific location, whereas in experiments, the voltage signal applied to

the piezoceramic is considered as the input. Initially, an experimental investigation

is carried out to identify the bandgaps induced by attaching 72 ‘A’ DVRs to the

host structure. Subsequently, an optimization cost function aimed at tailoring a

Single-Degree-of-Freedom (SDOF) model is formulated that aligns with the width

and position of these bandgaps. The developed cost function is

C(m̃A
1 ) = min

m̃A
1

(|ωsFE(m̃
A
1 , k̃

A
1 )− ω

s
exp|+ |ω

e
FE(m̃

A
1 , k̃

A
1 )− ω

e
exp|), (3.4)
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where ωsFE(m̃
A
1 , k̃

A
1 ) and ω

e
FE(m̃

A
1 , k̃

A
1 ) are the start and end frequencies of the bandgap

simulated for pattern 1 of 1-bit configuration having unitcell ‘A’, the start frequency

of bandgap ωsexp and end frequency of the bandgap ωeexp from the experiments is as

shown in Figure 3.5(a). C is the recursive cost-to-go function that minimizes the error

between the bandgap obtained from the experiment and simulation and gives m̃A
1 and

k̃A1 for simulations. A similar procedure is used to develop a reduced model for DVR

‘B’. Detailed explaination for selection of modal parameters for DVR ‘A’ and ‘B’ can

be found in Section 2.4.2 and Section 2.4.4 respectively.

3.2.7 Calculation of dispersion relation

The dispersion relation is the relationship between the wavenumber and frequency

for a continuous system. This relationship is often established by formulating a

closed-form equation from the governing equation of motion, in this case Eq. (2.2).

Details for this can be found in [29]. However, in this case, the unit cell is discretized

using finite elements. Hence, in this section, we have utilized Reduced Bloch Mode

Expansion (RBME) method [34] in which the wavenumbers are calculated at discrete

degrees of freedom. This approach is found to be effective in case of complicated

systems for which a governing equation of motion is difficult to formulate for eg: -

the unit cell of the metastructure considered in this study. This approach is also

discussed in one of the author’s previous work [12, 27].
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Consider the equation of motion of a unit cell,

Muüu +Kuuu = 0, (3.5)

where Mu and Ku are the mass and stiffness matrices of the unit cell respectively,

and uu is the vector of nodal displacements. To estimate the dispersion relation, a

metastructure having infinite unit cells is considered. The equation of motion for this

system can be given as,

Mgüg +Kgug = 0, (3.6)

where Mg and Kg are the assembled global mass and stiffness matrices, respectively,

and ug is the corresponding nodal displacement vector. It should be noted that

the order of the mass and stiffness matrices in Eq. (3.6) is infinity. Out of these

infinite unit cells, let us consider the portion of the global mass and stiffness matrices

corresponding to (n− 1)th, nth and (n+ 1)th unit cell,

Mg =
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(3.7)

where Mn, Mn, and Mn+1 are the contributions of the mass matrices of the (n −

1)th, nth and (n + 1)th unit cells respectively whereas are Kn, Kn, and Kn+1 are

the contributions of the stiffness matrices. From Eq. (3.7), the equation of motion

Eq. (3.6) can be given as,
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= 0, (3.8)

where un−1, un, and un+1 are the nodal displacement vectors for (n− 1)th, nth and

(n + 1)th unit cells respectively. As the system is periodic, it can be said that the

global mass and stiffness matrices can be written as circulant matrices having the

matrices as

Mg =
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From Eqs. (3.8) and (3.9), it can be said that the equation of motion is now condensed

into the following form,
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Mn−1 Mn Mn+1
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= 0. (3.10)

This is because the elements of the global mass and stiffness matrices in Eq. (3.8)

other than the contributions of the considered three consecutive unit cells are zero. As
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we have periodic space, from Bloch’s theorem the nodal displacement vectors un−1,

un and un+1 for (n− 1)th, nth and (n + 1)th unit cells respectively can be said to be

related as

un+1 = eµ un, un = eµ un−1, (3.11)

where µ is the wavenumber. For simplicity, we define λ = eµ. From Eqs. (3.10)

and (3.11), it can be said that

McÜ+KcU = 0, (3.12)

where U is the nodal displacement vector and the matrices Mc and Kc are given as,

Mc =
1

λ
Mn−1 +Mn + λMn, (3.13)

Kc =
1

λ
Kn−1 +Kn + λKn.

From Eqs. (3.11) and (3.12), an eigenvalue problem can be formulated by considering

a traveling wave solution U = Ueiωt as

[Kc(λ)− ω
2Mc(λ)]{U} = 0. (3.14)

The eigenvalue problem presented in Eq. (3.14) is solved to obtain the corresponding

frequency ω and wave modes U at each Bloch wavenumber µ, which are then used to

construct the dispersion curves give in this study.
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3.2.8 Parameteric study

Metastructure considered in this study has 72 DVRs. Therefore, if we consider this

metastructure as a single 72-bit unit cell, 6.56×1019 unique patterns are possible cal-

culated by using Eq. (2.1) and their respective band gaps could be determined using

FE FRF calculations. However, it is extremely difficult and arduous to analyze all the

6.56 × 1019 metastructure patterns and evaluate their respective FRFs. Also, there

would be numerous patterns whose bandgaps overlap each other [12]. Hence, a para-

metric study is carried out to study the effect of different arrangements of unit cells

in a metastructure and to explore the possibilities of combining bandgaps of various

patterns of metastructure. Various scenarios are considered to attach the different

units’ patterns, and the effect on bandgaps of the resultant assembled metastructure

is further studied. For each scenario, FE modeling and simulations are performed to

calculate the FRF. These scenarios are divided into different case studies, which are

explained in detail below.

3.2.8.1 Case 1: 36 DVR ‘A’ and 36 DVR ‘B’

The metastructure is considered to have 72 DVRs spread equidistantly throughout

the length of the aluminum beam. For this case study, the effect on bandgaps is

77



observed by keeping the total number of DVR ‘A’ and DVR ‘B’ the same in the

entire metastructure. Therefore, of the 72 DVRs, 36 DVRs are considered ‘A’, and

the other 36 DVRs are considered ‘B’. The idea is to study the bandgaps achieved by

different metastructure configurations having the same number of DVR ‘A’ and DVR

‘B’. Thus, four different metastructure configurations are selected having a total of

36 ‘A’ DVRs and 36 ‘B’ DVRs.

3.2.8.1.1 Metastructure with unitcell ‘AB’ The first metastructure selected

for this case study is an assembly of unitcell ‘AB’ repeated 36 times to form a complete

metastructure. This design has DVRs ‘A’ and ‘B’ repeated alternately throughout

the host structure, as shown in Figure 3.7(a). Figure 3.7(a) shows the frequency

response function when the unit force is applied in the simulations at one end, and the

response is measured at the other end of the metastructure. Furthermore, to validate

the bandgaps observed from FRFs, a Bloch wave analysis is performed to obtain the

wave number for each frequency, and the gap between the dispersion of the acoustic

and optical modes represents a metastructure bandgap as shown in Figure 3.7(a).

More details on the calculation of Bloch wave can be found in Section 3.2.7.

3.2.8.1.2 Metastructure with unitcell ‘AABB’ The second metastructure is

an assembly of unitcell ‘AABB’ repeated 18 times to form a complete metastructure

as shown in Figure 3.7(b). Figure 3.7(b) shows the FRF when the unit force is applied
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in the simulations on one end, and the response is measured on the other end of the

metastructure, and the dispersion curve is as shown in Figure 3.7(b).

3.2.8.1.3 Metastructure with unitcell ‘AAABBB’ The third metastructure

is an assembly of unitcell ‘AAABBB’ repeated 12 times to form a complete metas-

tructure as shown in Figure 3.7(c). Figure 3.7(c) shows the FRF when the unit force

is applied in the simulations on one end and the response is measured on the other

end of the metastructure. Also, the dispersion of Figure 3.7(c) shows the presence

of bandgap from 127 Hz to 143 Hz and 182 Hz to 207 Hz, which is not reflected in

the FRF. This is because the number of unitcells for this particular metastructure is

insufficient to visualize the band gap in the FRF.

3.2.8.1.4 Metastructure with first 36 DVRs as ‘A’ and second 36 DVRs

as ‘B’ The fourth metastructure is an assembly of DVRs ‘A’ and ‘B’ such that the

first 36 DVRs are ‘A’ and the second 36 DVRs are ‘B’ as shown in Figure 3.7(d).

Figure 3.7(d) shows the FRF when the unit force is applied in the simulations on one

end and the response is measured on the other end of the metastructure.

By comparing the FRFs from Figure 3.7, it is evident that the metastructures having

the same number of ‘A’ and ‘B’ DVRs have different bandgap locations. Therefore,

this case study shows that the location and arrangement of ‘A’ and ‘B’ play an
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important role in determining the location of the bandgap.

(a)

Meta-structure with 

unitcell ‘AB’

………+ ++

36 unitcells 

(b)

Meta-structure with 

unitcell ‘AABB’

24 unitcells 

……+ ++

(c)

Meta-structure with 

unitcell ‘AAABBB’

12 unitcells 

………+ ++

(d)

Meta-structure with first 36 DVRs as ‘A’ and second 
36 DVRs as ‘B’

36 unitcells 

+++ … + ++ ... +

36 unitcells 

Figure 3.7: Metastructure considered for Section 3.2.8.1 have an assembly
with (a) unitcell ‘AB’ (b) unitcell ‘AABB’ (c) unitcell ‘AAABBB’ and (d)
first 36 DVRs as ‘A’ and second 36 DVRs as ‘B’ and their respective FRFs
and dispersion relations are plotted
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3.2.8.2 Case:2

The metastructure is considered to have 72 DVRs spread equidistantly throughout

the length of the aluminum beam. For this case study, metastructure combinations

formed by three different unitcell patterns are studied, and their respective bandgaps

are observed. The unitcell patterns considered are ‘AAA’, ‘AAB’, and ‘BBB’. The

idea is to investigate how the variation of these unitcells in a metastructure results

in a variety of bandgaps. Thus, the metastructure configurations are selected and

compared below.

3.2.8.2.1 3 different metastructures with unitcell ‘AAA’, ‘AAB’ and

‘BBB’ respectively Initially, three metastructures are modeled such that the first

metastructure has unitcell pattern ‘AAA’, the second metastructure has unitcell pat-

tern ‘AAB’, and the third metastructure has unitcell pattern ‘BBB’ as shown in

Figure 3.8(a). Simulations of these three metastructures are carried out to find the

FRF at one end when the unit force is applied at the other end. These FRFs shown

in Figure 3.8(a) are a reference when comparing other metastructure combinations

considered in this case study.

3.2.8.2.2 Metastructure with unitcell ‘AAAAABBBB’ The unitcell of this

metastructure is a sub-assembly of three individual cells ‘AAA’, ‘AAB’, and ‘BBB’.
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Therefore, the metastructure is an assembly of unitcell ‘AAAAABBBB’ repeated eight

times to form a complete meta-strcuture as shown in Figure 3.8(b). Figure 3.8(b)

shows the FRF when the unit force is applied in the simulations on one end, and the

response is measured at the other end of the metastructure.

3.2.8.2.3 Metastructure with first 24 DVRs as ‘AAA’, second 24 DVRs as

‘AAB’ and last 24 DVRs as ‘BBB’ This metastructure can be divided into three

equal parts. The first part of the metastructure is an assembly of ‘AAA’ repeated 8

times, the second part is an assembly of ‘AAB’ repeated 8 times, and the third part

is an assembly of ‘AAA’ repeated 8 times. Hence, the resultant metastructure has

the first 24 DVRs as ‘AAA’, the second 24 DVRs as ‘AAB’, and the last 24 DVRs as

‘BBB’ as shown in Figure 3.8(c). Figure 3.8(c) shows the FRF when the unit force is

applied in the simulations on one end, and the response is measured at the other end

of the metastructure. Observing Figure 3.8(c) closely, the amplitude of the response

from 115 Hz to 130 Hz is dropped slightly, but not significantly, as seen in other

bandgap locations. Therefore, to further investigate, the unit cell in metastructure is

doubled as discussed in 3.2.8.2.4.

3.2.8.2.4 Metastructure with first 48 DVRs as ‘AAA’, second 48 DVRs as

‘AAB’ and last 48 DVRs as ‘BBB’ This metastructure has twice the length and

twice the DVRs of the previously considered metastructure, i.e., this metastructure
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is considered to have 144 DVRs spread equidistantly across the entire length of the

aluminum beam. In 3.2.8.2.3, the decrease in the amplitude of the response is observed

from 115 to 130 Hz. Hence, to check whether it is an effect of bandgap, the number of

unitcells is increased. Metastructure is divided into three equal parts. The first part

of the metastructure is an assembly of ‘AAA’ repeated 16 times, the second part is

an assembly of ‘AAB’ repeated 16 times, and the third part is an assembly of ‘AAA’

repeated 16 times. Therefore, the resultant metastructure has the first 48 DVRs as

‘AAA’, the second 48 DVRs as ‘AAB’, and the last 48 DVRs as ‘BBB’. Figure 3.8(c)

shows the FRF when the unit force is applied in the simulations on one end, and the

response is measured on the other end of the metastructure.

If we compare the FRFs closely from Figure 3.8(b) and Figure 3.8(c), the bandgap

locations are different for metastructures with unitcell ‘AAAAABBBB’ and for metas-

tructure with the first 24 DVRs as ‘AAA’, the second 24 DVRs as ‘AAB’, and the

last 24 DVRs as ‘BBB’ validating the 3.2.8.1 observations. Furthermore, after close

observation by comparing the metastructure of 3.2.8.2.4 with the individual metas-

tructures of 3.2.8.2.1, the investigation suggests that the band gaps in the metas-

tructure of 3.2.8.2.4 are the combined band gaps of the individual metastructures of

3.2.8.2.1. Therefore, if it is difficult to switch between ‘A’ and ‘B’ at any desired

time in practice for some reason, multiple smaller metastructures can be assembled

to combine all their respective bandgaps to obtain a wider attenuation as shown in
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Figure 3.9. Table 3.5 shows the bandgaps of individual meta-structures and the com-

bined metastructure. But based on comparing the study performed in 3.2.8.2.3 and

3.2.8.2.4, it is of utmost importance to choose the number of unitcells in these smaller

metastructures. 3.2.8.2.4 shows that frequencies from 115 to 130 Hz are present in the

bandgap region with a lower magnitude of response, whereas the number of unit cells

present in 3.2.8.2.3 is not sufficient to see the energy drop in that frequency range.
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(a)

+...+ + +...+ +...++

AAA AAB BBB

Meta-structure with first 1/3rd  as ’AAA’, second 1/3rd 

as ’AAB’ and last 1/3rd as ’BBB’

(c)

(b)

Meta-structure with unitcell ‘AAA’

Meta-structure with unitcell ‘AAB’

Meta-structure with unitcell ‘BBB’

Meta-structure with unitcell ‘AAAAABBBB’

8 unitcells 

…+

Figure 3.8: Metastructures considered for 3.2.8.2 with their respective
evaluated FRFs (a) are three different metastructures with unitcell ‘AAA’,
‘AAB’ and ‘BBB’ respectively (b) have unitcell ‘AAAAABBBB’ (c) Have
first 24 DVRs as ‘AAA’, second 24 DVRs as ‘AAB’ and last 24 DVRs as
‘BBB’; and the unitcells are increased further to first 48 DVRs as ‘AAA’,
second 48 DVRs as ‘AAB’ and last 48 DVRs as ’BBB’
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Figure 3.9: Metastructure which is an assembly of small meta-strutcures
with 48 AAA unitcells, 48 AAB unitcells and 48 BBB unitcells combine all
their respective bandgaps to obtain a wider attenuation

Meta-structure design Bandgap 1 [Hz] Bandgap 2 [Hz] Bandgap 3 [Hz]

AAA - [97-127] -
AAB [59-65] [95-115] [147-165]
BBB [59-77] - [149-181]

48AAA48AAB48BBB [59-78] [95-128] [147-181]

Table 3.5

Comparing the bandgaps of metastructure with 48 AAA unitcells, 48 AAB
unitcells and 48 BBB unitcells combine all their respective bandgaps to

obtain a wider attenuation

3.3 ANN design to predict FRFs for different pat-

terns of meta-structure

Artificial Neural Networks (ANNs) are biologically inspired computational models

that attempt to mimic the functioning of the human brain to process information.
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Among different types of ANNs, the feedforward neural network is a simple and

effective architecture that is designed to model complex relationships between input

and output data. In this paper, we present a detailed explanation of a feedforward

neural network architectured to predict the FRFs of the various patterns of n-bit

meta-structure.

The meta-structure considered consists of 72 DVRs. Hence, around 6.56×1019 unique

patterns are possible if all the DVRs are allowed to switch between ‘A’ and ‘B’.

Hence, it is not feasible and very time extensive to simulate the response of each of

this pattern using FE. To simplify and speed up the process, ANN is designed and

trained to compute FRFs for any desired pattern of the meta-structure.

3.3.1 Substructured Model for FRF calculations

The FRF Based Substructuring (FBS) [71, 72] technique is utilized to increase the

computation speed to calculate the FRFs for a required pattern of a meta-structure.

FBS couples the steady-state FRFs of the subsystems to yield the FRF of the coupled

system. The FBS approach has been used to estimate bandgaps from the unit cell

of the metastructure [26, 27, 28]. In this case, the unitcells of the metastructure are

coupled using FBS to yield the FRFs of the metastructure. A generic case of FBS is

explained below followed by its utilization in calculating the required FRFs. In order
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to explain the concept, the notation from [72] is followed here.

In FBS, FRFs of the sub-systems are coupled according to interface constraints,

and the FRFs of the resulting coupled system are calculated using the equilibrium

conditions at the constraint degrees of freedom. Consider two subsystems ‘A’ and ‘B’

which are to be coupled to form the system C as shown in Figure 3.10.

+

Subsystem A Subsystem B

𝑟 𝑝 𝑞 𝑗 𝑘 𝑠 𝑟𝑐 𝑠𝑐

Combined Systems C

Figure 3.10: Two subsystems coupled using FBS

Here, ‘j’ and ‘k’ represent the joint degrees of freedom and ‘r’ and ‘s’ represent the

external degrees of freedom of subsystems ‘A’ and ‘B’ respectively.‘p’ and ‘q’ are the

internal degrees of freedom of subsystem ‘A’. Suppose that the following FRFs of the

subsystems are known as shown in Table 3.6. Here hab indicates the response at ‘a’

when input was given at ‘b’.

Table 3.6

Known FRFs of the sub-systems to be coupled using FBS

Subsystem A hrr,hrj,hjr,hjj,hpr,hpj,hqr,hqj

Subsystem B hkk,hks,hsk,hss

Then the FRFs of the coupled system ‘C’ are given as,
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[hCrr(ω)] = [hrr(ω)]− [hrj(ω)][hjj(ω) + hkk(ω)]
−1[hjr(ω)]

[hCrs(ω)] = [hrj(ω)][hjj(ω) + hkk(ω)]
−1[hks(ω)]

[hCsr(ω)] = [hsk(ω)][hjj(ω) + hkk(ω)]
−1[hjr(ω)]

[hCss(ω)] = [hss(ω)]− [hsk(ω)][hjj(ω) + hkk(ω)]
−1[hks(ω)]

[hCpr(ω)] = [hpr(ω)]− [hpj(ω)][hjj(ω) + hkk(ω)]
−1[hjr(ω)]

[hCqr(ω)] = [hqr(ω)]− [hqj(ω)][hjj(ω) + hkk(ω)]
−1[hjr(ω)]

. (3.15)

Eq. (3.15) gives the FRFs when the subsystems are coupled through a ‘rigid’ joint, or

with a joint of infinite stiffness. In such a case, the displacements at the joint degrees

of freedom in the coupled system can be considered as equal. However, in case if a joint

of finite stiffness is used to couple the subsystems, the stiffness value of the joint is

included in the denominator of each expression in Eq. (3.15) as (hjj(ω)+hkk(ω)+1/k),

where ‘k’ is the joint stiffness.

In order to calculate the FRFs of the metastructure, unitcells were considered as the

sub-systems. Depending on the combination of the ‘A’ and the ‘B’ type of unit cells,

FRFs of the corresponding unit cells are utilized and 72 unit cells are assembled.

Figure 3.11 compares the FRF at the end of a meta-structure consisting of 72 unit

cells of ‘A’ configuration calculated using FBS with that calculated using the FE

model. The FRFs are found to match perfectly. The well-known FRAC value [53]
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was used to compare the FRF calculated using FBS with the FRF from the FE model.

This value was found to be 0.98, thus indicating a close match. The FRAC value was

calculated over the frequency range 0-300 Hz. Also, the FRF computation time with

the FBS technique is 95% less when compared with solving the meta-structure’s FE

model as shown in Table 3.7. Hence, FBS method can now be used to calculate the

FRF for any desired pattern of a meta-structure.
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Figure 3.11: FRF of the metastructure calculated using FBS match well
with that from FE model.

Table 3.7

Processing time for calculating FRFs

FE Model
Substruc-

tured Model
ANN Model

Processing Time (seconds) 115.4912 6.3814 0.00127

3.3.2 Training Datasets

Initially, 10000 patterns of meta-structure from 6.56× 1019 unique patterns are ran-

domly selected. The FRFs are calculated using substructured models from Sec-

tion 3.3.1. These responses are fed to the ANN to train the network.
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3.3.3 ANN architecture

A multiple layered ANN architecture is designed by interconnecting nodes (also called

as neurons). The first layer of the network is the input layer and is responsible for

receiving the input data. Each neuron in this layer represents input variable, that is

the arrangement of the unitcells in a meta-structure, and the number of neurons in

this layer is equal to the number of unitcells in the meta-structure: 72.

The output layer is the final layer of the network and provides the result of the neural

network’s computation. In this scenario, the number of neurons in the output layer

corresponds to the receptance values for the frequencies from 1 Hz to 250 Hz (Hω).

Between the input and output layers, there are three hidden layers, each containing

3200 neurons. Layers are essential for this network to learn complex patterns and

relationships within the data. Each neuron in the hidden layers takes input from the

neurons of the previous layer and produces an output that is passed on to the neurons

in the subsequent layer. A weighted sum is computed, and an activation function is

applied to introduce non-linearity to the network. For hidden layers, ’tan-Sigmoid’

and for output layer, ’purelin’ is used as activation functions. The architecture is as

shown in Figure 3.12.
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Figure 3.12: ANN architecture when trained generates FRF for the re-
quired pattern of the meta-structure

3.3.4 ANN Performance

Measuring the performance of an artificial neural network (ANN) is crucial to eval-

uate its effectiveness in solving a particular task. The performance metric selected

for evaluating the designed ANN is by evaluating the mean of the percentage error

between the predicted FRF values through ANN and actually calculated FRF values

through substructuring in dB scale for the frequencies from 1 Hz to 250 Hz (Hω).

The percentage error is calculated for FRFs used for training, validation and testing.
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Equation (3.16) shows the calculation of percentage error for ANN training dataset

for reference.

ϵmeanTrain =

∑

∀ωi≤250 Hz

(∣

∣

∣

∣

∣

20× log10Hωi
TrainingFRFs

− 20× log10Hωi
SubstructuredFRFs

20× log10Hωi
SubstructuredFRFs

∣

∣

∣

∣

∣

)

× 100

i
,

(3.16)

where Hωi
TrainingFRFs

and Hωi
SubstructuredFRFs

are the receptance value calculated at ith

frequency through ANN and substructuring respectively. ϵmeanTrain is the mean error

between substructed FRFs and ANN training dataset. Similar to Equation (3.16),

percentage error is calculated substructured FRFs and ANN validation and ANN test

datasets. Table 3.8 shows the modelled neural network is robust with the error less

than 15% in all three datasets having 85% accuracy over the model.

Table 3.8

Percentage error (%)

Trained values
Validated
values

Test values

Percentage error (%) 14.77 13.33 14.82
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3.3.5 Predicted FRFs

For evaluation, a separate test dataset is used to assess the capability of the neural

network. One such sample FE response tested against the trained response is shown

in Figure 3.13. The bandgap location for FE substructured FE model and that gener-

ated through ANN observed from Figure 3.13 demonstrates remarkable resemblance

and validates the capability of the designed ANN. Hence, the performance criteria

of limiting MSE to 500 as discussed in Section 3.3.4 is sufficient enough to detect

bandgaps via ANN. The system used for this simulation is a 32 core 64 threaded

AMD Ryzen Threadripper Pro 3975WX CPU with NVIDIA RTX A5000 GPU.
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Figure 3.13: FRF generated using trained ANN shows the same bandgap
location as FE model
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3.4 RL to predict the best pattern of meta-

structure to absorb maximum vehicle vibra-

tions

3.4.1 Road Vibration measurement

The accelerometer is firmly secured within the vehicle’s boot space and SCADAS XS is

used for data acquisition. The vehicle used for this setup is a Nissan Rogue 2012 model

and the road route to measure the vibrational data is as shown in Figure 3.14(a). As

the vehicle moves along the route, vibrations generated within the boot space in the

direction perpendicular to the road are recorded via accelerometer. The time data is

captured, which is then converted into the frequency domain for more comprehensive

analysis. Power is computed with respect to frequency and time and is plotted in

Figure 3.14(b).

Figure 3.14(b) reveals a notable concentration of vibrational power within the fre-

quency band ranging from 60 Hz to 75 Hz, 100 Hz to 128 Hz and 140 Hz to 175

Hz. Hence, the primary objective is to mitigate and dampen the vibrations occurring

between 60 Hz to 75 Hz, 100 Hz to 128 Hz and 140 Hz to 175 Hz, which originate
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from the vehicle. Hence, various patterns of n-bit configurations of meta-structure

should absorb vibrations in these frequency ranges.

3.4.2 Programmable bandgaps to absorb road vibrations us-

ing ANN generated data

The meta-structure considered for ANN designed in Section 3.3 consists of 72 DVRs.

Hence, around 6.56× 1019 unique patterns are possible if all the DVRs are allowed to

switch between ‘A’ and ‘B’. The trained ANN generates a response for any desired

unique pattern in 0.00127 seconds. The processing time of generating response as

shown in Table 3.7 is reduced by 99.998% when compared with solving the meta-

structure’s FE model. Therefore, this simplifies the process of selecting the optimal

vibration-absorbing pattern for a specific timestamp, making it both effortless and

speedy. An optimization algorithm is employed which measures the response of all

the unique patterns at a given time instance. The total RMS power from the range

of 1 Hz to 250 Hz is evaluated:

P̂n =
∑

Pn(fi) ∀fs ≤ fi ≤ fe, (3.17)

where fs = 1 Hz and fe = 250 Hz, and Pn is the power of the nth pattern at each

frequency bin. The pattern having minimum P̂ is selected as an optimal choice which
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Figure 3.14: (a) Map shows the road route for measuring vibrations in
a car while traveling and (b) the vibrational power is plotted which shows
the maximum vibration concentration in the range of 60Hz - 75Hz, 100Hz -
128Hz and 140Hz - 175 Hz
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absorbs maximum power at a given time instance. The input road vibration is fed to

this optimization algorithm. The algorithm finds a policy suggesting what iteration

of meta-structure should be used for each time stamp, and the power response of the

optimal pattern is plotted in Figure 3.15(b). The drop in power from 60 Hz to 75

Hz, 100 Hz to 128 Hz and 140 Hz to 175 Hz in the spectrogram Figure 3.15(b) shows

that maximum vibrations are absorbed when using this optimization algorithm.

(a)(a) (b)

Figure 3.15: (a) shows the spectrogram for a host structure’s simulated
response without any DVRs when it is subjected to input road vibration pro-
file. (b) is the spectrogram of the switched programmable meta-structured
showing the power drop in the desired bandgap regions

3.4.3 Programmable bandgaps to absorb road vibrations us-

ing experimentally measured data

In the previous section Section 3.4.2, an optimization algorithm capable of selecting

optimal meta-structure pattern from 6.56 × 1019 unique patterns at a given times-

tamp is devised. However, to validate the simulations, it is impossible to conduct
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experiments on 6.56 × 1019 patterns and post-process the data. Hence, in this sec-

tion, the Reinforcement learning (RL) algorithm is developed and utilized to facilitate

the switching of DVR between ‘A’ and ‘B’. Initially, experiments are conducted on

various n-bit meta-structures and their FRFs and bandgaps are analyzed. Once these

frequency ranges: 60 Hz to 75 Hz, 100 Hz to 128 Hz and 140 Hz to 175 Hz, are covered

in the bandgap region of different meta-structures, experiments are stopped and RL

algorithm is employed to switch optimally within these limited n-bit meta-structure

patterns.

3.4.3.1 Experiments for 2-bit and 3-bit meta-structure

Meta-structure is suspended using fishing lines to establish free-free boundary con-

ditions. Chirp excitation is applied at one end using MFC patch, and FRFs are

recorded at the same 100 equidistant points along the length of the meta-structure

using SLDV. This process is carried out for each pattern of the 1-bit, 2-bit, and 3-bit

meta-structure.

The experimental setup for one pattern ‘A’ is illustrated in Figure 3.5. In Figure 3.16,

the FRFs for each bit are displayed, which are measured at the end of the meta-

structure. When these FRFs are analyzed, the location of the bandgaps are identified.

Section 3.4.3.1 provides the start and end frequencies of the bandgap for each pattern

of the meta-structure.
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From Section 3.4.3.1, the vibrations generated in the ranges 60 Hz to 75 Hz, 100 Hz

to 128 Hz and 140 Hz to 175 Hz in the vehicle could be absorbed by switching within

the meta-structure patterns of 1-bit, 2-bit and 3-bit. Hence, no further experiments

are needed to identify bandgaps the bandgaps for higher bit configurations.

Figure 3.16: (a) 1-bit, (b) 2-bit, and (c) 3-bit configurations of meta-
structure shows the different bandgap locations through the frequency re-
sponse functions.
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Table 3.9

The bandgap locations acquired for each pattern of 1-bit, 2-bit and 3-bit
configurations from experimental FRFs shown in Figure 3.16

Pattern Bandgap 1 Bandgap 2 Bandgap 3 Bandgap 4

Hz Hz Hz Hz

Start End Start End Start End Start End

A 96.6 129.3

B 62.8 71 151.2 180.5

AA 96.6 129.3

AB 62.3 65.3 66.3 70.7 100.9 111.6 146.3 170

BB 62.8 71 151.2 180.5

AAA 96.6 129.3

AAB 62.1 73.3 95.4 124.3 145.8 177.1

ABB 62.3 74.1 96.3 117.8 143.2 178.6

BBB 62.8 71 151.2 180.5

3.4.3.2 Programmable bandgaps to absorb road vibrations

Figure 3.16 clearly shows that each unique pattern generates distinct bandgaps. To

achieve vibration absorption in the desired frequency ranges, it becomes crucial to effi-

ciently switch between the meta-structure patterns. The ability to dynamically switch

any DVR between ‘A’ and ‘B’ is leveraged to adapt one of the possible patterns within

the 1-bit, 2-bit and 3-bit configurations. This adaptability provides a successful tech-

nique to efficiently absorb a wide spectrum of vibrations by effectively programming

bandgaps, ultimately enabling us to achieve our primary objective. However, we need

an optimum way to switch between bandgaps. Hence, Reinforcement learning (RL)

algorithm is developed [12] and utilized to facilitate the switching of DVR between
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‘A’ and ‘B’. The RL algorithm is employed for the measured road vibrations pro-

file and the optimal choice of meta-structure pattern is determined for a given time

instance. RL model discovers the most efficient sequence of actions leading to an

optimal outcome. The RL agent learns through interactions with the environment

to choose states that result in defined rewards. The objective is to extract maxi-

mum rewards while minimizing costs. Finding the best chronology of action ensures

maximum absorption of vibrations at minimum cost. Thus, the goal is to define an

optimization problem that achieves the required frequency vibration attenuation.

The following assumptions are made in RL optimization problem [12]:

1. The set configurations {S} within which the switching is allowed at any time in-

stance (t) in a finite horizon t ∈ T = {1, . . . , T} of interest is known beforehand.

Hence, in this scenario, we have : {S} = {A,AB,B,AAB,ABB}

2. The bandgap of each configuration is known and at every time instant t, the

forcing frequency ω is checked against all configurations in {S} to see the pres-

ence of bandgap and a bandgap detection Boolean matrix B is generated such

that B(i) = True or False for all i ∈ S

3. The cost [cij] of switching from configuration i to configuration j is known,

based on number of DVRs switched.

A Markov Decision Problem (MDP) is formulated [12] to solve this optimization
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problem:

C(i, t) = min
j∈S(i)|B(j)=True

{

cij(t) + C(j, t+ 1)
}

∀i ∈ S ∀t ∈ T

C(i, T + 1) = 0 ∀i ∈ S

where C(i, t) is the recursive cost-to-go function that captures the optimal cost of

maintaining the bandgap from time t until the end of the horizon T + 1. In this

particular scenario, the Value Iteration algorithm is employed due to the small size of

the set of configurations {S}. Therefore, the iteration process begins at time T + 1,

as the Value Iteration algorithm relies on backward recursion. For more detailed

information about the algorithm, [12] can be referred to.

The RL architecture is built around the optimal cost-to-go function and the value

iteration algorithm. As a result, when the meta-structure experiences vibrations, the

RL agent selects the most favorable configuration to maximize vibration absorption

while minimizing the number of switches. The vibration signal from road vibration

acts as input to the algorithm and its response is measured to validate the algorithm’s

performance as shown in Figure 3.17 .

Initially, the road vibrations are applied to the host structure without DVRs and

the response power is estimated and plotted as a spectrogram in Figure 3.18(c). It

103



Agent

Environment𝐺𝐹𝐹(𝜔) 
𝑅𝑡+1
𝑆𝑡+1

Reward𝑅𝑡State𝑆𝑡 Action𝐴𝑡
Road vibrations as input to 

the RL algorithm 

RL Architecture

Programmed 

output to absorb 

vibrations over 

desired frequency 

ranges

Figure 3.17: The input road vibration profile Gff is applied to the RL ar-
chitecture. The spectrogram of the switched programmable meta-structured
shows the power drop in the desired bandgap regions

can be observed that the vibrations in the ranges 60 Hz to 75 Hz, 100 Hz to 128 Hz

and 140 Hz to 175 Hz generated in the car are further amplified. Now, the input

road vibrations is fed to the RL algorithm. The algorithm finds a policy suggesting

what iteration of meta-structure should be used for each time stamp, and the power

of the response is calculated. The heavy drop in power from 60 Hz to 75 Hz, 100

Hz to 128 Hz and 140 Hz to 175 Hz in the spectrogram Figure 3.18(e) validates

the maximum reward policy of RL algorithm is achieved. These results show that

we can substantially widen and program the bandgaps by tuning the DVRs using

reinforcement learning.
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(a)

(b)

Host Beam with no DVRs

Meta-structure (Host with DVRs)

(c)

(d)

(e)

Figure 3.18: (a) The road vibrations is applied to the (b) host structure
without any DVRs and (c) the response spectrogram is calculated. Simi-
larly, (a) the road vibrations are applied to (d) the meta-structure and (e)
the spectrogram after employing RL shows the power drop in the desired
bandgap regions

105



3.5 Conclusion

The primary objective of this chapter is to devise an efficient approach for craft-

ing a finely tuned meta-structure featuring adaptable bandgap properties, capable

of attenuating road vibrations in a car across required frequency spectrum. This is

achieved through the utilization of artificial neural network and reinforcement learn-

ing techniques. Our investigation utilizes the concept of n-bit configurations within

the meta-structure framework, employing a novel idea of utilizing hair snap pin as a

bistable DVR. The simulated host and meta-structure is further validated by conduct-

ing experimental tests, thereby confirming the efficacy of the FE model. A parametric

study is conducted to analyse the variation in bandgaps due to certain change in ar-

rangements of the uitcells. Upon evaluating different bandgaps, neural network is

framed to predict the FRFs and bandgaps of any pattern of a meta-structure. Sub-

structuring is successfully employed and validated to reduce the processing time and

create a training dataset for ANN.

The road vibrations transferred to the car’s cargo area is measured and analysed.

Upon evaluation of the vibrational energy experienced in the cargo area, an opti-

mization algorithm is devised to select an optimal pattern of meta-structure from

simulated ANN responses. Moreover, for experimental investigation, a reinforcement

learning algorithm is tailored to optimize and streamline the transitions between the
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varying 1-bit, 2-bit and 3-bit meta-structure patterns. The reinforcement learning

algorithm interprets the input road vibrational frequency profile to determine the

appropriate unitcell configuration for a given timestamp, maximizing vibration at-

tenuation. The outcomes presented in this paper not only shed light on the potential

of interchanging meta-structures for vibration absorption but also establish a foun-

dation for comprehending its full capabilities.
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Chapter 4

Basilar Membrane-Inspired

Meta-Structures for Enhanced

Frequency Selectivity

4.1 Introduction

In this chapter, a quantitative method is introduced to quantify the absorption co-

efficient, which is a reliable indicator of bandgap quality. This approach enables a

comprehensive assessment of the metastructure’s effectiveness in filtering and absorb-

ing specific frequency components.
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Moreover, the chapter focuses on the modeling and experimentation of metastructure

specimens with different numbers of unit cells, allowing the calculation of absorption

coefficients for each sample. The investigation then examines selective bandgaps in

a 1D T-structure using two sets of DVRs: DVR ‘A’ and DVR ‘B.’ The DVRs of

set A are attached to the left arm and set B is attached to the right arm of the

structure. The transmitted, absorbed, and reflected elastic waves in each arm are

analyzed. The wave propagation within each bandgap is further studied by tuning the

wave to a frequency present in each bandgap and creating time response animations.

Subsequently, a structure inspired by BM is designed with four sets of DVRs attached,

mimicking its frequency selectivity characteristics. Finally, the chapter discusses the

validation of selective band gaps for 2-D structures, which serves as a direction for

future research.

4.2 Meta-structure design and study of absorption

coefficients

4.2.1 Finite element(FE) model of the host beam

A metastructure is designed with an aluminum beam as a host, and multiple can-

tilevered brass beam resonators are attached as DVRs. The host beam is modeled
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as Timoshenko beams [12] with properties as shown in Table 4.1. The detailed FE

formulation is performed in Section 2.3.1.

By discretizing the beam with 250 finite elements in a finite element (FE) model, the

natural frequencies of the beam are accurately determined and converge within the

frequency range of 1 kHz in Section 4.2.2. The resulting global mass and stiffness

matrices of the host beam are then utilized to simulate the beam response in Matlab.

In this study, the damping mechanism is assumed to be proportional damping. Thus,

the equation of motion for any n-degree-of-freedom (n-DOF) system can be expressed

as:

Mẍ+Cẋ+Kx = 0, (4.1)

where the damping matrix C is expressed as a linear combination of the mass matrix

M and the stiffness matrix K,

C = αM+ βK. (4.2)

In this equation, the values of the proportional damping coefficients α and β are

estimated in a L2 least squared sense in Section 2.3.2 using the experimental modal

damping ratios ζi [12]. These values are α = 0.48 and β = 2.9× 10−7.
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Table 4.1

Geometric and material details of the components of meta-structure

Geometric
properties

Material properties

L×W ×H
(mm×mm×mm)

E
(GPa)

ρ
(kg/m3)

ν
G

(GPa)
κ

Host Beam 1828× 22× 1.5 66 2700 0.33 24 0.93

DVR ‘A’ 25.4× 19.05× 1.59 110 8730 0.34 77 0.85

DVR ‘B’ 50.8× 6.35× 0.4 110 8730 0.34 77 0.85

4.2.2 FE validation of the host structure

To validate the FE model of the host beam, an experiment is carried out on an

aluminum beam, where the natural experimental frequencies are measured. The

beam is suspended freely to achieve free-free boundary conditions. MFC with an

active area 25× 3mm2 (0.98× 0.12 inch2) is used to provide excitation at one end of

the beam, and FRFs are measured at 100 equidistant points over the length of the

beam using SLDV.

The number of discretized elements in the FE model is varied to get a converged

model for the host structure. Eigenvalues are calculated for the FE model with 50

elements, 100 elements, 150 elements, 200 elements, and 250 elements. It can be seen

from Figure 4.1 that the relative difference in eigenvalues between FE models with

200 and 250 elements is negligible. Moreover, Figure 4.2 shows the FRF obtained
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from the FE model with 250 elements overlay with the experimentally measured FRF

at the same location. Hence, 250 discretized FE elements are used to model the host

structure.
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Figure 4.1: Comparing with the experimentally measured natural frequen-
cies, the frequencies are converged as we increase the number of elements in
the FE model from 50 elements to 250 elements

4.2.3 FE model of the host structure with DVRs

Two dynamic vibration resonators are utilized in this study, namely DVR ‘A’ and

DVR ‘B’, and their dimensions and properties are listed in Table 4.1. To simplify the

model, DVR A and DVR B are further reduced to single-degree-of-freedom (SDOF)
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Figure 4.2: Frequency response of the host structure with 250 elements
and experiments overlay on each other validating the FE model

resonators. Experimental measurements of the metastructure determine reduced-

order mass and stiffness values for each resonator. The start and end frequencies of

the bandgaps are estimated through experiments, and the mass and stiffness values

in the simulations are tuned to achieve exact frequency locations using finite element

analysis [12]. The parameters of the reduced-order model are presented in Table 4.2.

The SDOF DVRs of the reduced single-degree-of-freedom (SDOF) dynamic vibration

resonators are dynamically coupled to the flexural DOF at the specified node of

the elemental mass and stiffness matrix of the second-order element, assembling the

governing matrices of the metastructure.
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Table 4.2

Reduced SDOF model of DVRs

Reduced order model DVR ‘A’ DVR ‘B’

Targeted Natural Frequency (Hz) 352.68 565.5

Mass m̃DV R (kg) 0.005 0.0045

Stiffness k̃DV R (N/m) 24028.8 56170.5

Damping c̃DV R (Ns/m) 0.4889 0.8267

4.2.4 Study of absorption coefficients in a meta-structure

This study focuses on evaluating the quality of attenuation of the metastructure in

the bandgap frequency spectrum by examining the reflection and absorption of elastic

waves. A novel framework is developed to quantify the energy absorbed using the

absorption coefficient to achieve this. Previous research has explored wave reflections

in homogeneous elastic media [17, 48, 56, 75], as well as structures with nontraditional

boundaries such as the Acoustic Black Hole (ABH) termination [19]. Based on these

studies, a method is devised to calculate absorption coefficients in metastructures.

This study investigates the wave propagation in a long aluminum beam connected to a

one-dimensional metastructure consisting of a finite number of unit cells. The metas-

tructure is known to impede the propagation of elastic waves in the bandgap region

of the frequency spectrum. However, the practical question of interest is how many

unit cells are required to achieve significant energy absorption within the bandgap
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region and what is the individual contribution of each resonator. To address this, the

total length of the aluminum beam is kept constant, with and without resonators.

However, the number of DVRs in the structure varies, changing the number of unit

cells. Each set of resonators corresponds to different metastructural design samples,

enabling a comprehensive analysis of their effects on energy absorption.

4.2.4.1 Metastructural design specimens considered for study

In this study, four different specimens are considered to examine the depth of the

bandgap and analyze the absorption coefficients. The baseline specimen represents

the host structure without any DVRs, serving as a reference for comparison. The

second specimen consists of nine DVRs attached equidistantly to the host structure,

a nine-unit cell specimen, creating a configuration with a 7/8th host beam and 1/8th

metastructure. For the third specimen, 18 DVRs are attached, an 18-unit cell speci-

men, where the first 3/4th portion represents the host beam without DVRs, and the

remaining 1/4th portion forms a metastructure with 18 DVRs. The fourth specimen

involves 36 DVRs, a 36-unit cell specimen, with the first half of the structure being

a host beam without DVRs and the second half forming a metastructure with 36

DVRs. The visual representation of these four specimens is provided in Figure 4.4.

These specimens are selected to explore the depth of the bandgap and investigate the

absorption coefficients in the respective metastructures. In addition to the number
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of unit cells, the additional mass of the DVRs contributes to the increase in wave

absorption within the metastructure. It is important to note that our investigation

is not limited to the specific design of metastructures with DVRs, but extends to the

broader concept of metastructures with periodic and repetitive unit cells. By study-

ing the behavior of different metastructural designs and their absorption properties,

we aim to better understand the philosophy and principles underlying metastructures

with periodic unit cells.

MFC 

(0.98 x 

0.12 inch) 

actuator

High Voltage Power Amplifier 

Model HVA 1500/50-2

Optomet Scanning Laser 

Doppler Vibrometer

Laptop with OptoGUI software

Sample 4: Half host beam half meta-

structure with unitcell ’A’ (36 DVRs) 

Figure 4.3: Schematics of Experimental setup of specimen 4 for reference
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(e)

(f)

(a)

Host structure without any DVR 

(b)

7/8th host beam 1/8th meta-structure with 

unitcell ’A’ (9 DVRs) 

3/4th host beam 1/4th meta-structure with 

unitcell ’A’ (18 DVRs) 

(c)

Half host beam half meta-structure with 

unitcell ’A’ (36 DVRs) 

(d)

Figure 4.4: Reflection Coefficient for (a) Baseline specimen: No DVRs,(b)
Specimen 2: 9 DVRs,(c) Specimen 3: 18 DVRs, (d) Specimen 4: 36 DVRs,
are calculated through (e) Simulations and (f) Experiments.

4.2.4.2 Experimental Setup

For experimental validation, all four specimens previously discussed are fabricated

and suspended in the air using fishing lines to achieve free-free boundary conditions.

An excitation is applied to one end of the specimens using a macro fiber composite

(MFC) with an active area of 25×3mm2 (0.98×0.12inch2). The specimens are scanned

at 24 equidistant points using an Optomet scanning laser Doppler vibrometer (SLDV)
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to measure the flexural velocity response. The first scan point is 12 inches away from

the excitation end, and the distance between consecutive scan points is set at 0.25

inches. A chirp excitation signal with a 20V amplitude activates the MFC. The

velocity/voltage frequency response function (FRF) measurements obtained from the

scans estimate the absorption coefficients for each specimen. Figure 4.3 provides a

schematic of the experimental setup for specimen 4 as a reference.

4.2.4.3 Estimation of Reflection coefficients

By examining the metastructural design specimens in Figure 4.4, it is evident that

each specimen consists of a host beam with a constant cross-section. One end of the

host beam is connected to a metastructure at its boundary, representing an unknown

boundary condition. The elastic dispersion behavior of the beam is well described us-

ing the Timoshenko theory. The characteristic equation, also known as the dispersion

relationship, for the beam is given by [1, 51, 60]:

EI

ρA
k4f −

I

A
(1 +

E

Gκ
)k2fω

2 − ω2 +
ρI

GAκ
ω4 = 0, ∀x ∈ [0, L], (4.3)

where kf is the flexural wavenumber (spatial parameter), and ω is the temporal

parameter. The equation is quadratic in k2f and ω2; it represents the relationship

between the wave number and the angular frequency. The roots of this equation

correspond to the different modes of wave propagation in the beam. The real roots
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correspond to oscillatory behavior and represent flexural waves propagating along

the length of the beam. The positive root corresponds to a propagating wave moving

from right to left, while the negative real root signifies a propagating wave moving

from left to right. On the other hand, the imaginary roots represent non-propagating

wave modes, which have an exponential decay effect limited to the boundaries of the

beam. The wave solution considering all roots is given by [19, 49]:

W(x, ω) = Ã(ω)e−jkfx + B̃(ω)e+jkfx + C̃(ω)e−kfx + D̃(ω)e+kfx, ∀x ∈ [0, L], (4.4)

where Ã(ω) and B̃(ω) are scalar coefficients representing the contribution of reflected

and incident propagating wave modes, respectively, while C̃(ω) and D̃(ω) represent

non-propagating attenuating wave modes. These coefficients determine the ampli-

tude and phase of each wave component. The boundary conditions associated with

the equation of motion (4.3) give rise to the contribution of backward propagating

and non-propagating attenuating wave modes, which can be expressed in terms of a

reflection matrix:









Ã

C̃









= R









B̃

D̃









, (4.5)
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where R is the reflection matrix defined as:

R =









Rpp Rap

Rpa Raa









. (4.6)

Here, the subscripts p and a represent the propagating and non-propagating atten-

uating wave modes, respectively, while Rij denotes the reflection coefficient between

the incident wave i and the reflected wave j. In this study, we focus on the propa-

gating wave modes that have a significant effect on the entire beam, and therefore

the imaginary roots are disregarded in the analysis. As discussed in Section 4.2.4.2,

the measurement points along the beam are evenly spaced, starting at 12 inches from

the free end and extending up to 17.75 inches. This spacing ensures that any forces

and irregularities at the boundary have sufficiently decayed, resulting in a negligible

near-field effect [19, 49]. Therefore, in this region, the wave field can be well approx-

imated by neglecting the contributions from the non-propagating attenuating wave

modes. Thus, the wave solution can be expressed as:

W(x, ω) ≈ Ã(ω)e−jkfx + B̃(ω)e+jkfx, x ∈ far from edges. (4.7)
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Since responses are measured at n = 24 locations, the wave equation can be written

as

W(x, ω) =









































W(x1, ω)
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Ã(ω)

B̃(ω)









,

(4.8)

where X is (n× 2). . This equation can be rearranged as









Ã(ω)

B̃(ω)









= X †(kf , x)W(x, ω), (4.9)

where X † is the Moore–Penrose inverse [59] given by X † = (X ∗X )−1X ∗, and X ∗ rep-

resents the conjugate transpose of X . Therefore, once Ã(ω) and B̃(ω) are calculated,

the reflection coefficient for the far-field assumption [19, 49] can be determined as

R(ω) = Ã(ω)/B̃(ω). (4.10)
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This reflection coefficient represents the ratio of the complex amplitude of the back-

ward propagating wave to the complex amplitude of the forward propagating wave,

providing information about the reflection behavior of the wave at the boundary.

It indicates the amount of wave energy that is reflected from the boundary of the

structure. In an ideal scenario, such as in an elastic beam without energy losses due

to damping or resonators, the reflection coefficient would be unity, indicating all the

wave energy is reflected from the end by the structure.

4.2.4.4 Reflection coefficient calculations from simulations

In the FE model of each metastructure design specimen, a force is applied at the

excitation location, and the FRFs are calculated at 24 locations along the beam for

each specimen. The reflection coefficients denoted R, are then calculated for each

sample using the methodology described in Section 4.2.4.3. The reflection coefficients

obtained are plotted in Figure 4.4(e).

In the first specimen, which represents the host structure without any DVRs, there

is no significant drop in the reflection coefficient within the bandgap region, it is

a straight line (Figure 4.4(e)). For specimen 2, which includes 9 DVRs, instead of

noticing the drop in the reflected waves in the bandgap region, the rise in reflection

magnitude within the bandgap region is observed. As the number of DVRs increases
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to 18 in specimen 3, the rise in reflection within the bandgap becomes more pro-

nounced. Finally, in specimen 4 with 36 DVRs, there is a significant rise in the

reflection coefficient within the bandgap area.

Based on these observations, it can be concluded that this reflection coefficient study

shows a rise in the bandgap area, which is not a good indicator to assess the bandgap

quality. To validate the rise in the reflection coefficient in a meta-structure, experi-

mental investigations were conducted. These experiments aimed to confirm that the

observed reflection of waves aligns with the expected behavior based on the number

of unit cells present in the metastructure.

4.2.4.5 Reflection coefficient calculations from experiments

The FRF (velocity/voltage) measured at 24 locations, as shown in Figure 4.3, was

used to calculate the reflection coefficient R(ω) for each specimen. Figure 4.4(f)

presents the reflection coefficient versus frequency for each sample. The results

demonstrate that as the number of DVRs increases in the metastructure, the reflec-

tion coefficient increases. From the observations in Figure 4.4(f), it can be inferred

that a minimum of 9 unit cells is required to observe a considerable change in the

reflection coefficient in this particular metastructure configuration.

However, the reflection coefficient exhibits an unexpected increase in the bandgap
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(a) (b)

Host with 1 DVR 

Host with 2 DVRs 

Host with 3 DVRs 

Host with 4 DVRs 

Host with 5 DVRs 

Host with 6 DVRs 

Host with 7 DVRs 

Host with 8 DVRs 

Host with 9 DVRs

Figure 4.5: (a) Meta-structure specimens with 1 to 9 DVRs is designed and
(b) reflection coefficient for each specimen is calculated through Simulations.

area, which goes against intuition and challenges the validity of our underlying as-

sumption in this study. In this study, we approached the wave propagation analysis in

the coupled system, where an elastic beam interacts with a complex metastructure,

similar to the elastic wave propagation within two linear beams made of different

elastic materials. However, the metastructure itself contains imaginary wavenumbers

within the frequency bandgap region. One hypothesis, which falls beyond the scope

of our current study, suggests that while we focus on waves with real wavenumbers

in the linear beam, the reflection coefficient fails to capture the effects of coupling a
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structure with purely imaginary wavenumbers within the frequency band of interest.

To gain deeper insights, more research is needed, especially to explore the impact

of gradually increasing the number of DVRs and evaluating their influence on the

reflection coefficient. Additionally, to properly quantify the absorption effect of the

metastructure, we should consider using a different metric in our analysis.

4.2.4.6 Reflection coefficient calculations for Host beam attached with

one to nine DVRs

A study to assess the effect of attaching each DVR one by one to the host beam

is conducted in this section. In the finite element (FE) model, nine specimens are

designed such that each specimen has an increasing order of one to nine DVRs at-

tached as a metastructure. A force is applied at the excitation location as shown in

Figure 4.5(a), and the FRFs are computed at 24 locations along the beam for each

specimen. The reflection coefficients denoted by R(ω) are then calculated for each

sample using the methodology described in Section 4.2.4.3. The reflection coefficients

obtained are plotted in Figure 4.4(e).

In the host structure with a single DVR, the reflection coefficient decreases and in-

creases more than in the one without a DVR, as illustrated in Figure 4.5(b). As the

number of DVRs increases, the drop in the reflection coefficient becomes negligible,

while the rise is highly pronounced within the bandgap region. Consequently, relying
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solely on the reflection coefficient is not an ideal approach to assess the quality of

the bandgap. Therefore, additional simulations are carried out to calculate the trans-

mission and absorption coefficients, which provide a more accurate assessment of the

bandgap quality.

4.2.4.7 Transmission and Absorption coefficient calculations from simu-

lations

In Section 4.2.4.3, the wave solution Equation (4.4) is measured for the waves reflected

from the boundary of the beam where the metastructure is attached. To study the

transmission of waves through a metastructure in a bandgap area, it is necessary

to assess the wave propagation in the host after its transmission through the series

of DVRs. Consider a host beam with meta-structure having 9 DVRs attached in

the center as shown in Figure 4.6. Similar to the solution Equation (4.4) generated

to measure the reflections from the boundary, the wave solution for quantifying the

reflections of the transmitted wave at the same excitation location is expressed as

Wt(x, ω) = P̃ (ω)e−jkfx + Q̃(ω)e+jkfx + R̃(ω)e−kfx + S̃(ω)e+kfx, ∀x ∈ [0, L],

(4.11)

where P̃ (ω) and Q̃(ω) are scalar coefficients representing the contribution of reflected

and incident propagating wave modes, respectively, while R̃(ω) and S̃(ω) represent
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non-propagating attenuating wave modes. These coefficients determine the amplitude

and phase of each component of the wave. The boundary conditions associated with

the equation of motion (4.3) give rise to the contribution of backward propagating

and non-propagating attenuating wave modes, which can be expressed in terms of a

reflection matrix for transmitted waves:









P̃

R̃









= Rt









Q̃

S̃









, (4.12)

where Rt is the reflection matrix for the transmitted waves defined as:

Rt =









Rtpp Rtap

Rtpa Rtaa









. (4.13)

Here, the subscripts p and a represent the propagating and non-propagating attenuat-

ing wave modes, respectively, while Rtij denotes the reflection coefficient between the

incident wave i and the reflected wave j. Similarly to Section 4.2.4.3, the wave field

can be well approximated by neglecting the contributions from the nonpropagating

attenuating wave modes. Therefore, the wave solution can be expressed as:

Wt(x, ω) ≈ P̃ (ω)e−jkfx + Q̃(ω)e+jkfx, x ∈ far from edges. (4.14)

Similar to Section 4.2.4.3, responses are measured at 24 locations starting at a distance
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of 12 inches from the free end and extending up to 17.75 inches and the wave equation

can be written as









P̃ (ω)

Q̃(ω)









= X †
t (kf , x)Wt(x, ω), (4.15)

Once P̃ (ω) and Q̃(ω) are calculated, the reflection coefficient for the transmitted

waves [19, 49] can be determined as

Rt(ω) = P̃ (ω)/Q̃(ω). (4.16)

In order to measure the drop of vibrational energy through the bandgap area of a

meta-structure, transmission coefficient is defined which is give by

T (ω) = Q̃(ω)/B̃(ω). (4.17)

It indicates the amount of wave energy that is transmitted through a meta-structure.

11/24th host beam - 1/12th meta-structure with unitcell ’A’ (9 DVRs) - 11/24th host beam 

A

D

B

C

P

S

Q

R

Figure 4.6: Metastructure Specimen with 9 DVRs shows the location of
excitation and the direction of backward propagating and non-propagating
waves before and after transmission through a meta-structure.
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In addition, the absorption coefficient represents the wave energy that the structure

absorbs as it reaches the boundary. The absorption coefficient can be calculated as

follows:

A(ω) = 2− |R(ω)|2 − |T (ω)|2. (4.18)

The absorption coefficient measures the energy absorbed at a specific frequency. It

quantifies the amount of energy that is absorbed by the structure rather than re-

flected. Although we loosely refer to these coefficients in terms of power for better

understanding, it is essential to note that the reflection coefficient considers the com-

plex amplitudes of the waves. In an ideal scenario, such as in an elastic beam without

energy losses due to damping or resonators, the reflection coefficient would be unity,

indicating complete reflection of the incident wave. Consequently, the absorption

coefficient would be zero, indicating that there is no energy absorption by the struc-

ture, and the transmission coefficient would be one, indicating that all waves are

transmitted through the structure.

Initially, in the FE model, nine specimens are designed such that each specimen has

an increasing order of one to nine DVRs as a metastructure attached in the middle

of the host structure, as shown in Figure 4.7(a), and the transmission and absorption

coefficients are calculated and plotted in Figure 4.7(b) and Figure 4.7(c). As the

number of DVRs increases, the drop in the transmission coefficient increases. The
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rise in the absorption coefficient represents the amount of energy absorbed by the

metastructure in a bandgap area. Therefore, transmission and absorption coefficient

calculations provide an excellent indicator for assessing bandgap quality.

(c)

(a) (b)

Host with 1 DVR 

Host with 2 DVRs 

Host with 3 DVRs 

Host with 4 DVRs 

Host with 5 DVRs 

Host with 6 DVRs 

Host with 7 DVRs 

Host with 8 DVRs 

Host with 9 DVRs

Figure 4.7: (a) Meta-structure specimens with 1 to 9 DVRs are designed,
and (b) transmission coefficients and (c) absorption coefficients for each spec-
imen are calculated through Simulations.

Now, simulations are conducted to calculate the transmission and absorption coeffi-

cients for a metastructure with 9, 18, and 36 DVRs attached in the middle of the host

structure as shown in Figure 4.8(a)-(d). The energy of the waves transmitted in the

bandgap area decreases as the number of DVRs increases. Consequently, the energy

absorbed increases as the number of DVR increases in a meta-structure, as shown in
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Figure 4.8(f). Therefore, the transmission and absorption coefficients provide a more

accurate representation of the quality of the bandgap.

(a)

Host structure without any DVR 

(b)

11/24th host beam - 1/12th meta-structure 

with unitcell ’A’ (9 DVRs) - 11/24th host 

beam 

5/12th host beam - 1/6th meta-structure 

with unitcell ’A’ (18 DVRs) - 5/12th host 

beam 

(c)

2/6th host beam - 1/3th meta-structure with 

unitcell ’A’ (36 DVRs) - 2/6th host

(d)

(e)

(f)

Figure 4.8: Meta-structure with (a) Baseline specimen: No DVRs,(b) Spec-
imen 2: 9 DVRs,(c) Specimen 3: 18 DVRs, (d) Specimen 4: 36 DVRs, are
modeled to calculate (e) transmission coefficient and (e) absorption coeffi-
cients through simulations.

4.2.4.8 Power absorbed by each DVR in the bandgap region

For a metastructure with DVRs considered in this study, the elastic waves gener-

ated at the excitation location in the host beam are dissipated as the DVRs absorb
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vibrational energy. As a result, the wave undergoes decay along the length of the

host structure within the bandgap region. In applications involving DVRs as energy

harvesters, the absorbed power by individual DVRs can be harnessed and utilized.

Therefore, it is essential to determine the amount of power absorbed by each DVR

across all frequencies within the bandgap. This information is valuable for studying

energy harvesting and optimizing the performance of the metastructure.

In this section, we investigate the power absorbed by each dynamic vibration res-

onator (DVR) within the bandgap region. The FE model is configured for the fourth

specimen, as shown in Figure 4.9 (a), where the input chirp signal is applied at the

boundary. We calculate the Power Spectral Densities (PSDs) of all 36 DVRs. To

estimate the total RMS energy absorbed by the nth DVR in the bandgap region, we

estimate the area under the PSD curve within the bandgap frequency range:

P̂n =
∑

Pn(fi) ·∆f ∀fs ≤ fi ≤ fe, (4.19)

where ∆f is the frequency bin width, fs and fe are the start and end frequencies of

the bandgap, and Pn is the PSD of the nth DVR at each frequency bin. The total

absorbed RMS energy P̂n is shown in Figure 4.9 (b) on the logarithmic scale. It

can be seen that the power absorbed by the DVR decreases along the length of the

metastructure. The first few DVRs absorb the highest power and gradually reduce

as we move away from the excitation location.
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Chirp signal as an input
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The power density absorbed 

by each DVR in the 

bandgap region decreases 

as the number of DVRs 

increase over the length 

DVR sequence

Figure 4.9: In simulations, (a) input chirp signal is applied to Specimen 4,‘
and (b) PSDs are calculated for each DVR and are plotted in the logarithmic
scale

4.3 Modeling and Experimental validation of Host

T-beam with DVRs

In this section, we investigate the interaction between two types of metastructures

that are assembled together.
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4.3.1 FE model of the host structure

The T-shaped frame is used as the host structure in this study, consisting of two

separate beams with a thickness of 1.5 mm each. This configuration is illustrated in

Figure 4.10. Finite element (FE) modeling is conducted using the equations discussed

in Section 4.2.1. The Galerkin approach is employed to discretize the partial differ-

ential equation (PDE) represented by Equation 2.3. Second-order shape functions

are utilized for the discretization process [1, 55, 60]. This results in the generation

of global mass and stiffness matrices for the host T-beam using MATLAB. It is im-

portant to note that each arm of the T-shaped frame has its own corresponding

metastructure.

1828 mm

914 mm

22 mm

903 mm
22 mm

Location of excitation

A

D

B

C

Q

R

P

S

P

S

Q

R

Figure 4.10: Dimensions of the T-shaped host structure considered for this
study

The host T-beam is augmented with dynamic vibration resonators (DVRs) in this
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study. Specifically, 18 DVRs of type ‘A’ are attached to the left arm of the T-beam,

while 18 DVRs of type ‘B’ are attached to the right arm, as depicted in Figure

4.11. A force is applied to the bottom stem of the host structure to analyze the

behavior of the T-beam with DVRs. FRFs are then calculated at each node of the

T-beam. Experimental measurements are also performed on the T-beam with DVRs

attached, and the resulting FRFs are compared to assess the presence of a bandgap,

as illustrated in Figure 4.11.

4.3.2 Experimental validation of T-beam with DVRs

The T-beam structure used in this study is manufactured by welding two aluminum

beams with specific cross sections, as shown in Figure 4.10. The dynamic vibration

resonators (DVRs) are then attached to the T-beam structure following the configu-

ration shown in Figure 4.11.

For experimental testing, the T-beam structure is suspended using fishing lines,

achieving free-free boundary conditions. Chirp excitation is applied to the bottom of

the structure using a macrofiber composite (MFC) with an active area of 25× 3mm2

(0.98×0.12 inch2). Frequency response functions (FRFs) are measured at 432 equidis-

tant points distributed throughout the structure using a scanning laser-Doppler vi-

brometer (SLDV). The experimental schematics are shown in Figure 4.12 and the

135



setup is illustrated in Figure 4.13. A 45 V voltage chirp signal is applied to the MFC

to excite the structure, and the resulting velocity/voltage FRF is measured.

Figure 4.11(a) and Figure 4.11(b) shows the FRFs at the end of both arms of the T

beam with DVRs. By observing and analyzing these FRFs, different bandgaps can

be observed on the end of each arm of the T-beam. On the left arm, the bandgap

exists from 358 Hz to 455 Hz; on the right arm, the bandgap exists from 566 Hz to

618 Hz. Hence, it is evident from the simulated and experimental FRFs that selective

frequencies could be absorbed in different parts of the same structure.

4.3.3 Estimation of absorption coefficients on each arm of

the T-beam

To analyze the behavior of the T-beam structure with DVRs, FRFs at 24 equidistant

locations are selected from the complete test on each arm of the T-beam. The first

FRF point on the left arm is calculated 12 inches away from the free end, and subse-

quent points are spaced at 0.25-inch intervals, resulting in a total of 24 measurements

from 12 inches to 17.75 inches away from the free end of the arm. The same procedure

is followed for the right arm, resulting in 24 equidistant FRF measurements.
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Using the methodology described in Section Section 4.2.4.7, transmission and ab-

sorption coefficients are calculated for each arm of the T-beam structure. Figure

Figure 4.11(c) and figure Figure 4.11(d) show the transmission coefficients for the left

and right arms, respectively and figureFigure 4.11(e) and Figure 4.11(f ) show the

absorption coefficients for the left and right arms, respectively. It can be observed

that the absorption coefficients exhibit a significant drop at frequencies within the

bandgap region of each arm, indicating the absorption of energy in those frequency

ranges.

It is interesting to note that when the excitation is provided between the two metas-

tructures, the absorption of energy appears to be independent between the left and

right arms. This means that the frequency response functions (FRFs) and absorption

coefficients primarily show changes in energy within their respective bandgap regions,

without significant influence from the other arm of the T-beam structure.

4.3.3.1 Power absorbed by each DVR in selective bandgaps

In the FE model of the T-beam structure attached with DVRs, a study is conducted

to assess the power absorbed by each DVR within the bandgap regions of each arm.

The input chirp signal is applied at the location of excitation in the FE model, as

depicted in Figure 4.14(c), and the Power Spectral Densities (PSDs) of the 18 A’

DVRs on the left arm and 18 B’ DVRs on the right arm are calculated.
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To determine the total PSD Pn absorbed by the nth DVR in the left arm of the T-

beam, Equation 4.19 is utilized. The results are shown in Figure 4.14(a). Similarly,

the total PSD Pn absorbed by the nth DVR in the right arm of the T-beam is shown

in Figure 4.14(b). These figures provide insight into the amount of power absorbed

by each DVR within their respective bandgap regions on each arm of the T-beam

structure.

Hence, on each arm of the T-beam, as the number of DVRs increases, the total PSD

absorbed by each DVR decreases in their respective bandgap regions.

4.4 Selective frequency transmission in T-beam

To further verify the presence of different bandgaps at each end of the T-beam struc-

ture, a vibration response profile is simulated in MATLAB. The simulated signal

consists of a combination of two frequencies: 378 Hz and 600 Hz. These frequencies

are selected based on the observed bandgaps in Figure 4.11, with one frequency within

the band gap of the left arm and the other frequency within the band gap of the right

arm.

The simulated signal is then applied as input in the FE model of the T-beam structure

with DVRs. Response powers are calculated throughout the horizontal part of the T
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beam, and results are plotted in Figure 4.15(a). It can be observed from the figure

that the energy at 378 Hz from the dual-frequency input signal is absorbed, while the

energy at 600 Hz is transmitted to the left arm of the T-beam. Similarly, the energy

at 600 Hz is absorbed, and the energy at 378 Hz is transmitted to the right arm of

the T-beam. This analysis confirms that each arm of the T-beam exhibits selective

absorption and transmission of specific frequency components within their respective

bandgap regions.

Similarly, the simulated input signal is applied to the experimentally measured FRFs,

and the response auto-power is calculated throughout the horizontal part of the T-

beam, as shown in Figure 4.15(b). It can be observed that the energy corresponding

to 378 Hz is absorbed in the left arm, while the energy corresponding to 600 Hz is

absorbed in the right arm of the T-beam. This further confirms that it is possible

to transmit and absorb different frequencies in different parts of the same structure.

The results demonstrate the selective frequency response of the T-beam with DVRs,

validating the concept of bandgap engineering for vibration attenuation.
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4.4.1 Wave propagation at 378 Hz and 600 Hz

4.4.1.1 Simulation

Furthermore, to visualize the real-time wave propagation of different frequencies in

the structure, a modulated sine wave signal at 378 Hz, as shown in Figure 4.16(a), is

simulated as input in MATLAB and applied to the FE model. The response is calcu-

lated at each node of the FE model and a time animation is created to visualize the

transmission of the signal in the structure. From the animation, it can be observed

that the modulated sine wave propagates from the input node until it reaches the

intersection, where it continues to propagate in the right arm, while the wave prop-

agation in the left arm is inhibited. Figure 4.16(b) shows one of the time stamps,

illustrating the absorbed input wave in the left arm.

Similarly, a modulated sine wave signal at 600 Hz, as shown in Figure 4.16(c), is

simulated and applied to the FE model. The animation shows the propagation of the

modulated sine wave from the input node to the left arm, inhibiting the propagation

of the wave in the right arm. Figure 4.16(d) shows one of the time stamps where the

600 Hz modulated sine input is inhibited in the right arm.

These simulations provide visual evidence of the selective transmission and absorption
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of different frequencies in different parts of the T-beam structure, further supporting

the concept of bandgap engineering for vibration attenuation.

4.4.1.2 Experiments

Experiments are conducted to validate and visualize the propagation of the real-time

wave in the T-beam structure with DVRs. A programmed modulated sine wave

signal tuned to 378 Hz, as shown in Figure 4.17(a), is applied to the manufactured

T-beam with DVRs using an MFC. The time response is measured at 432 equidistant

points spread across the entire structure using an SLDV. The captured data are then

animated to visualize the wave propagation in the structure. Figure 4.17(b) shows

the experimental response of the structure in one of the time stamps, illustrating the

wave transmitted in the right arm and the wave inhibited in the left arm.

Similarly, a programmed modulated sine wave signal tuned to 600 Hz, as shown in

Figure 4.17(c), is applied to the T-beam structure using the MFC. The time animation

of the experimental responses for this signal shows the wave propagation and the

selective inhibition of wave transmission in the right arm, as shown in Figure 4.17(d).

These experiments provide empirical evidence for the selective transmission and ab-

sorption of different frequencies in different parts of the T-beam structure.
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From Figure 4.17(b), it is evident that the wave propagates through the right arm and

the wave is attenuated in the left arm; and from Figure 4.17(d), the wave propagates

through the left arm and is absorbed in the right arm.

4.5 Basilar Membrane-Inspired Mechanical spec-

trum analyzer

In order to exploit the selective absorption of frequencies in different parts of the same

structure, a long beam is considered. The dimensions of the beam are provided in

Table 4.3. The beam is equipped with four different single degree-of-freedom (SDOF)

dynamic vibration absorbers (DVRs) denoted as ‘A’, ‘B’, ‘C’, and ‘D’, each tuned to

a specific natural frequency as listed in Table 4.4. These DVRs are distributed into

four sets, each set consisting of 18 DVRs. Set 1 comprises 18 ‘A’ DVRs, Set 2 has 18

‘B’ DVRs, Set 3 consists of 18 ‘C’ DVRs, and Set 4 is composed of 18 ‘D’ DVRs. The

objective of this study is to analyze the bandgap generated by each metastructure in-

dividually and then to assemble them. This will allow us to understand the frequency

regions that are effectively attenuated by them and their corresponding absorption

coefficients.

To develop the finite element (FE) model of the host beam, the equations described
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Table 4.3

Geometric and material details of the host structure

Geometric
properties

Material properties

L×W ×H
(mm×mm×mm)

E
(GPa)

ρ
(kg/m3)

ν
G

(GPa)
κ

Host
Beam

5486× 22× 1.5 66 2700 0.33 24 0.93

Table 4.4

SDOF characteristics of DVRs

Natural Frequency Mass Stiffness

(Hz) ˜mDV R (kg) ˜kDV R (N/m)

DVR A 1225 0.0024 142182

DVR B 1750 0.002 244641

DVR C 2600 0.000923 246345

DVR D 3200 0.000923 373162

in Section 4.2.1 are utilized. Set 1 DVRs are attached to the host beam, spanning

from a distance of 1828 mm (72 inches) to 2286 mm (90 inches) from the free end,

as depicted in Figure 4.18(a). The spacing between each DVR in Set 1 is 25.4 mm

(1 inch). To analyze the frequency response characteristics of the host beam with

Set 1 DVRs, a force is applied at the specified location shown in Figure 4.18(a), and

the frequency response functions (FRFs) are measured and calculated at each node

of the host beam. The response measured at the rightmost node of the host beam is

illustrated in Figure 4.18(e). From the FRF, it is evident that there is a bandgap in

the frequency range of 1130 Hz to 1925 Hz.
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Table 4.5

Bandgaps for each set of DVRs individually

Spatial
location

Start
Frequency

End
Frequency

(mm) (Hz) (Hz)

Set 1 DVRs 1828 to 2286 1130 1925

Set 2 DVRs 2286 to 2743 1570 2610

Set 3 DVRs 2743 to 3200 2250 3230

Set 4 DVRs 3200 to 3658 2660 3960

Similarly, different sets of DVRs are individually attached to the host beam. Each

set generates a specific bandgap. The FRFs measured at the rightmost node of the

structure confirm the presence of these bandgaps. The location, the bandgap start

frequency, and the end frequency are summarized in Table 4.5. Absorption coefficients

are calculated for each set of DVRs individually attached to the structure. The

FRFs are measured at 24 equidistant locations before and after the DVRs along the

structure by applying the excitation force at the leftmost node. The transmission

and absorption coefficients are then calculated using the methodology described in

Section 4.2.4.7. The results are shown in Figure 4.19, which indicates the absorption

of energy within the respective bandgap frequencies generated by each set of DVRs.

It is important to note that there is overlap in the bandgap regions when selecting

the four types of DVRs.

To test the ability to filter certain frequencies in the structure and transmit the
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desired frequencies forward, all four sets of DVRs are attached to the host beam in

the FE model. Force is applied at a specific location and FRFs are calculated at

the nodes after each set of DVRs, as shown in Figure 4.20(a)-(e). It can be seen

that as the input signal passes through each set of DVRs, certain frequencies are

filtered out, resulting in a narrower spectrum of left-out signal energy. Eventually,

when the absorption coefficient is calculated for the entire structure, the energy of

the frequencies absorbed within the bandgap range can be visualized, as shown in

Figure Figure 4.20(g). This demonstrates the ability of the structure to selectively

filter and transmit specific frequencies.

The step-by-step frequency absorption demonstrated in this study highlights the po-

tential for selective frequency filtering in structures. This has implications for applica-

tions such as vibration control, noise reduction, and energy harvesting. By manipulat-

ing the wave propagation characteristics, specific frequency ranges can be attenuated

or transmitted as needed. This concept is reminiscent of the selective vibrational

response of the basilar membrane in the inner ear, where specific frequencies of sound

waves are processed. Inspired by natural mechanisms such as the basilar membrane,

exploring selective frequency filtering in engineered structures can lead to the devel-

opment of innovative devices and systems for sound processing, signal filtering, and

acoustic engineering. Therefore, in this study, we refer to the concept of selective

frequency filtering in engineered structures as a ”mechanical frequency spectrum an-

alyzer.” Similarly to its counterpart in the auditory system, the mechanical frequency
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spectrum analyzer enables the absorption or transmission of specific frequency com-

ponents of waves in engineered structures. By analyzing and manipulating the wave

propagation characteristics, this concept provides a valuable tool for separating and

controlling different frequency components in various engineering applications.

4.5.1 Power absorbed by each DVR in selective bandgaps

Further, the power absorbed by each DVR in every set is assessed for their respective

bandgaps. In the FE model, the input chirp signal is applied at the excitation location

as shown in Figure 4.21(a), and the PSDs of all the DVRs in each set are estimated.

Using Equation (4.19), the total PSD Pn absorbed in the respective bandgap by each

DVR in a set is calculated and displayed on a logarithmic scale in Figure 4.21(b).
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4.6 Extension of selective frequency transmission

in 2D structures and future work

4.6.1 Selective frequency transmission in T-plate

As discussed in Section 4.4, selective frequency transmission and absorption are val-

idated for 1D structures. In this section, efforts are made to confirm its validity on

2D structures. Hence, a plate is cut in a T shape having a thickness of 0.8 mm and

dimensions as shown in Figure 4.22. 30 ‘A’ DVRs are attached on the left arm of the

plate such that there are two columns of DVR attachment locations. Each column

of attachment locations is separated by a distance of 50mm. There are 7 attachment

points and 14 DVRs in the first column, and 8 attachment points and 16 DVRs in

the second column. The inner column of attachment points is aligned to match one

of the edges of the bottom plate. Similarly, 30 ‘B’ DVRs are attached to the right

arm carrying out the same procedure. Experiments are conducted on this plate with

DVRs to study wave propagation.
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4.6.1.1 Experiments

The experimental setup for the T-plate with DVRs is as shown in Figure 4.23. The

structure is mounted using fishing lines to achieve free-free boundary conditions. A

bimorph piezo having an active area of 25×3mm2 (0.98 inch × 0.12 inch) is attached

to the structure for excitation. Similarly to Section 4.4.1.2, initially, a programmed

modulated sine wave signal tuned to 378 Hz shown in Figure 4.24(a) is applied to the

bimorph and time response over 1680 points distributed equidistantly over the surface

of the T-plate are measured using SLDV. The snap from the animation of one of the

timestamps for the modulated 378 Hz signal is shown in Figure 4.24(b). Similarly,

a programmed modulated sine wave at 600 Hz shown in Figure 4.24(c) is applied to

the bimorph piezo, and the response at 1680 points measured. Figure 4.24(d) shows

the response in real-time on one of the time stamps.

In Figure 4.24(b), it can be observed that the 378 Hz input signal propagates through

the right arm but is attenuated in the left arm of the T-plate. Similarly, in Fig-

ure 4.24(b), the 600-Hz input signal propagates through the left arm, but is attenu-

ated in the right arm of the structure.

These preliminary experiments prove that selective propagation of elastic waves is

possible in 2D structures. In the future, the area of using 2D meta-structures as

frequency filters could be explored for various applications.
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4.7 Conclusion

An effective way to quantify the depth of bandgap is introduced in this chapter.

The technique of estimating the absorption coefficient to assess the depth of the

bandgap is investigated. The initial sections of this article discuss the modeling of

various metastructure samples. Each of the specimen have a different number of

unitcells. The absorption coefficient is calculated for each sample and experiments

are conducted for validation. The change in the drop of absorption coefficient in the

bandgap region of each sample is studied. Also, simulations are performed to assess

the magnitude of power absorbed by each DVR in a bandgap of a meta-structure and

an equation is devised to quantify the total power absorbed in every DVR.

In addition, a T-beam that has two different sets of DVRs on two arms of the structure

is designed and manufactured. The absorption coefficients are calculated on each arm

of the T-beam and are validated by experiments. The elastic wave propagation in the

bandgap region of each arm for the T beam is studied, which further indicates that

selective frequency propagation is possible in different parts of the structure.

Moreover, once the selective frequency transmission in the T-beam is assessed, a beam

augmented with four different sets of DVRs is designed to yield stepped bandgaps

over the length and act as a frequency filter. The results shown in this article pave
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the way to understanding the full potential of filtering the required frequencies in

various parts of the metastructure to absorb a signal.

As a topic of future study, it would be of interest to study the reflection coefficients

and wave propagation in 2D structures. The validity of selective wave propagation

in a 2D T-plate is lightly touched upon in this article by conducting preliminary

experiments. Furthermore, in applications that use DVRs as energy harvesters, the

equation devised to quantify the total power absorbed in each DVR could be utilized

to quantify the intensity of the energy harvested and could be a future topic of interest

to explore.
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(a) (b)

Location of excitation

18 A DVRs 18 B DVRs

24 FRF locations 24 FRF locations

(e) (f)

(c) (d)

24 FRF 

locations

Figure 4.11: 18 ‘A’ DVRs and 18 ‘B’ DVRs are attached to each arm of
the T-beam. The excitation location is shown, and the measured FRFs at
the end of the (a) left arm and (b) right arm through experiments and simu-
lations are plotted for reference. The transmission coefficient calculated for
the T-beam with DVRs from experiments and simulations shows an energy
drop in the respective bandgap location for the (c) left and (d) right arm.
Consequently, absorbed energy rises in the respective bandgap location for
the (e) left and (f) right arm
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High Voltage Power 

Amplifier Model HVA 

1500/50-2

Optomet Scanning Laser 

Doppler Vibrometer

Laptop with OptoGUI software

T-beam with DVRs

MFC

Figure 4.12: Schematics of Experimental setup of the T-beam with DVRs
for reference

(i) T-beam with DVRs 

hanged in free-free 

condition subjected to 

piezoelectric excitation

(ii) Laser Vibrometer

(iii) Voltage amplifier

(iv) Location of piezo 

attached to the structure

(v) Laptop with data 

acquisition software

(iv)

(ii) (i)

(iii)
(v)

Figure 4.13: Experimental setup of the host T-beam with DVRs for refer-
ence
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Figure 4.14: In simulations, (c) input chirp signal is applied to T-beam,
and (b) PSDs are calculated for each DVR in the respective bandgap region
and are plotted in the logarithmic scale
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The simulations and 

experiments show the 

frequencies between 358 Hz 

and 455 Hz are absorbed on 

the left arm and the 

frequencies between 566 Hz 

and 618 Hz are absorbed on 

the right arm of the structure. Input signal applied to the 

simulated FRFs of the structure
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Figure 4.15: The figure shows the response auto power measured over the
entire length of the horizontal section of the beam through (a) simulations
and (b) experiments, where 378 Hz signal is absorbed on the left arm and
600 Hz signal is absorbed on the right arm for the applied input signal (c)
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(c)

(b)

(d)

Figure 4.16: The input signal modulated to (a) 378 Hz when applied to
the simulated model of T-beam (b) absorbs wave propagation in the left arm
and (c) the input signal modulated to 600 Hz (d) absorbs wave propagation
in the right arm
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(c)

(d)

(b)

Figure 4.17: The input signal modulated to (a) 378 Hz when applied to the
T-beam to carry out experiments (b) absorbs wave propagation in left arm
and (c) the input signal modulated to 600 Hz (d) absorbs wave propagation
in right arm
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(e)

(a)

(b)

Force input Reference FRF

(c)
Force input Reference FRF

(d)

Force input Reference FRF

Reference FRFForce input

24 FRFs

24 FRFs

24 FRFs

24 FRFs

24 FRFs

24 FRFs

24 FRFs

24 FRFs

Figure 4.18: (a) Set 1 DVRs, (b) Set 2 DVRs, (c) Set 3 DVRs and (d) Set
4 DVRs are attached to the host structure one by one and (e) the respective
FRFs calculated at the right end are plotted
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(b)

(a)

Figure 4.19: (a) Transmission coefficients and (b) absorption coefficients
for host with Set 1 DVRs, Set 2 DVRs, Set 3 DVRs and Set 4 DVRs are
shown
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(b) (d)

(a) (c) (e)

(f)

Force input

(g)

Figure 4.20: The response is measured at the (a) leftmost point of the
structure, after (b) set 1 DVRs, (c) set 2 DVRs, (d) set 3 DVRs and (e) set 4
DVRs for the force input. (f) The transmission coefficient and (g) absorption
coefficient is calculated for the entire structure which shows denotes the
depth of bandgap
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Figure 4.21: In simulations, (a) input chirp signal is applied to the struc-
ture and (b) PSDs are calculated for all DVRs in every set

687 mm

229 mm

229 mm

229 mm

Location of 

excitation

T Plate with DVRs

30 ‘B’ DVRs30 ‘A’ DVRs

229 mm

30 ‘B’ DVRs30 ‘A’ DVRs

50 mm 50 mm

Figure 4.22: Dimensions of the T-plate attached with 30 ‘A’ DVRs and 30
‘B’ DVRs on each arm with the input excitation location
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(i) T-plate with DVRs 

hanged in free-free 

condition subjected to 

piezoelectric excitation

(ii) Laser Vibrometer

(iii) Voltage amplifier

(iv) Location of piezo 

attached to the structure

(v) Laptop with data 

acquisition software

(iv)
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Figure 4.23: Experimental setup of the host T-beam with DVRs for refer-
ence
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(c)

(d)

(b)

378 Hz input signal is 

absorbed 

600 Hz input signal is 

absorbed 

Figure 4.24: The input signal modulated to (a) 378 Hz when applied to the
T-plate (b) absorbs wave propagation in the left arm and the input signal
modulated to (c) 600 Hz (d) absorbs wave propagation in the right arm
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Chapter 5

Conclusion and future work

5.1 Conclusion

The central aim of this research endeavor is to develop a versatile meta-structure

with the ability to finely tune its bandgap properties. This meta-structure should

be capable of effectively attenuating vibrations across a wide frequency spectrum,

especially in the context of road vibrations in vehicles. The approach to achieving this

involves the integration of cutting-edge technologies such as reinforcement learning

and artificial neural networks.

A pivotal innovation within this study is the concept of n-bit configurations within the

meta-structure framework. This innovation involves using unconventional resonators
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like hair snap pins, which can be manipulated to create diverse bit configurations and

unique meta-structure patterns. The key idea is to swap these resonators to generate

a range of distinctive configurations.

To reach this objective, the research begins with a detailed analysis of various meta-

structure designs through finite element modeling. This modeling exercise aims to

understand how different configurations lead to variations in bandgaps. Experimental

validation is conducted using 3-bit meta-structures, demonstrating the relationship

between the number of bits and the range of controllable bandgap regions.

The research also introduces a novel reinforcement learning algorithm designed to

optimize the transition between different meta-structure patterns. This algorithm

leverages the input road vibrational frequency profile to make real-time decisions on

the optimal unitcell configuration for maximum vibration attenuation.

Furthermore, the research extends its scope to quantifying the depth of bandgap. It

achieves this through the meticulous examination of absorption coefficients and the

impact on the bandgap. Different meta-structure samples with varying unitcell counts

are scrutinized to understand this phenomenon. Simulations are then employed to

gauge the power absorbed by each Dynamic Vibration Resonator (DVR) within the

bandgap. An equation is devised to quantify the total power absorbed by these DVRs,

offering valuable insights.
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The study also explores the concept of selective frequency propagation by designing

T-beams with distinct sets of DVRs. This concept further validates the potential for

controlling wave propagation in various parts of the structure.

To demonstrate the practical implications, a meta-structure is engineered with four

different sets of DVRs to create stepped bandgaps. This serves as an effective fre-

quency filter, which opens up new possibilities for absorbing specific signal frequencies

within the meta-structure.

In summary, the research findings shed light on the immense potential of meta-

structures in the context of signal absorption and vibration attenuation.

5.2 Future Work

Building on the foundations laid in this research, future work can explore several

avenues to further enhance the capabilities and applications of meta-structures for

vibration control. Some potential directions include:

Optimization Algorithms: Explore advanced optimization algorithms to fine-tune the

configuration of meta-structures for optimal vibration attenuation. This could involve

genetic algorithms, particle swarm optimization, or other metaheuristic approaches.
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Validation: Conduct extensive experimental validation for various applications to

corroborate the findings and assess the real-world applicability of the proposed meta-

structure configurations. This could involve laboratory-scale prototypes and, eventu-

ally, full-scale implementations in practical engineering scenarios.

Multi-Physics Integration: Investigate the integration of multiple physical phenom-

ena, such as acoustics, electromagnetics, and structural mechanics, into the meta-

structure design. This holistic approach could lead to multifunctional meta-structures

with applications beyond vibration control.

Adaptive Learning: Enhance the adaptive learning capabilities of the meta-structure

by incorporating real-time sensor feedback. This would enable the structure to dy-

namically adjust its configuration in response to changing environmental conditions

or external stimuli.

Applications in Resilient Infrastructure: Explore applications of the developed meta-

structures in resilient infrastructure design, considering scenarios such as seismic

events, wind-induced vibrations, and other dynamic loads.

Multi-Scale Analysis: Extend the analysis to encompass a multi-scale approach, con-

sidering the interaction of meta-structures at different scales within a larger structural

system. This could provide insights into the collective behavior of interconnected

meta-structures.
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In essence, the path forward involves a combination of advanced computational mod-

eling, experimental validation, and the exploration of novel applications to realize

the full potential of dynamic meta-structures in shaping the future of resilient and

adaptive infrastructure.
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Appendix A

Matlab code for the Simulation of

AAA Meta-structure (With

reduced SDOF model for ‘A’ DVR

state of the hair snap pin)

clear all; clc; close all;

format compact; format short e;

set(0,'defaultaxesfontsize ',10,'defaultlinemarkersize '←֓

,8,...
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'DefaultLineLineWidth ',2,'DefaultTextInterpreter ','←֓

tex' ,...

'defaultfigurecolor ','white ');

%% Material Properties

% Aluminum 6061

E = 66e9; % young 's modulus

vbeam =0.33; % Poisson 's ratio

rho = 2700;% kg/m^3 Density

G = 0.5*E/(1+ vbeam);

L = 72*25.4e-3;

hb=1.5e-3; % height or thickness of beam (m)

width =15.65e-3;% Width of beam (m)

A=hb*width; % cross sectional area

I=A*hb*hb/12;

Kf =((0.87+1.12* vbeam)/(1+ vbeam))^2;

% Kf =(10*(1+ vbeam)/(12+11* vbeam))^2; % Timoshenko Shear ←֓

coefficient (5/6) Range [0.5 ,1]

RA=rho*A;RI=rho*I; EA=E*A; EI=E*I;GA=G*A; GI=G*I;
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%% Finite Element properties

Ne = 288; % Number of elements

N = 2*Ne + 1; %Total number of nodes

he =L/(2*Ne); % Length of an element

Ndof = 2;

Ntdof = Ndof*N; % Total number of DOF in the global ←֓

matrix

%% Elemental Matrices

% Put Elemental mass matrix first

M11 =(RA*he/15)*[ 4 0 2 0 -1 0

0 0 0 0 0 0

2 0 16 0 2 0

0 0 0 0 0 0

-1 0 2 0 4 0

0 0 0 0 0 0];
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M22 =(RI*he/15)*[ 0 0 0 0 0 0

0 4 0 2 0 -1

0 0 0 0 0 0

0 2 0 16 0 2

0 0 0 0 0 0

0 -1 0 2 0 4];

Me = M11+M22;

% Put Elemental Stiffness matrix then

K11=Kf*GA/(6*he)*[7 0 -8 0 1 0

0 0 0 0 0 0

-8 0 16 0 -8 0

0 0 0 0 0 0

1 0 -8 0 7 0

0 0 0 0 0 0];%

K12 = -(Kf*GA/6) *[0 -3 0 -4 0 1

0 0 0 0 0 0

0 4 0 0 0 -4

0 0 0 0 0 0
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0 -1 0 4 0 3

0 0 0 0 0 0];

K21 =-(Kf*GA/6)*[ 0 0 0 0 0 0

-3 0 4 0 -1 0

0 0 0 0 0 0

-4 0 0 0 4 0

0 0 0 0 0 0

1 0 -4 0 3 0];

K22_1 = EI/(6*he)*[0 0 0 0 0 0

0 7 0 -8 0 1

0 0 0 0 0 0

0 -8 0 16 0 -8

0 0 0 0 0 0

0 1 0 -8 0 7 ];%

K22_2 = (Kf*GA*he/15) *[0 0 0 0 0 0

0 4 0 2 0 -1

0 0 0 0 0 0
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0 2 0 16 0 2

0 0 0 0 0 0

0 -1 0 2 0 4];

Ke = K11+K12+K21+K22_1+K22_2;

Fe = -(he/2) *[1 0 4 0 1 0]';

%% Connecting Matrix

IC = zeros(Ne ,3);

IC(:,1) = 1:2:2* Ne;

IC(:,2) = 2:2:2* Ne;

IC(:,3) = 3:2:2*( Ne+1);

%% Global Matrices

Mg = zeros(Ntdof); Kg = zeros(Ntdof); Fg = zeros(Ntdof←֓

,1);

for ei = 1:Ne
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Kg(2*IC(ei ,1) -1:2*IC(ei ,3) ,2*IC(ei ,1) -1:2*IC(ei ,3)) =←֓

Kg(2*IC(ei ,1) -1:2*IC(ei ,3) ,2*IC(ei ,1) -1:2*IC(ei ,3)←֓

) + Ke;

Mg(2*IC(ei ,1) -1:2*IC(ei ,3) ,2*IC(ei ,1) -1:2*IC(ei ,3)) =←֓

Mg(2*IC(ei ,1) -1:2*IC(ei ,3) ,2*IC(ei ,1) -1:2*IC(ei ,3)←֓

) + Me;

Fg(2*IC(ei ,1) -1:2*IC(ei ,3) ,1) = Fg(2*IC(ei ,1) -1:2*←֓

IC(ei ,3) ,1)+Fe;

end

[~,Dfe] = eig(Kg ,Mg);

f_n = sqrt(diag(abs(Dfe)))./(2* pi);

%% DVR addition

%% A DVR

% For 1DOF DVR

A_dof = 1;

m_A_1 = 0.00125; m_A_2 = 0; m_A_3 = 0;

k_A_1 = 459;

k_A_2 = 1; %garbage value
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for i = 1: A_dof

MA(i,i) = eval(sprintf('m_A_%d', i));

if A_dof ==1

KA(i,i) = eval(sprintf('k_A_%d', i));

else

KA(i,i) = eval(sprintf('k_A_%d', i)) + eval(←֓

sprintf('k_A_%d', i+1));

end

KA(i,i+1) = -eval(sprintf('k_A_%d', i+1));; KA(i+1,i←֓

) = -eval(sprintf('k_A_%d', i+1));

KA(:,A_dof +1: end) = []; KA(A_dof +1:end ,:) = [];

end

[u_A ,Dfe_A] = eig(KA ,MA);

fn_A = sqrt(diag(abs(Dfe_A)))./(2* pi);

%%

DVR_number = 72; % Total Number of DVRs

Ne_DVR = 4; % Number of elements between each DVR
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%% For unitcell pattern selection

% AAAA

syms A B

A_DVR_counter = 0; B_DVR_counter = 0;

for i = 1: DVR_number

if rem(i,4) == 1

TMD_over_length (1,i) = A;

A_DVR_counter = A_DVR_counter + 1;

elseif rem(i,4) == 2

TMD_over_length (1,i) = A;

A_DVR_counter = A_DVR_counter + 1;

elseif rem(i,4) == 3

TMD_over_length (1,i) = A;

A_DVR_counter = A_DVR_counter + 1;

else

TMD_over_length (1,i) = A;

A_DVR_counter = A_DVR_counter + 1;

end

end

%% DVR Mass and Stiffness addition
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M_DVR = zeros(length(Mg)+A_DVR_counter*A_dof);

K_DVR = zeros(length(Kg)+A_DVR_counter*A_dof);

A_DVR_counter_1 = 0; B_DVR_counter_1 = 0;

for i = 1: DVR_number

A_DVR_counter_1 = A_DVR_counter_1 +1;

M_DVR(length(Mg)+A_DVR_counter_1*A_dof - (A_dof -1)←֓

: length(Mg)+A_DVR_counter_1*A_dof , length(Mg)+←֓

A_DVR_counter_1*A_dof - (A_dof -1) : length(Mg)+←֓

A_DVR_counter_1*A_dof) = MA;

K_DVR(length(Kg)+A_DVR_counter_1*A_dof - (A_dof -1)←֓

: length(Kg)+A_DVR_counter_1*A_dof , length(Kg)+←֓

A_DVR_counter_1*A_dof - (A_dof -1) : length(Kg)+←֓

A_DVR_counter_1*A_dof) = KA;

K_DVR (4*2+1+4* Ne_DVR *(i-1) ,4*2+1+4* Ne_DVR *(i-1)) =←֓

k_A_1;

K_DVR (4*2+1+4* Ne_DVR *(i-1),length(Kg)+←֓

A_DVR_counter_1*A_dof - (A_dof -1)) = -k_A_1;
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K_DVR(length(Kg)+A_DVR_counter_1*A_dof - (A_dof -1)←֓

,4*2+1+4* Ne_DVR *(i-1)) = -k_A_1;

end

%% Global Matrices

Mg(length(Mg)+1: length(Mg)+A_DVR_counter*A_dof ,length(Mg←֓

)+1: length(Mg)+A_DVR_counter*A_dof) = 0;

Kg(length(Kg)+1: length(Kg)+A_DVR_counter*A_dof ,length(Kg←֓

)+1: length(Kg)+A_DVR_counter*A_dof) = 0;

%% Free -Free Boundary

M_Global = Mg+M_DVR;

K_Global = Kg+K_DVR;

[u_Global_free ,Dfe_Global_free] = eig(K_Global ,M_Global)←֓

;

fn_Global_free = sqrt(diag(abs(Dfe_Global_free)))./(2* pi←֓

);

%% FRF of AAA Meta -strcuture

w = linspace (0 ,250 ,500) *2*pi;
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L = 10;

N = zeros(1,length(M_Global) -1);

D = [N L]';

parfor j = 1: length(w)

s = 1*sqrt(-1)*w(j);

H(:,j) = s*pinv(s^2* M_Global + K_Global)*D;

end

figure (1)

plot(w./(2* pi) ,20* log10(abs(H(293 ,:))))

xlabel('Frequency [Hz]');

ylabel('Mag [dB ref: 1 m/s/V]');

title('FRF')

grid on
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