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Abstract 

Aerosols are particles suspended in the atmosphere; they are emitted during natural 

phenomena such as dust storms, wildfires, and volcanic eruptions, and during 

anthropogenic activities like household wood burning, vehicles operations, and industrial 

productions, or they can form in the atmosphere from gas to particle partition. Aerosols 

impact earth’s weather and climate by absorbing and scattering the incoming solar and the 

outgoing earth thermal radiation and interacting with clouds. The optical properties of 

aerosols evolve as the chemical and physical properties vary during their residence in the 

atmosphere. In addition, the aerosols’ properties strongly depend on the vertical 

distribution in the atmosphere. Due to the dynamic and heterogenous nature of the aerosol 

properties, their optical characteristics are still highly uncertain and hence, it is essential to 

quantify their ability to absorb and scatter light. To address this knowledge gap, we studied 

atmospheric particles in three different regions of the world with different environmental 

conditions and particle compositions. 

To investigate the details of aerosols as a function of height, we studied how their optical 

properties vary vertically using a tethered balloon system at the U.S. Department of Energy 

Atmospheric Radiation Measurement Southern Great Plains site in Oklahoma. We also 

estimated the top of the atmosphere radiative forcing using Lorentz-Mie simulations and 

the Santa Barbara Disort Atmospheric Radiative Transfer (SBDART) model. In a second 

study, we collected aerosol samples at a mountaintop site in Italy to study aerosols 

transported over long ranges. In the samples, we found an abundance of tar balls which are 

a kind of particles often detected in biomass-burning plumes (e.g., wildfire smoke). Tar 

balls absorb light at shorter wavelengths falling within the particle category often referred 

to as brown carbon; however, the reported complex refractive indices in the literature are 

highly variable. Therefore, we estimated the refractive index (RI) and optical properties of 

single tar balls using electron energy loss spectroscopy. We also estimated their radiative 

forcing to understand their potential impacts on climate and weather systems. In a third 

study on aerosol processing in haze conditions, we used microscopy and mass spectrometry 

techniques to observe the abundance of organosulfates formed through multiphase 

chemical reactions between organic and sulfate particles collected in the Indo-Gangetic 



xiv 

region. The formation of organosulfates was recently shown to increase the light absorption 

by organic particles in the ultraviolet and visible spectral range. Finally, we classified 

aerosols based on their chemical composition and phase state which also affect the aerosol 

optical properties in complex manners. 

My thesis discusses the chemical, physical, and optical properties of atmospheric aerosols 

providing data that can be used in climate and weather models to reduce uncertainties and 

enhance their predictability skills.    
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1 Introduction 

Aerosols are particles suspended in the atmosphere after being emitted from various natural 

and anthropogenic sources such as wildfires, industrial activities, sea sprays, or that they 

form in the atmosphere from gas condensation. They impact climate by altering Earth’s 

radiation balance through absorbing and scattering incident solar as well as outgoing 

Earth’s radiation and by interacting with clouds. The light absorption and scattering by 

aerosols depend on the mixing state of individual particles and their phase state. This 

dissertation focuses on the optical (scattering, absorption, etc.) and, physical (phase state) 

properties, and chemical composition of aerosols collected from three different 

geographical locations and discusses the impacts on the climate by calculating their 

radiative forcing.  

1.1 Research motivation 

The magnitude of light absorption and scattering by aerosols depend on several factors 

such as chemical composition 1, atmospheric aging due to their residence time in the 

atmosphere 2, size 3, and shape 4. Radiative forcing (RF) values are used to quantify the 

perturbations in the net flux of energy in the climate system due to anthropogenic activities 

and natural factors. The RF depends on the aerosol properties as well as the albedo of the 

surface underneath and the presence of clouds. Aerosol properties that affect the RF are (1) 

single scattering albedo (SSA, the ratio of light scattering to the total extinction equal to 

scattering plus absorption), (2) the hemispheric upscatter fraction, often approximated with 

the asymmetry parameter g (that provide a measure of how much light is scattered back to 

space vs. what is scattered toward Earth), in addition to the vertical distribution of the 

aerosol concentration 5-8. Aerosols that mostly absorb light, such as black carbon (BC) 

emitted from wildfires and household cooking can have a positive RF 9-11 and can warm 

the climate whereas aerosols that do not absorb or absorb very weakly,  such as sulfates 

have a negative RF 10, 12 and cools the climate. RF values of spherically symmetric aerosols 

are determined using the size distribution and refractive index. The chemical composition 

of aerosols determines the water uptake of aerosols which in turn affects the refractive 

index and their optical properties. 
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Depending on the source, aerosols have different chemical compositions. For instance, 

aerosols emitted from wildfires are composed primarily of organic material and, BC or 

elemental carbon (EC) with small fractions of sulfates, nitrate, ammonium, chlorine, and 

mineral dust 13 ; whereas sea sprays will generate aerosols rich in sea salt and smaller 

fractions of biological aerosols 14. As the particles are transported in the atmosphere they 

mix and undergo chemical reactions with each other and low-volatility gaseous species 

changing their chemical composition, physical and optical properties 15, 16. Although, a 

major fraction of aerosols is present within the boundary layer, aerosols also reach higher 

altitudes due to convection 17, topography 18, volcanic eruptions 19, wildfires 20, etc. Large 

wildfire events can transport aerosol plumes to even higher altitudes into the free 

troposphere or even to the lower stratosphere by pyroconvection 21-24. The plumes are 

transported in the atmosphere for several days (up to two weeks) reaching distant places 

around the globe and different heights 25, 26.  

The vertical variability of aerosols is determined by several environmental factors. In a 

recent study, Lei et al. 2021 observed four different types of vertical profiles of aerosols 

over an urban environment: Type 1 showed a uniform distribution of PM2.5 with minimal 

vertical variability associated with strong vertical convection and a relatively large 

temperature lapse rate, Type 2 had elevated concentration of aerosols at higher altitudes 

due to temperature inversions and changes in wind direction, Type 3 showed decreasing 

trends in aerosol concentration with height which occurred during clean periods with high 

mixed layer height further indicating that convection and dilution are the main drivers of 

vertical changes, and Type 4 was characterized by a significant drop in the aerosol 

concentration at specific heights during haze events, often due to cleaning events of 

aerosols caused by changes in wind direction associated with drop in relative humidity 

(from 75% to 30%) when different air masses overlapped and formed a strong temperature 

inversion 27. 

Differences in the aerosol composition and concentration with respect to altitude also lead 

to changes in the optical properties of the aerosol column altering the RF values. In a recent 

study by Li et al. 2022 28, they observed an increase in SSA with altitude even though the 
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scattering coefficient decreased by 17% linearly up to a height of 240 m from the ground. 

They attributed this trend to an increased fraction of secondary inorganic aerosols at higher 

altitudes. Similarly in a different profile, they also observed a slight decrease in SSA 

despite an increase in nitrate concentrations due to a decrease in scattering from sulfate and 

an increase in absorbing BC and brown carbon (BrC) concentrations 28. In another study 

by Sun et al. 2015 29 , they observed variations in sulfate and nitrate composition between 

different profiles from the ground up to 260 meters. Interestingly, they observed a rapid 

decrease in sulfate and nitrate within one hour at 260 m altitude whereas the cleaning 

process due to change in wind direction at the ground took approximately 3 hours. A strong 

temperature inversion below 50 m associated with higher relative humidity (RH) and lower 

wind speed led to the formation of a stable layer below 50 m causing the observed delay in 

the cleaning of air pollutants at the ground due to change in wind direction 29. Hence, 

depending on meteorological parameters and chemical compositions, the optical properties 

of aerosols are typically different at different altitudes. 

In addition to affecting the vertical distribution of aerosols by pyroconvection, wildfires 

impact climate, visibility, and atmospheric chemistry by emitting large amounts of trace 

gases and aerosol species 30-32. Organic aerosols and BC are major constituents emitted 

during wildfires 33, 34. A type of light absorbing organic aerosol, commonly referred to as 

brown carbon (BrC), is also an important contributor to the aerosol RF 35. Previous studies 

have shown that including the absorption of BrC in climate models can improve the 

accuracy of the assessment of aerosol climatic effects 36-38. On the contrary to purely 

scattering organic aerosols, the absorption by BrC can induce a warming effect, for 

example, Fang et al. reported a RF by BrC of 0.11 Wm-2 at the top of the atmosphere 39.   

One major cause for the uncertainty in determining the impact of BrC is the lack of 

understanding in the relationship between emission sources and optical properties 40. The 

wavelength dependence of the optical parameters of BrC is often approximated by  a power 

law relationship as 41: 

𝑀𝐴𝐸 = 𝐶. 𝜆−𝐴𝐴𝐸  
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Where, the mass absorption efficiency (MAE, the ratio of the absorption cross section to 

the mass of a particle) is measured in cm2g-1, 𝐶 is a constant, AAE is absorption Ångstrӧm 

exponent 42, 43. A previous study by Martinsson et al. 2015 reported that the AAE value for 

BC emitted from fossil fuel combustion is about 1 which indicates that the wavelength 

dependence of MAC is weak as compared to that of BrC emitted from incomplete biomass 

burning which has a wider range for AAE from 1 to 3 44. Secondary BrC is produced from 

aging of BrC due to rapid photobleaching 45, 46. Photobleaching alters the absorption 

characteristics of BrC aerosols and has a notable impact on the radiative forcing of the 

atmosphere 47. Furthermore, secondary BrC formed from the photo-oxidation of biomass 

burning emissions has AAE value ranging from 3 to 7 48 which shows that the AAE value 

is closely related to the source. The variation in molecular composition of BrC under 

different burning conditions, are influenced by factors such as combustion temperature, 

oxygen content, and relative humidity 49, along with the mixing state of secondary BrC and 

can lead to changes in the amount of radiation absorbed 42, 50, 51. 

The phase characteristics of BrC particles vary from low viscosity or liquid like to high 

viscosity or solid like particles such as tarballs (TBs) 52, 53. TBs are identified through 

electron microscopy due to their spherical, amorphous nature with high resistance to the 

electron beam 54, 55. TBs are formed during smoldering phase of combustion 54. Previous 

research indicates that the proportion of TBs in freshly emitted smoke is approximately 

15% increasing to around 80% in aged plumes 56. The mechanism leading to TBs formation 

are not well understood, but a recent study revealed that low viscosity organic aerosols 

transform into TBs within a few hours of emission due to the addition of O- and N- 

containing compounds such as carboxylic acids and other organonitrate compounds 57. 

Moreover, the imaginary part of the refractive index reported from previous studies for 

TBs ranges from 0.002 at 532 nm 58 to 0.27 at 550 nm 59. The reported variability of about 

10 times in the imaginary RI of TBs impacts the retrieved RF values of TBs at different 

locations.  

When inorganic sulfates are coated by organic shells, the shell can modulate the 

hygroscopicity of the particles which also significantly impacts their optical properties, RF, 
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reactivity and lifetime 60. Solar radiation can also modify the viscosity of the organic 

aerosol 61 impacting its ability to form cloud condensation nuclei 62 and ice nuclei 63. The 

viscosity of organic aerosol determines its growth rate and evaporation 64-66. Organic 

aerosols with low viscosity will grow with increase in relative humidity whereas, highly 

viscous particles will have slow diffusion rates of pollutants 67. High relative humidity 

plays a key role in the formation of a type of BrC called organosulfates (OS) 68, 69. 

OS are formed through the mixing of biogenic and anthropogenic aerosols through 

multiphase reactions with organic compounds and acidic sulfate particles 70. Organic 

sulfate containing compounds along with inorganic sulfates impact the physicochemical 

processes that the aerosols undergo in the atmosphere 70-72. Depending on the organic 

fraction, it was observed that the errors in estimating the aerosol SSA ranged from 0.6% 

for higher organic mass fraction (45 to 65%) to 6% for lower organic mass fraction (less 

than 45%) when assuming a constant hygroscopic parameter 73. A reason for the impact on 

the optical properties of organic and inorganic mixed aerosols is phase separation. When 

there is a core shell morphology, the light scattering at the liquid-liquid boundary leads to 

changes in the optical properties 74.  Li et al. 2021 reported that in their study particle with 

equivalent sphere diameter greater than 100 nm have a secondary inorganic aerosol core 

with organic coating 75. However, only a few studies have reported phase separation 

observed in ambient samples 75.  

1.2 Research objectives 

The objectives of this dissertation are to improve our understanding of the physical, 

chemical, and optical properties of atmospheric aerosols with a focus on light absorbing 

aerosols. We will discuss three studies on the physical, chemical, and optical properties of 

aerosols collected from three different locations. The data such as refractive index, 

radiative forcing and phase of internally mixed aerosols studied will help to improve 

climate and weather models. With these goals in mind, here we investigate the following 

topics: 

1. Vertical profiles of absorbing particles measured using a tethered balloon system 

in the Southern Great Plains site of the Department of Energy Atmospheric 
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Radiation Measurement (ARM) program. We also link the observed optical 

parameters with the chemical composition of the samples determined by computer-

controlled scanning electron microscopy. Finally, radiative forcing values are 

estimated to show the effect of chemical composition and physical properties of the 

aerosols in impacting the climate. 

2. Optical properties of a type of highly viscous BrC aerosols known as tar balls that 

were collected from the free troposphere. In this study we used electron energy loss 

spectroscopy to estimate the refractive index of tar balls. We also compared the 

refractive index values from our study to previously reported values and highlight 

and discuss the effects of the large differences in the reported imaginary refractive 

index. Using values of refractive indices of tar balls from three different studies in 

the literature (including ours), we calculate the radiative forcing, we calculate the 

radiative forcing and highlight the need for further research to accurately estimate 

the impact of these aerosols on climate. 

3. To study the haze processing of aerosols during wintertime in the Indo-Gangetic 

Plain, we investigate the impact of the mixing of inorganic aerosols with organic 

material in high humid conditions. We observed phase separation of aerosols during 

high humidity periods and its impact on the viscosity of aerosols, which is a key 

parameter to understanding the optical properties of these core-shell mixed 

particles. We also identified organosulfates and determined their molecular 

formulae using mass spectrometry. 
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2 Vertical Profiles of Absorbing Aerosols Containing 
Particles Collected from the Southern Great Plains 
ARM Site 

 

2.1 Abstract 

Absorbing aerosols such as black carbon (BC) affect climate directly by efficiently 

absorbing solar radiation and indirectly by serving as cloud 1 and ice nuclei 2 as well as by 

altering surface albedo 3. However, the light-absorption properties are highly variable with 

respect to altitude due to changes in concentrations, physiochemical properties, 

morphology, and mixing state, leading to large uncertainties in radiative forcing 

calculations 4. In this study, we focus on the analysis of the vertical distribution of 

absorbing aerosols including their single particle mixing state using measurements and 

samples collected at the Atmospheric Radiation Measurement (ARM) Southern Great 

Plains (SGP) site 5. Data and samples were collected during February and April 2022 by 

deploying instruments onboard an ARM tethered balloon system (TBS). On the TBS, we 

deployed a micro-aethalometer (MA200) to monitor the BC concentration at different 

altitudes, a condensation particle counter (CPC) for total particle concentration 

measurement, and a Portable Optical Particle Spectrometer (POPS, Handix scientific) to 

monitor the size distribution of the particles. We also deployed an automated Size and 

Time-resolved Aerosol Collector (STAC) to collect particles at different altitudes. Single 

particle measurements using multi-modal microscopy and spectroscopy techniques showed 

abundance of carbonaceous and sulfate particles during different events.  We used the size 

distribution and particle concentration measurements from POPS and CPC and the MA200 

to estimate the scattering and absorption coefficients at different altitudes. Then we 

calculated the top of the atmosphere radiative forcing using the Santa Barbara DISORT 

Atmospheric Radiative Transfer (SBDART) model 6. This study improves our 

understanding of the mixing states at different altitudes of absorbing aerosols and their 

radiative forcing. 
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2.2 Introduction 

Aerosols absorb and scatter incoming solar radiation affecting climate by warming or 

cooling the atmosphere 7, 8. Aerosols that could contribute towards warming such as black 

carbon, dust, and brown carbon have a positive radiative forcing (RF) whereas sulfates, a 

few types of organics etc. contribute towards cooling the atmosphere and have a negative 

RF 9. The warming and cooling effects of aerosols impact the thermal structure of the 

atmosphere and regional circulation systems 7. 

Among other factors, the vertical distribution of the aerosol properties determines the net 

warming and cooling effect. In addition, the vertical variability of physical, chemical, and 

optical properties of aerosols is still poorly known which humper our understanding of 

their complex climate effects 10. In addition, the vertical distribution of aerosols impact 

turbulence, convection and clouds by changing the stability and thermal structure of the 

atmosphere, which also affect regional climate and precipitation 11, 12. . Liu et al. 2019, 

showed large variations in the sulfate to nitrate ratio and secondary organic aerosol to 

primary organic aerosol ratio with respect to altitude in China 13. The radiative forcing of 

sulfate aerosols reported in the fifth assessment report of the IPCC ranges from -0.6 Wm-2 

to -0.2 Wm-2 14. Whereas, for organic aerosols it ranges from -0.27 Wm-2 to 0.2 Wm-2. 

Whereas, for organic aerosols it ranges from -0.27 Wm-2 to 0.2 Wm-2. The uncertainty in 

the radiative forcing of these aerosols are due to limited knowledge in total atmospheric 

concentration, vertical distribution of the aerosol properties, and the treatment of relative 

humidity effects 15. Hence, vertical measurements are essential to study the effect of 

aerosols on the climate 16, 17.  

Different methods can be used to measure vertical profiles of atmospheric properties, 

including tethered balloons 18, unmanned aerial vehicles 16, lidars 19, aircrafts 20, towers 21, 

and sunphotometers 22. Tethered balloon systems allow for continuous long-term 

measurements of physical, chemical, and optical properties of aerosols 23 ; however, 

payload limitations only allows for compact light weight instruments such as condensation 

particle counters, optical particle spectrometers, and microaethalometers 18.  
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We deployed a tethered balloon system (TBS) at the ARM Southern Great Plains site in 

Oklahoma. Here we present an analysis of data from three days. On the TBS we flew a 

CPC for total particle concentrations, a POPS to measure the particle size distribution, two 

aethalometers to measure the absorption coefficient, and a STAC to collect aerosol samples 

at different altitudes. 

Due to payload constraints, there were no direct scattering measurements on board the 

TBS. Several previous TBS studies estimated scattering by applying Lorenz-Mie theory 

using the size distribution from an optical particle sizer while assuming negligible 

absorption 24-27. However, Liu et al. 2000 showed that using the refractive index (RI) of 

latex spheres, that are typically used for optical particle sizers calibration, results in 

inaccurate size distribution measurements due to the fact that the latex spheres RI is higher 

than the RI of typical ambient aerosols 28. To correct this issue, Liu et al. 2000 developed 

an algorithm by using a lower real part of the RI than that of PSL spheres to match the real 

RI of ambient samples 28. In our study, we took an alternative approach, we used the real 

part of the RI of PSL (used for the instrument calibration) but employed the absorption 

coefficient measured by the microaethalometer to estimate a non-zero imaginary RI 

compensating for the underestimation of the size distribution due to absorption. Hence, 

using Lorenz-Mie theory and the estimated complex RI, we calculated the vertical 

distribution of optical properties such as the aerosol optical depth (AOD), the single 

scattering albedo (SSA), and the asymmetry factor (g). Then we used these parameters to 

calculate the top of the atmosphere RF (TOA RF) using SBDART. 

2.3 Experimental Section and Methods 

2.3.1 Sampling method 

A TBS was used for sampling the vertical profile of aerosols at the ARM SGP site. The 

TBS consists of a balloon filled with helium, a tether, a winch system, and sensors/samplers 

29. The ARM SGP site has three facilities: the central facility (C1, 36.607 °N and 97.487 

°W), and multiple extended facilities such as E13 (36.604 °N and 97.485°W) and E14 

(36.605 °N and 97.487°W) that cover a 160 acres with cattle pasture and wheat fields 30. 

For this study the TBS was operated at the central facility (C1). During each deployment, 
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the TBS ascends with the payload to reach certain altitudes of interest (below ~2000 m); 

then, at the end, it descends to the surface. The maximum payload weight that the TBS can 

handle varies from 10 to 25 Kg 30. Samples were collected for three days: 25 February 

2022, 18 April 2022, and 16 October 2022. 

2.3.2 Instrumentation   

The TBS carries a set of meteorological sensors such as InterMet iMet -1-RSB radiosondes, 

used to measure pressure in the range 2 to 1070 hPa with a resolution less than 0.01 and 

accuracy of ± 0.5, temperature in the range -95°C to 50°C with a resolution and accuracy 

of less than 0.01°C and ±0.2 °C respectively, relative humidity with a resolution less than 

0.1% and accuracy ±5%, GPS altitude above mean sea level in the range from 0 to more 

than 30 km with an accuracy of ±15 meters, GPS wind velocity (m/s) with an accuracy of 

± 1 m/s and GPS position (m) with an accuracy of ± 10 m 29. The total particle 

concentrations were measured with a condensation particle counter (CPC – TSI model 

3007) with a minimum size of 10 nm at a flow rate of 1.0 lpm over a concentration range 

from 0 to 104 #/cc 31 with an uncertainty of ± 20%. The size distribution of particles larger 

than 140 nm was measured using a 3D printed Handix portable optical particle 

spectrometer (POPS) that uses a laser with a wavelength of 405 nm to detect particles from 

140 nm to 3.0 μm in optical diameter with a maximum particle concentration of 1250 #/cc 

29. POPS determines the size of a particle by measuring the scattering intensity for a 

collection angle of 38° to 142° 32. The uncertainty in the estimation of size distribution by 

POPS is ±10% for a concentration of less than 1000 #/cc 32. The light absorbing aerosol 

mass concentrations were measured with a filter-based microaethalometer (microAeth 

MA200) operating in single spot mode. The instrument was operating at 5 different 

wavelengths (880 nm, 625nm, 528nm, 470nm and 375nm). MA200 is equipped with 

miniature cartridges with 15 sampling locations that have PTFE filter material for 

collecting a 3 mm sample spot. The instrument advances the filter automatically when 

required by a fixed transmission threshold 33. Aerosol samples were collected using a 

lightweight (7.5 kg) size and time resolved aerosol collector (STAC) platform loaded with 

an array of 4-stage cascade impactors. Particles were collected on different substrates (Ex: 

carbon B-films, carbon lacey and silicon nitride) for multi modal offline analysis to study 
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the particles’ chemical composition, phase, mixing state, and morphology. The STAC 

platform pulls the sample using a 3 LPM pump and controls solenoid latched valves using 

a single board computer (Model X86 II ULTRA, UDOO) with an Arduino Leonardo 

powered by a 76 W h, 21.8 V Li-ion battery 23. 

For our analysis, we also used ground-based measurements. Instruments used at the ground 

a TSI model 3653 nephelometer that measures scattering at three wavelengths: 450 nm, 

500 nm, and 700 nm 34.The relative humidity inside the nephelometer was set to 40% to 

maintain a dry condition and avoid hygroscopic growth 35. The absorption coefficient was 

measured at three wavelengths (470 nm, 528 nm, and 660 nm) using a Radiance Research 

particle soot absorption photometer after calibrating and quality control process using the 

method developed by Anderson et al. (1999) 36. 

2.3.3 Aethalometer correction 

 The BC mass concentration (𝑚𝐵𝐶) by the MA200 when operated in single spot mode is 

calculated by the MA200 software using the following equation: 

𝑚𝐵𝐶 =
𝜕𝐴𝑇𝑁

𝜕𝑡
×

𝐴

𝑉
×

1

𝑀𝐴𝐶𝐵𝐶,𝐴𝑒𝑡ℎ
            (1) 

Where the attenuation (ATN) is the optical attenuation due to aerosol deposited on the 

sample spot which is measured using a reference portion of the filter with no aerosols. 
𝜕𝐴𝑇𝑁

𝜕𝑡
  

= ATN (t) – ATN (t - ∆t) is the change of ATN for a time ∆t. A is the area of the spot 

(7.07x10-6 m2) and V is the total volume of aerosol that passes through the filter during 

each collection time calculated as: flow rate (set at 150 ml/min) times the collection time. 

𝑀𝐴𝐶𝐵𝐶,𝐴𝑒𝑡ℎ is the mass absorption cross section (Table 2-1). The absorption coefficient 

𝑏𝑎𝑏𝑠 is calculated as: 

𝑏𝑎𝑏𝑠 =  
𝑚𝐵𝐶 × 𝑀𝐴𝐶𝐵𝐶,𝐴𝑒𝑡ℎ

𝐶
                     (2) 

Where C is a correction factor accounting for the optical enhancement due to multiple 

scattering on the filter. For C, we used a constant value of 2.98 ± 0.05 37, 38. The total 

uncertainty reported by previous studies for an aethalometer due to increasing filter 
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loading, sample flow rate, filter spot area and detector response is 10% 39-41. Hence, we 

propagate the uncertainty in the absorption calculation. 

Table 2-1: Mass absorption cross section values for different wavelengths 42 

Color Wavelength (nm) MACBC, Aeth (m
2/g) 

IR 880 10.1 

Red 625 14.9 

Green 528 17.0 

Blue 470 19.1 

UV 375 24.1 

 

An optimized noise reduction averaging (ONA) was done to reduce the erroneous 

estimation of BC concentration by extending the effective sampling time so that there is 

sufficient ATN. We used the ONA noise reduction algorithm tool that is available at the 

Aethlabs website 42. The effective time base is determined using a user defined threshold 

on the change in the ATN value, which in our case was ∆ATN =0.01. For ∆ATN > 0.01, 

the ONA reduction resulted in a very smooth curve which could hide some information 

about the vertical trends of aerosol properties.  Hence, the effective time base is longer for 

low concentrations and shorter for high concentrations 43. 

2.3.4 Estimating Scattering 

The scattering coefficient was estimated using the PyMieScatt 44 Python package that uses 

Lorenz-Mie theory and the Bohren and Hoffman algorithm 45. We used the Mie_SD () 

function for polydisperse size distributions of homogeneous spheres. The inputs for the 

function are: (a) the complex refractive index of the particles, (b) the wavelength of the 

incident light in nm, (c) the diameter bin midpoints of the size distribution in nm, (d) the 

number concentration of size distribution bins in number of particles per cubic cm, and (e) 

the refractive index of the surrounding medium (in our case air, with m=1.00 + 0i). 
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However, the complex refractive index m = n + ki, of the specific ambient particles 

measured during our study is unknown. Hence, we used the size distribution from POPS 

and absorption coefficient from MA200 to improve our estimate of the scattering using 

PyMieScatt. The POPS is calibrated using polystyrene latex (PSL) spheres with a refractive 

index of 1.65 + 0i at 405 nm 32. Hence, the size distribution from the POPS can be 

underestimated or overestimated for ambient particles since the refractive index of PSL 

spheres is different from the refractive index of ambient aerosols, especially in terms of the 

imaginary part, k, which is non-zero when absorbing aerosols are present. Thus, to account 

for the absorption of the ambient particles we varied the k value keeping the n constant at 

1.65 until the absorption coefficient from PyMieScatt matched the measured absorption 

coefficient to the second decimal place. Finally, we estimated the scattering coefficient 

using PyMieScatt as well. The flow chart of the method used is shown in figure 2-1.  

          

 

Figure 2-1: Flow chart showing the procedure for estimating scattering by using size 

distribution from POPS and ambient absorption coefficient measurement from MA200. 

To test the goodness of the approach we compared the scattering measurements using a 

nephelometer at the ground site with the scattering estimated from our method during the 

periods of the flights when the TBS was loitering near the ground (within 10 to 50 m) 

(Figure 2-2). We see a good correlation between measured scattering coefficients (Figure 

2-3). Only for 23 Feb, we used the measured absorption coefficient from the PSAP for 3 
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wavelengths (450 nm, 550 nm, and 700 nm) (as the Aethalometer data were noisy) and the 

size distribution from the POPS to estimate the scattering.  

As a further measure of the goodness of the approach, we computed the scattering 

Ångstrӧm exponent (SAE). The SAE quantifies the wavelength dependence of scattering 

using a power-law fit and it mostly depends on the particle size distributions. From 

PyMieScatt on 23 Feb the calculated SAE is 1.60 and from the ground nephelometer is 

1.79 giving a deviation of 11%. Also for 18 Apri, we see a good correlation with SAE from 

PyMieScatt equal to 2.42 and from Nephelometer equal to 2.72 with again an 11% 

deviation. Similarly, for 16 October the PyMieScatt SAE was 1.58 while that calculated 

from the nephelometer was 1.79 with again a deviation of about 11%. 

 

Figure 2-2: Comparison between the scattering measured using a nephelometer at the 

ground and the estimated scattering from PyMieScatt. 
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Figure 2-3: Comparison between the scattering measured using a nephelometer at the 

ground and the estimated scattering from PyMieScatt. 

2.3.5 Chemical Composition 

We determined the elemental composition and morphology of the particles for two samples 

one collected on 25 February and one on 18 April using computer-controlled scanning 

electron microscopy with energy dispersed X-ray analysis (CCSEM/EDX) 46. An 

Environmental scanning electron microscope (FEI Quanta) was used to analyze the 

samples. The microscope uses an EDAX X-ray spectrometer with a Si (Li) detector with 

an active area of 10 mm2 and an ATW2 window. The X-ray spectra acquired using the 

EDAX detector provided the elemental composition of the particles in the samples. The 

CCSEM/EDX was operated with a beam current of 500 pA and an accelerating voltage of 

20 kV. Based on the elemental composition obtained from CCSEM/EDX, particles were 

classified into ten groups such as Na-rich, Na-rich sulfates, Si-rich sulfates, Carbonaceous 

sulfates, K-rich sulfates, Carbonaceous particles, Carbonaceous coated dust, Sulfate coated 

dust, Dust, and Others 47. At least 1000 particles from each sample were analyzed.  
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2.3.6 Radiative Forcing  

We estimated the TOA RF using the SBDART model which requires as aerosol inputs the 

SSA, asymmetry parameter (g), aerosol optical depth (AOD) and the elevation of the 

aerosol layer. g is the cosine-weighted average of the scattering phase function and 

theoretically ranges from -1 for perfect backwards scattering and +1 for complete forward 

scattering; in the atmosphere, g is typically positive and depends on the particles size. The 

SSA is the ratio of the scattering coefficient to the total extinction coefficient and ranges 

between 0 and 1, with 0 being for an ideal perfect absorber and 1 being the SSA value for 

a non-absorbing particle population. We calculated the SSA using the estimated scattering 

coefficient and the measured absorption coefficient along the profile. AOD was calculated 

integrating the extinction profile over the thickness of the aerosol layer as the entire profile 

altitude change. The instantaneous upwelling (F↑) and downwelling (F↓) radiation fluxes 

were calculated using SBDART for a wavelength range from 0.2 to 3μm. These 

instantaneous fluxes were averaged for 24 hours to calculate the TOA RF of the aerosols 

within the layer probed by the TBS using the following equation: 

RFno_aerosol = F↓
no_aerosol - F

↑
no_aerosol                  

RFtotal = F↓
total - F

↑
total                                                                                                   

TOA RFaerosol = RFtotal - RFno_aerosol                                                                                                                    

Where F↓
no_aerosol and F↑

no_aerosol are the averaged (for 24 hours) downwelling and upwelling 

radiation fluxes for the case of no aerosol (i.e., clear sky), and F↓
total and F↑

total are the 

upwelling and downwelling radiation fluxes including an aerosol layer of thickness equal 

to the difference between the minimum and the maximum altitude of each flight.  

2.4 Results and Discussion 

2.4.1 Meteorological parameters, particle, and BC 
concentrations 

The three profiles reported in this study were collected on 25 February, 18 April, and 16 

October 2022 during different season of the year, winter, spring and fall respectively and 

hence there is significant variability in the meteorological parameters such as potential 
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temperature, and relative humidity (Figure 2-4). The potential temperature ranged from -5 

°C to -2 °C on 25 Feb which gradually increased from ground to the maximum altitude of 

the profile (~ 700 m) indicating a stable atmosphere. On 18 April, the potential temperature 

remained constant at about 18 °C (up to the maximum altitude of ~500 m) with slight drop 

of ~ 0.5 °C around 300 m altitude leading to a moderately unstable condition with slight 

mixing. On 16 Oct we find a similar trend as on 25 Feb of the potential temperature 

increasing gradually from 19 °C to 21 °C to the maximum height of the flight (~ 300 m).  

 

Figure 2-4: Flight profiles as a function of time for three days: 25 Feb 2022, 18 April 

2022, and 16 Oct 2022. The potential temperature (°C) is indicated by the fill color of the 

markers, while the relative humidity (%) is indicated by the color of the markers’ 

borderline. 

The relative humidity was high on 25 Feb ranging from 40% to 70%. The driest day was 

18 April with low relative humidity ranging from 18% to 24%. Whereas, on 16 Oct the 

relative humidity was moderate ranging from 32% to 50%.  

The BC concentrations measured using the MA200 at the 375 nm wavelength (Figure 2-

5(a)) were about 1.4 μgm-3 on 18 April with a sudden drop to ~ 0.8 μgm-3 at 300 m altitude. 

However, on 25 Feb and 16 Oct the BC concentrations were steady with respect to altitude 

with values ranging from ~ 0.1 to 0.2 μgm-3 and from ~ 0.3 to 0.5 μgm-3, respectively.  
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The profiles that we discuss in this study are the descent portions of the flights that started 

from maximum height. For instance, on 25 Feb the maximum height was attained for the 

profile at 19:19 hrs. and the descent continued from then till 19:58 hrs., on 18 April the 

maximum height was reached at 23:30 hrs to 23:40 hrs. and on 16 October, the maximum 

height was reached at 15:41 hrs. and the descent continued till 15:54 hrs. The total particle 

concentration measured by the CPC on 25 Feb was the lowest (~2200 particles/cc on 

average) and there was only a slight variation with respect to altitude. The high relative 

humidity could have enhanced the chance for the growth of particle diameter through 

condensation or due to change in chemical composition through aqueous phase reaction 

because the chemical equilibria depend on the amount of absorbed water resulting in low 

particle concentration 48. Whereas on the day with the lowest relative humidity (18 April) 

the CPC concentrations were the highest (~5500 particles/cc) among the 3 days (Figure 2-

5(b)).  
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Figure 2-5: (a) Black carbon concentration was the highest on 18 April and the lowest on 

25 February. (b) The total particle concentrations measured by the CPC measurement also 

exhibits a maximum of ~5500 #/cc on 18 April. The lowest concentrations were recorded 

on 25 February with ~2500 #/cc. The shaded bands represent ± 10% for BC concentration 

and ± 20% for CPC concentration. In the horizontal box plot above, the yellow line 

represents the median with the whiskers showing 1.5 times the interquartile range (colored 

box length). The colored regions show the lower and upper quartile, and the red dots are 

outliers (values greater than 1.5 times the interquartile range). 

2.4.2 Optical Properties 

The aerosol absorption coefficients for 4 wavelengths (375 nm, 470 nm, 528 nm, and 625 

nm) are plotted in figure 2-5. On 25 Feb, the absorption coefficients were in the range of 1 

to 3 Mm-1 at the ground which increased slightly to a range of 3 to 5 Mm-1 at about 700 m, 

were very low as compared to the other two days. Even though we observed a 26% decrease 

a) b) 
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in the total concentrations on 25 Feb with respect to the average total concentrations over 

the altitude in the Figure 2-5(b) from 600 m to 700 m, the decrease in the absorption 

coefficient with respect to the average over the same altitude was only ~ 2% indicating that 

the absorbing particles showed small variation throughout the 25 Feb. However, on 18 

April, the absorption coefficient showed the highest value among the other days ranging 

from 5 (at 375 nm) to 13 (625 nm) Mm-1 from ground to 350 m. Although, the total particle 

concentration from CPC showed only a 10% decrease at about 300 m altitude with respect 

to the average total particle concentration of the profile, we observed a 29% decrease in 

the BC concentration (Figure 2-5) and 26% decrease in the absorption coefficient with 

respect to the average absorption coefficient of the profile at 300 m altitude which could 

indicate that there were higher fraction of absorbing aerosols at 300 m altitude. On 16 Oct, 

even though the total particle concentrations from CPC (average: 2800 particles/cc) was 

closer to the values observed on 25 Feb (average: 2200 particles/cc), the absorption 

coefficients were higher and closer to the absorption coefficients observed on 18 Apr with 

values ranging from 5 to 10 Mm-1 which could indicate that there were higher fraction of 

absorbing aerosols on 16 Oct as compared to 25 Feb.  

The wavelength dependence of the absorption coefficients was small during the 25 Feb 

flight with an AAE of 1.27 indicating the presence of BC aerosols. However, on 18 April, 

there was a stronger wavelength dependence giving an AAE of 1.81 which indicates the 

presence of BrC aerosols. The absorption coefficient on 16 Oct also shows a moderately 

strong wavelength dependence with an AAE value of 1.54 indicating some presence of 

BrC. 
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Figure 2-6: Absorption coefficients at 4 wavelengths (375 nm, 470 nm, 528 nm, and 625 

nm) for 25 February, 18 April, and 16 October. The shaded region shows the error for 

absorption coefficients of ± 10% due to uncertainty in the Aethalometer measurements. 

From Figure 2-7 we can see that the Scattering coefficients at 375 nm on 25 Feb had only 

slight variations from 36 to 40 Mm-1 below 700 m of altitude with a sharp decrease to about 

25 Mm-1 (32% decrease) above. Hence, the 32% decrease in scattering coefficient 

corresponding to 26% decrease in total particle concentration (Figure 2-5 (b)) around 700 

m altitude indicates that 25 Feb consists of aerosols that are mostly scattering. However, 

18 April shows slightly larger scattering coefficients in the range from 30 to 51 Mm-1 from 

the ground up to an altitude of 400 m. While the absorption coefficients show a 26% drop 

at 300 m altitude, the scattering coefficients also drop by a significant fraction of 33% with 

the SSA value dropping to 0.72 at ~ 300 m altitude further showing the evidence for the 

presence of aerosols that are strongly absorbing. Similarly, on 16 October the SSA values 

range from 0.75 to 0.81 which is higher than the values reported on 25 Feb (0.85 to 0.93) 
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and similar to the range of SSA reported on 18 April (0.72 to 0.85) indicating the presence 

of strongly absorbing aerosols.  

 

Figure 2-7: Scattering coefficients (Scatt Coeff), absorption coefficients (Abs Coeff), 

asymmetry parameter values, and single scattering albedo values for 375 nm. The shaded 

region shows the uncertainty range estimated by accounting for the 10% error in the 

measurement from POPS and 10% error for the measurement from Aethalometer. 

The average g value (Figure 2-7) at 375 nm on 25 Feb and 18 April are the same equal to 

0.63 which is typical on a humid day at SGP 49. The ratio of the total particle concentrations 

to total POPS concentration on 25 Feb is 5 whereas, the ratio on 18 April is 7.7 which 

shows that the concentration of larger particles is higher on 25 Feb and 18 April. Hence, 

the asymmetry parameter on both days is same due to the presence of large sized particles 

on 25 Feb and 18 April. Similarly, the average g value is 0.67 on 16 Oct due to high 

humidity (~ 50%) 49 and lower CPC to POPS ratio of 6. 

2.4.3 Chemical composition 

The chemical composition estimated using the CCSEM on 25 Feb shows a high fraction 

of carbonaceous sulfates of about 80 to 90% by number for particles in the area equivalent 
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diameter range from 0.75 to 2 μm. For particles with size between 0.25 and 0.75 μm, the 

fraction of sulfates ranges from ~25% to 50%. The high humidity conditions on 25 Feb 

could have led to the dominant fraction of carbonaceous sulfates. Indeed, a recent study on 

the role of carbonaceous aerosols in the formation of sulfates showed that high humid 

conditions promote soot to catalyze sulfate production 50. The fraction of carbonaceous 

aerosols is 40 to 45% for smaller sized particles with diameter less than 0.75 μm and for 

larger particles above 0.75 μm the fraction of carbonaceous aerosols is less than 20%. We 

also observe a small fraction (less than 5%) of other sulfates such as Si-rich sulfates, K-

rich sulfates, and Na-rich sulfates. However, on 18 April the fraction of carbonaceous 

sulfates was only 10 to 20% with carbonaceous aerosols being the dominant species by a 

fraction of 40% for particles with area equivalent diameter ranging from 0.25 to 0.5 μm. 

Like for the case on 25 Feb, we observe only less than 5% of other types of aerosols such 

as Si-rich sulfates, K-rich sulfates, and sulfate coated dust.  

The high SSA values (average at 375 nm: 0.89) (Figure 2-6) observed on 25 Feb is probably 

related to the abundance of sulfate aerosols along with high relative humidity. Other types 

of aerosols that could lead to larger scattering such dust, and Na-rich particles were present 

in small fractions (less than 5). Conversely, the lower SSA values (average at 375 nm: 

0.79) measured on 18 April are consistent with the larger fraction of carbonaceous aerosols. 

From Figure 2-5 and 2-6, we also observe that there was high scattering and strong 

wavelength dependence in the absorption coefficient which indicates that most of the 

aerosols in the carbonaceous class could have been brown carbon. 
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Figure 2-8: Chemical composition of samples collected on 25 Feb and 18 April. 

2.5 Conclusions 

Our results show the impact of chemical composition of atmospheric aerosols on their 

optical properties. On 25 Feb, when there was high sulfate fraction, we observed high 

scattering and low absorption giving a higher SSA as compared to 18 April. A larger 

fraction of carbonaceous particles on 18 April resulted in lower SSA with strong 

absorption. Furthermore, the stronger wavelength dependence of the absorption 

coefficients gives us an indication of the significant presence of brown carbon aerosols.  

The aerosol TOA RF depends on the type of aerosols present in the atmosphere. For 

instance, sulfate aerosols have a cooling effect on the atmosphere with a reported TOA RF 

in the range from -0.6 to -0.2 Wm-2 with an average value of -0.4 Wm-2 14 globally. The 

average value of RF that we calculated for 25 Feb is -0.3 Wm-2 with an uncertainty range 

of (-0.2 to -0.4 Wm-2) with a surface albedo equal to that of vegetation (Figure 2-8) which 

is close to the global average value of sulfates reported in the fifth assessment report of 

IPCC 51. The global RF of secondary organic aerosols reported in the same report ranges 

from -0.27 to 0.2 Wm-2 with an average value of -0.03 Wm-2, in comparison, the average 
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RF we calculated for the 18 April was 0.08 Wm-2 with uncertainty range of 0.2 to -0.06 

Wm-2, for 16 Oct was -0.03 Wm-2 with an uncertainty range of 0.03 to -0.08 Wm-2. 

Although we did not have the single particle chemical composition for 16 Oct, the larger 

AAE of 1.57 could indicate contributions from brown carbon aerosols. Considering the 

role of atmospheric aerosols in determining the RF of the atmosphere, there needs to be 

more field studies to report the real time variability in the RF value with changing chemical 

composition. 

  

Figure 2-9: Top of the atmosphere RF values calculated using the retrieved optical 

parameters for the 3 days with vegetation as the surface type. 
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3 Optical Properties of Individual Tar Balls in the Free 
Troposphere 

3.1 Abstract 

Tar balls are brown carbonaceous particles, highly viscous, spherical, amorphous, and light 

absorbing. They are believed to form in a biomass burning smoke plumes during transport 

in the troposphere. Tar balls are believed to have a significant impact on the Earth’s 

radiative balance, but due to poorly characterized optical properties, this impact is highly 

uncertain. Here, we used two nighttime samples to investigate the chemical composition 

and optical properties of individual tar balls transported in the free troposphere to the 

Climate Observatory “Ottavio Vittori” on Mt. Cimone, Italy using multi-modal micro-

spectroscopy. In our two samples, tar balls contributed 50% of carbonaceous particles by 

number. Of those tar balls, 16% were inhomogeneously mixed with other constituents. 

Using electron energy loss spectroscopy, we retrieved the complex refractive index for a 

wavelength range from 200 to 1200 nm for both inhomogeneously and homogeneously 

mixed tar balls. We found no significant difference in the average refractive index of 

inhomogeneously and homogenously mixed tar balls (1.40 - 0.03i, and 1.36 - 0.03i at 550 

nm, respectively). Furthermore, we estimated the top of the atmosphere radiative forcing 

using the Santa Barbara DISORT Atmospheric Radiative Transfer model (SBDART) and 

found that a layer of only tar balls with an optical depth of 0.1 above vegetation would 

exert a positive radiative forcing ranging from 2.8 Wm-2 (on a clear sky day) to 9.5 Wm-2 

(when clouds are below the aerosol layer). Understanding the optical properties of tar balls 

can help reduce uncertainties associated with the contribution of biomass-burning aerosol 

in current climate models. 

3.2 Introduction 

About 88% by mass of carbonaceous aerosol1 present in the atmosphere is either directly 

emitted from biomass combustion or formed in biomass burning plumes, of which about 

80% is emitted from the smoldering phase 2. These carbonaceous aerosols are broadly 

classified as organic carbon (OC) and black carbon (BC). Bond et al. 1 estimated that the 

global annual emission of OC is 33.9 Tg/yr considering the emissions from fossil fuels, 
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biofuels, urban waste burning, and open biomass combustion (31 Tg/yr of OC is emitted 

just from biomass/biofuel combustion). While BC absorbs efficiently all visible and near 

infrared wavelengths, a type of OC, termed brown carbon (BrC), has a much steeper 

increase in absorption efficiency from the visible to the UV wavelength range. BrC is found 

to have varied compositions and phase states based on their source of formation in the 

atmosphere 3, 4. The phase properties of BrC particles range from the low viscosity of some 

secondary organic aerosols to the high viscosity of tar balls (TBs) 5, 6. BrC is often observed 

in the free troposphere and experiences atmospheric ageing during transport 7. TBs are 

often formed during transport of smoke emitted in the smoldering phase of biomass burning 

8 and are typically identified using electron microscopy as amorphous spherical 

carbonaceous particles with high resistance to the electron beam 8,9. Previous studies show 

that the number fraction of TBs in freshly emitted smoke is only ~15% 10 and increases to 

~80% in aged plumes 11. The processes leading to the formation of TBs is not well 

understood but a recent study 12 found that low viscous organic particles are transformed 

into TBs within several hours of emission by the addition of O- and N-containing 

compounds such as carboxylic acid, and other organonitrates compounds.  

 

For spherically symmetric particles, the absorption and scattering cross sections at a 

given wavelength can be calculated from their refractive indices (RI) and size using 

Lorentz-Mie theory. Previously published values for the real part, m, of the RI of TBs 

range from 1.56 13 to 1.88 14 at 550 nm. The imaginary part (k) varies over two orders of 

magnitude, ranging from 0.002 at 532 nm 15 to 0.27 at 550 nm 16. For instance, an RI of 

1.87-0.0056i was found for laboratory-generated TBs from smoldering combustion of 

Ponderosa pine duff 15. Whereas in another laboratory study, Hoffer et al. generated TBs 

from droplets of wood tar and estimated an RI of 1.84 - 0.21i at 550 nm 17.  Alexander et 

al. reported a RI of 1.67 – 0.27i at 550 nm for TBs found in ambient samples collected 

above the Yellow sea 16. Table S1, in the supplementary material, lists the reported values 

of RI for TBs from previous studies.  A recent study highlights that the O/C of freshly 

emitted TBs increased from 0.24 to 0.38 after 6.7 atmospheric equivalent aging days of 

photochemical oxidation in a NOx free atmosphere and, as a result, the RI decreased from 
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1.661 - 0.020i to 1.632 - 0.007i 18. During long-range transportation in the atmosphere, 

TBs from wildfires or other biomass burning may undergo similar processes such as 

photochemical oxidation. 

The RI of individual particles depends on their chemical composition; hence it is important 

to study single particle properties to understand the influence of atmospheric aging on the 

RI. In addition, even at the single particle level, aerosols can be inhomogeneously and 

homogeneously mixed 19. Inhomogeneously mixed TBs could have different RI than 

homogeneously mixed TBs. However, the difference in RI for inhomogeneously and 

homogeneously mixed TBs has not been investigated yet. 

Several previous studies 16, 20, 21 used scanning transmission electron microscopy coupled 

with electron energy loss spectroscopy (STEM/EELS) to investigate single particle 

properties and report the RI of different carbonaceous aerosols. In this study, we used a 

similar approach to study the optical properties of individual TBs. TEM lacey film grids 

were used for STEM/EELS analysis. Specifically, we analyzed 14 TBs collected in the free 

troposphere at the Climate Observatory “Ottavio Vittori” on Mt. Cimone, an elevated site 

in the Apennines in northern Italy. We probed individual particles to characterize their 

chemical composition and carbon functionalities using multi-modal micro-spectroscopy 

techniques. We applied STEM/EELS 16, 20 to retrieve the RI of individual TB particles in 

the 200-1200 nm wavelength range. We also compared the RI of inhomogeneously and 

homogeneously mixed TBs. Further, we applied Lorentz-Mie theory to calculate the 

scattering (Qsca) and absorption (Qabs) efficiencies, the asymmetry parameter (g), the 

absorption Ångström exponent (AAE), and the single scattering albedo (SSA). We conclude 

our discussion by presenting estimates of the potential radiative forcing of these particles 

using the Santa Barbara DISORT atmospheric radiative transfer model (SBDART). 

3.3 Experimental Section 

3.3.1 Sampling site, sample collection, and backward trajectory 

simulations 

Samples were collected at the Climate Observatory “Ottavio Vittori” on Mt Cimone. The 

observatory is part of the GAW-WMO Station "Monte Cimone" (GAW ID: CMN) that sits 
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~2165 m above sea level 22. The site is in the Italian Apennine Mountain ridge, southwest 

of the Po Valley, in the northern Mediterranean basin and south of continental Europe. Due 

to its altitude, the site is ideal to study aerosol properties in the free troposphere. Five 

aerosol samples were collected on July 20th, 2017, at 8:00 AM, 11:00 AM, 2:00 PM, 9:00 

PM and 11:00 PM (local time), using a 4-stage cascade impactor (Sioutas Personal Cascade 

impactor, SKC) operated at a flow rate of 9 L/min. This study discusses samples collected 

on stages C and D (particle 50% cut-off aerodynamic diameters: stage C – 0.50 μm, and 

stage D –0.25 μm). Due to poor loadings on the substrate, both TEM B-film and lacey film 

grids were used for CCSEM-EDX analysis to obtain enough particles. Here we focus on 

the two nighttime samples because of the higher fraction of carbonaceous aerosols (~50% 

of the total 1500 particles) with respect to the daytime (~25%). To study the origin and 

transport paths of air masses that reached the site during the sampling periods, we 

performed backward trajectory analysis with the ERA5 re-analysis data from ECWMF 

using the Lagrangian Flexible Particle (FLEXPART) 23, 24 dispersion model (Figure A.3-1). 

The ERA5 global meteorological data were used for 137 vertical levels at a spatial 

resolution of 0.5 degrees. The analysis of the FLEXPART trajectories confirms that the air 

was mostly transported in the free troposphere. From Figure A.3-1 we observe that while 

the air was enriched with carbonaceous aerosol especially below the PBL, the air was 

subsequently lifted and transported in the free troposphere before arriving at the site 

location. The percentage of sea salt observed in the sample is related to the fraction of air 

masses that were affected by PBL air close to the site location and mixed with a still 

considerable fraction of air being advected in the free troposphere. 

3.3.2 Single particle chemical imaging 

We determined the chemical composition of individual particles using computer-controlled 

scanning electron microscopy (Thermo Fisher, model Quanta 3D) with energy dispersive 

x-ray spectroscopy (EDAX, Inc.) (CCSEM-EDX) 25. The instrument was set to detect 15 

commonly observed elements: C, N, O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Mn, Fe, and Zn. 

From the relative atomic percentage of each element, we classified each particle into 6 

groups: (1) sea salt, (2) sea salt and sulfate, (3) sulfate, (4) carbonaceous, (5) dust, and (6) 

others. Figure A.3-2 shows the threshold values of atomic percentage of elements for 
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particle classification. At least 500 particles were analyzed for each of the five samples. 

The instrument also provided a measurement of the projected area equivalent diameter of 

each particle, which ranged from 0.25 µm to 1.8 µm. High vacuum condition (~2x10-6 

Torr) within the SEM might lead to losses of volatile and semi volatile materials. In 

addition, we used scanning transmission electron microscopy (Thermo Fisher, model Titan 

80-300) (STEM)/EDX (Oxford Instruments) to obtain maps of single TBs that were 

identified by their spherical morphology and high resistance to the electron beam 11. We 

observed that some TBs contained elements such as K and S internally mixed within the 

particle (from here on referred to as inhomogeneous TBs), while others had only C and O 

homogeneously distributed throughout the particle (homogeneous TBs). Carbon 

functionalities of TBs were probed using synchrotron-based scanning transmission X-ray 

microscopy with near edge X-ray absorption fine structure spectroscopy 

(STXM/NEXAFS) at the beamline 5.3.2.2 of the Advanced Light Source facility located 

in the Lawrence Berkeley National Laboratory. The samples were raster scanned using the 

X-ray beam. The intensities of transmitted X-rays were recorded as 111 individual images 

each representing a fixed photon energy around the carbon K-edge. Carbon functionalities 

were identified based on the observed peaks at different energy values. For instance, the 

peaks at 285.1 eV, 286.6 eV, 288.6 eV, 289.5 eV and 287.7 eV represent C=C, C=O, 

COOH, C-OH and C-H functionalities, respectively 26. 

3.3.3 Refractive index retrieval 

An aberration corrected STEM/EELS with monochromatic beam was used to calculate the 

complex RI of individual TBs collected on the lacey carbon substrates from the 11:00 PM 

sample in the wavelength range from 200 to 1200 nm. A Gatan EELS spectrometer 

controlled by Digital Micrograph software was used to conduct the EELS measurements. 

The EELS monochromator generates a narrow beam with an energy dispersion of 0.025 

eV/channel. The instrument was operated at 80 kV to reduce Cherenkov radiation effects 

and reduce damage to the particles from the electron beam 20, 27, 28. Eight inhomogeneously 

mixed particles and six homogeneously mixed particles were analyzed for this study. Due 

to the limited number of samples in our study, we cannot assume that the reported RI values 

are valid in general for all free tropospheric TBs. The optimized thickness of a particle to 
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do EELS ranges from 50 to 150 nm to avoid excessive plural scattering 29. We selected 

TBs in the size range of 50-200 nm. To remove plural scattering we used the deconvolution 

method as described in Egerton et al. 29 Hence, the few TBs that exceeded the size range 

mentioned above, we removed the plural scattering using the deconvolution method 

(Figure A.3-3). As a first step, the imaginary part of the inverse of the dielectric function 

is calculated using the relation between the single-scattering EELS spectrum S(E) and 
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Where I0 represents the zero-loss intensity, t is the thickness of the particle, v is the speed 

of the incident electron, ao is the integral of the zero loss peak, mo is the rest mass of the 

electron, β is the collection semi-angle, and θE is the characteristic scattering angle for an 

energy loss E (Figure A.3-4). The wavelength dependence of the RI comes from the 

scattering spectrum S(E) where E represents each energy loss detected from the EELS 

spectrum which corresponds to the wavelength by the relation 𝐸 =  ℎ𝜈.To calculate the 

real part of the dielectric function we used the Kramers-Kronig transformation since the 

dielectric response function is directly related to the real RI. The equation used to calculate 

the 𝑅𝑒 [
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Where P is the Cauchy principal part of the integral and the weighting function,  
𝐸′

𝐸′2
− 𝐸2

 is 

the maximum energy loss near the peak E.  

The Kramers-Kronig relation was computed using a modified MATLAB KraKro code 

(http://tem-eels.com) based on the Fourier transform technique elucidated in the book by 

Egerton 29. The dielectric function, ε(E) = ε1 + iε2 was then calculated from 𝑅𝑒 [
1

𝜀(𝐸)
] and 
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𝐼𝑚 [
−1

𝜀(𝐸)
]. Finally, the RI was calculated using the relationship 𝑅𝐼 =  𝑚 –  𝑖𝑘 =  √𝜀(𝐸). 

Optical parameters such as absorption efficiency (Qabs), scattering efficiency (Qsca), and 

single scattering albedo (SSA) were calculated using the calculated RI, the measured 

particle size, and a MATLAB code based on Lorentz-Mie theory 20, 29.  

The SSA and asymmetry parameter (g) of the TBs derived from Mie theory were used as 

inputs to the SBDART model 30  to calculate instantaneous net radiation fluxes at the top 

of the atmosphere (TOA). Since the Aerosol Optical Depth (AOD) of the TB layer could 

vary in the real atmosphere, we calculated TOA radiative forcing (TOA RF) using AOD 

from 0 to 0.1 in steps of 0.01. The SBDART model calculates the instantaneous upwelling 

(F↑) and downwelling (F↓) radiation fluxes for a user defined wavelength range of 0.2 – 3 

μm based on the input parameters such as zenith angle, spectral optical properties of the 

layer of aerosols, season, surface albedo, etc. (detailed explanation regarding the input 

parameters can be found in the Appendix). The instantaneous net fluxes are averaged for 

24 hours to calculate daily TOA RFs for aerosols as: 

RFno_aerosol = F↓
no_aerosol - F

↑
no_aerosol                                                                     (3) 

RFtotal = F↓
total - F

↑
total                                                                                                   (4) 

TOA RFaerosol = RFtotal - RFno_aerosol                                                                                                                   (5) 

Where F↓
no_aerosol and F↑

no_aerosol are the averaged downwelling and upwelling radiation 

fluxes for the case of no aerosol (i.e., clear sky or cloud layer of thickness 1000 m at an 

average elevation of 3000 m, for two different scenario), F↓
total and F↑

total are the upwelling 

and downwelling radiation fluxes including an aerosol layer of thickness 100 m at an 

altitude of 2165 m. 

3.4 Results and Discussion 

3.4.1 Sources, size distribution and chemical composition of 
carbonaceous particles 

The CCSEM/EDX results from Figure 3-1, shows that the area equivalent diameter of 

particles in the samples ranges from 0.25 to 1.8 μm. The carbonaceous particles for 

diameters less than 0.75 μm with number of particles ranged from 60% to 80%, and 25% 

to 45% on the samples collected at 9:00 PM, and 11:00 PM, respectively (Figure 3-1).  
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Figure A.3-5 shows the emissions from GEOS-Carb CASA-GFED daily wildfire and fuel 

wood burning emissions 0.5 degree x 0.5 degree produced using the CASA-GFED3 Model 

31 and the EDGAR black carbon monthly emissions database 32. The analysis reveals how 

the site has been affected by a mixture of sources. At 9PM (Figure A.3-5), carbonaceous 

material was transported from distant regions to the site including emissions from wildfires 

in the Iberian Peninsula and wood burning from North Africa with a transport time 

respectively of 5-6 days and 8 days. Air has then been lifted to the free troposphere before 

reaching the Mt. Cimone site. The airmass samples at 11PM was influence from the 

Tyrrhenian Sea surface, has some limited contribution from the Iberian Peninsula and 

North Africa, and a dominant contribution from fresh wildfires emissions (one day of 

transport) from Italy and Corsica and three days of transport from Croatia. However, we 

caution that the residence time in the free troposphere of TBs specifically is not resolved 

by the model and therefore is still uncertain. The trajectory model suggests that the 

wildfires represent the most intense contribution to aerosol mass concentration for both 

episodes, with a total contribution estimated in the range of 0.1-0.5 ug/m3.   
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Figure 3-1: Number of particles in each class obtained from CCSEM/EDX for samples 

collected on a) 20 July 2017, 09:00 PM, and b) 20 July 2017, 11:00 PM. The figures 

show a high fraction of carbonaceous particles, in the lower size bins. 

From the tilted view SEM images (from B-films, Figure A.3-6), we observed that out of 

the total carbonaceous particles, the number fraction of TBs was 55% (218 out of 400) at 

9:00 PM, and 38% (53 out of 140) 11:00 PM. On average, the number fraction of TBs was 

~50% out of the total carbonaceous particles. Based on the elemental analysis, we classified 

TBs into two types: (a) inhomogeneously mixed (containing S and K (S+K>0.5%) in 

addition to C, N, O), and (b) homogeneously mixed (containing only C, N, O and 

S+K<0.5%) (Figure 3-2). The number fraction of inhomogeneously mixed TBs was about 

16%. We hypothesize that inhomogeneously mixed TBs could either have formed through 

collision of inorganic constituents with liquid tar droplets before they solidified, or organics 

could have originally condensed onto the inorganic particle before becoming tarry, or the 

inorganic and liquid tar droplets were emitted almost simultaneously in condensed wildfire 

smoke 33. The STXM/NEXAFS analysis shows three prominent peaks (C=C, C-OH and -
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COOH) as found by a previous study 34 but different COOH/C=C, and COOH/OH peak 

ratios. TEM B-film grids were used for STXM/NEXAFS measurement. Based on the peak 

ratios we observed two different types of TBs, Type 1 TBs with COOH/C=C peak ratio of 

2.11 and COOH/COH ratio of 1.57, and Type 2 with a COOH/C=C ratio of 1.19 and 

COOH/OH ratio of 1.14 (Figure 3-3). Aerosol light absorption properties depend on the 

fraction of C=C  35; therefore, the abundance of C=C in different TBs could influence their 

absorption properties along with other factors such sources and atmospheric transport. 

TEM lacey film grids were used for STEM/EELS analysis. 
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Figure 3-2: Representative STEM/EDX mapping for carbon (C), oxygen (O), Sulfur (S) 

and Potassium (K) of an inhomogeneously mixed TB (left panel), and b) a homogeneously 

mixed TB (right panel). The inhomogeneously mixed TB shows heterogeneously 

distributed S and K within the particle. 

 

Figure 3-3: a) Representative STXM/NEXAFS spectra showing two types of TBs observed 

in the sample collected during nighttime. Type 1 TB shows a higher COOH/C=C and 

COOH/COH peak ratio as compared to type 2 TB. b) Carbon speciation maps. Green 

represents carboxylic-group rich region and red represents regions with C=C > 35% of total 

carbon area. The scale bars represent 1 µm. 

3.4.2 Refractive index of inhomogeneously and homogeneously 
mixed TBs 

Figure 3-4 (a) shows m, for inhomogeneously and homogeneously mixed TBs over the 

wavelength range from 200 to 1200 nm. We observe only minor differences between 

inhomogeneously (mean m = 1.40 ±0.05 at 550 nm) and homogeneously mixed TBs (mean 

m = 1.36 ± 0.07 at 550 nm). Previously reported values for m range from 1.56 13 to 1.88 14, 

significantly higher than what we observed. Our lower values could be due to multiple 

reasons such as the dry conditions that particles experience under vacuum in STEM 16, 

variable sources from which the TBs were formed or due to different methods used to 

estimate the RI of TBs by previous studies. To avoid inaccurate estimation of thickness 

from the projected area diameter of TBs, we used EELS spectrum along with the Gatan 
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software to measure the thickness of penetration by the beam. By comparing the thickness 

of TBs estimated from EELS spectrum to the thickness calculated using the projected area 

diameter (Figure A.3-7), we observed that when the beam is placed manually at the center 

of homogeneously and inhomogeneously mixed TBs, errors in the estimated thickness of 

the TBs are introduced (detailed explanation can be found in Supporting Information).To 

evaluate the dependence of the refractive index with particle thickness, we calculated the 

RI by incrementing the thickness of one of the TBs from 131.5 nm (thickness calculated 

from zero loss peak) to 186 nm (thickness estimated from projected area of the particle) in 

steps of 10 nm and observed that m increases by ~ 3% for a 10 nm increase in thickness 

(Figure A.3-8). Additionally, since EELs cannot determine the RI of inorganic materials in 

inhomogeneously mixed TBs we placed the beam away from the inhomogeneous part of 

the TB and calculated the RI without considering the contribution of S and K rich 

inclusions.  We also estimated the volume averaged RI for inhomogeneously mixed TBs 

to study the effect of inclusion particle. The volume fraction of TB and potassium sulfate 

is calculated from the projected area determined using image processing. Considering the 

inclusions to be potassium sulfate (due to the presence of K and S as in Figure 3-2) (RI = 

1.495 – 0i 36), we estimate an average effective m (1.42 ± 0.02) and k (0.030 ± 0.002) at 

550 nm for inhomogeneously mixed TBs, which are not significantly different from those 

(m=1.40 ± 0.05 and k=0.033 ± 0.03) derived directly from EELS away from the inclusion. 

Hence, from here on we discuss the RI determined from EELS without considering the 

inclusions. 
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Figure 3-4: Retrieved RI of inhomogeneously and homogeneously mixed TBs. a) The 

real part of the RI is slightly higher for inhomogeneous TBs as compared to 

homogeneous TBs.  b) The imaginary part of the RI. There are no significant differences 

between the inhomogeneously and homogeneous TBs.  The shaded regions represent 

95% confidence intervals of the RI values for all the TBs. 

Figure A.3-9 shows the mean dielectric functions Ɛ1 and Ɛ 2 of all the TBs we analyzed, 

against electron the energy loss as determined using the Kramers-Kronig relationship. 

The k values in the wavelength range from 200 to 1200 nm are shown in Figure 3-4(b). 

At 550 nm, the averaged k, over all inhomogeneously mixed TBs is 0.033 ± 0.03 and for 

all homogeneously mixed TBs is 0.032 ± 0.02 overlapping within the uncertainty range. 

Uncertainty represents the 95% confidence intervals of the RI values for all the TBs.  

Furthermore, the changes in the real and imaginary part of refractive indices for 

homogeneously and inhomogeneously mixed TBs are not statistically significant, p value 

from the paired student’s t-test is 0.35 for k and 0.44 for m. This result is consistent with 
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a previous study where OH aging of  β-pinene SOA had no significant effect on k due the 

deactivation of the C-H bonds by adjacent functional groups 37.  

Considering the non-significant difference between the RI values of inhomogeneously and 

homogeneously mixed TBs, from here froward we will focus on averaged RI values. Figure 

3-5 compares our overall average k, with values reported in previous studies. Alexander et 

al. used the EELS method to compute k for ambient TBs and found a value of ~ 0.28 at 

550 nm 16. Hoffer et al. 17 investigated k for laboratory generated TBs from wood tar using 

European turkey oak and reported a value of 0.21 at 550 nm 17.  In our study, k is 0.032 ± 

0.02 at 550 nm, 10 times lower than the value reported by Hoffer et al. 17 . The lower k 

found in this study could be due to the different sources from which the TBs were formed 

or different analytical methods. For instance, the fuel used by Chakrabarty et al 15  was 

from Boreal forest and the RI were calculated using photoacoustic and nephelometer 

spectroscopy; Hoffer et al 17  used Turkey oak wood, Black locust, as well as Norway 

spruce and calculated the RI using nephelometer and continuous light absorption 

photometer; whereas Li et al18 used wood tar and calculated RI using broad-band cavity 

enhanced spectrometer, and Alexander et al. collected TBs from ambient from East Asian-

Pacific region and calculated the RI using EELS. Although, it should be noted here that 

even though Hoffer et al17  and Chakrabarty et al15 used similar methods to calculate the 

RI, their imaginary RI is at least 10 times different. Such large variation in k could be due 

to the different alkene ratios in TBs collected from diverse sources as explained earlier 

(Figure 3-3). 
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Figure 3-5: Real and imaginary parts of the RI of TBs compared with previously reported 

values. The m reported in our study is lower than, while the k is within previously 

reported values. 

3.4.3 Simulated optical properties 

To understand the direct effects of TBs in the atmosphere, we used Lorentz-Mie theory to 

calculate optical parameters such as Qabs, Qsca, AAE, g, and SSA. TBs sizes typically range 

from 50 to 800 nm as reported by previous studies 8, 10, 38, 39 . For example, Tóth et al. found 

that the mean optical diameter for laboratory generated and ambient TBs is 300 nm 8. 

Furthermore, our study shows a maximum SSA for TBs of diameter 350 nm (close to the 

mean optical diameter). Figure A.3-10 shows the optical parameters calculated assuming a 

size range from 50 to 800 nm and using our broadband (200-1200 nm) RI values. Qabs is 
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maximum at 200 nm and decreases very steeply as wavelength increases for all particle 

diameters (Figure 3-6). At 200 nm Qabs increases from 0.27 for TBs with diameter 50 nm 

to 1.19 for TB particles with a diameter of 800 nm. A similar trend was observed for BrC 

particles such as airborne soil organic particles whose absorption efficiency increased from 

~ 0.2 for particles with diameter 200 nm to about 1.2 above 800 nm 20.  

We also calculated the absorption Ångström exponent (AAE) to be 3.8 in the optical range 

from λ=380 to 1000 nm, whereas Alexander et al.16 reported a much lower AAE value of 

1.5. Hoffer et al. 17 reported an AAE value ranging between 2.7 and 3.7 for the wavelength 

range from 467 to 652 nm whereas our AAE was 4.6 over the same wavelength range. The 

wide range of AAE values underscores the need for further studies to accurately estimate 

the wavelength dependence of the optical properties of TBs.  
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Figure 3-6: Scattering efficiency (Qsca), absorption efficiency (Qabs), and single scattering 

albedo (SSA) of TBs vs. wavelength calculated using Lorenz-Mie theory for TBs with a 

diameter of 150 nm. 

3.5 Climatic impacts 

Several studies observed TBs in the free troposphere with number fractions ranging from 

23% 40 to 43% 41. Qi Yuan et al. studied TBs collected from an elevation of 4276 m a.s.l. 

on the north slope of the Himalayas and found that TBs could enhance glacier melt due to 

a positive radiative forcing ranging from +0.01 to 4.06 W/m2 42. Barry et al. investigated 

ice nucleation properties of TBs from samples collected at an altitude ranging from 3600 

m a.s.l to 4600 m a.s.l. and concluded that the presence of TBs could partially explain the 

enhancement of ice nucleating particle concentrations in many smoke plume passes 40. 

Hence, TBs may play a key role in ice nucleation in the free troposphere. 

In this study we focus on estimating the direct radiative impacts of aged TBs. To this aim, 

we calculated the shortwave (0.2 – 4 μm) TOA RF assuming a 100 m thick layer of TBs 

with a size of 150 nm diameter (equal to the average size of the TBs analyzed in this study) 

at an altitude of 2165 m. We calculated the TOA RF values for two different surface types 

(using surface albedo from SBDART for ocean and vegetation 43) and for clear sky and for 

two different layerings (TB layer above and below clouds) (Figure 3-7). A 1000 m thick 

cloud with an optical thickness of 4 was placed at an altitude ranging from 1000 m to 2000 

m (for TB layer above cloud) and 3000 m to 4000 m (for TB layer below cloud). Since the 

aerosol optical depth could vary depending on the emission source, we calculated the TOA 

RF for optical depth from 0 (representing no aerosol forcing) to 0.1 (high load of TBs) in 

steps of 0.01.  

The TOA RF of TBs above ocean in clear sky conditions ranges from - 0.14 ± 0.03 Wm-2 

(for an optical depth of 0.01) to - 1 ± 0.32 Wm-2 (for an optical depth of 0.1). The 

uncertainty was calculated from the standard error of RIs of all the 14 individual TBs 

analyzed in this study. Specifically, upper and lower bounds represent the TOA RFs 

associated with the optical parameter calculated from the average RI + the standard error, 

and the average RI - the standard error. We also compared our values with those derived 

using the refractive indices from Chakrabarty et al. 15 (representing a lower RI bound) and 
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Alexander et al. 16 (representing an upper RI bound) in the same scenarios. As expected, 

TBs with the RI from Chakrabarty et al. are more cooling (- 8.9 Wm-2 for an optical depth 

of 0.1) while TBs using the RI from Alexander et al. are more warming (+ 2.4 Wm-2 for an 

optical depth of 0.1). These results underline that the uncertainties in the RI of TBs can 

lead to large uncertainties in the radiative forcing of TBs and, therefore, on their climatic 

impacts. 

For completeness, we also estimated TOA RF values for cloudy days (Figure 3-7). 

Regardless of the surface type, we observed that, as expected, clouds below the TB layer 

increase the warming effect. For instance, above ocean a cloud layer below the TBs layer 

increased the warming from -1 ± 0.32 (clear sky) to 7.66 ± 0.52 Wm-2 (TOA RF calculated 

using the RI from this study). Also, the case of clouds above TBs, results in enhanced 

warming, although the effect is milder (+ 4 ± 0.35 Wm-2). Considering the large range of 

RI values and how these affect not only the value but even the sign of the radiative forcing 

of TBs, we recommend that further studies should focus on at least two key aspects: (1) 

compare analytical methods for the calculations of RI on the same TBs population and (2) 

characterize the optical properties of TBs for specific emission source regions of known 

and diverse fuel types. 
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Figure 3-7: TOA RF for an atmosphere with TB layer at an altitude ranging from 2165m 

to 2265m. TOA RF values were calculated for two surface types (ocean and vegetation). 

The different lines represent calculations using refractive indices from different studies. 

The shaded region represents the standard error of TOA RF calculated using the standard 

error of the RI from our study. 

 

 

 

 



55 

3.6 References 

1. Bond, T. C.; Streets, D. G.; Yarber, K. F.; Nelson, S. M.; Woo, J.-H.; Klimont, Z., 

A technology-based global inventory of black and organic carbon emissions from 

combustion. Journal of Geophysical Research: Atmospheres 2004, 109, (D14). 

2. Einfeld, W.; Ward, D. E.; Hardy, C., Effects of fire behavior on prescribed fire 

smoke characteristics: A case study [Chapter 50]. In: Levine, Joel S., ed. Global biomass 

burning: Atmospheric, climatic, and biospheric implications. Cambridge, MA: MIT 

Press. p. 412-419. 1991, 412-419. 

3. Laskin, A.; Laskin, J.; Nizkorodov, S. A., Chemistry of Atmospheric Brown 

Carbon. Chemical Reviews 2015, 115, (10), 4335-4382. 

4. Deng, J.; Ma, H.; Wang, X.; Zhong, S.; Zhang, Z.; Zhu, J.; Fan, Y.; Hu, W.; Wu, 

L.; Li, X.; Ren, L.; Pavuluri, C. M.; Pan, X.; Sun, Y.; Wang, Z.; Kawamura, K.; Fu, P., 

Measurement report: Optical properties and sources of water-soluble brown carbon in 

Tianjin, North China – insights from organic molecular compositions. Atmos. Chem. 

Phys. 2022, 22, (10), 6449-6470. 

5. Zobrist, B.; Marcolli, C.; Pedernera, D. A.; Koop, T., Do atmospheric aerosols 

form glasses? Atmos. Chem. Phys. 2008, 8, (17), 5221-5244. 

6. Virtanen, A.; Joutsensaari, J.; Koop, T.; Kannosto, J.; Yli-Pirilä, P.; Leskinen, J.; 

Mäkelä, J. M.; Holopainen, J. K.; Pöschl, U.; Kulmala, M., An amorphous solid state of 

biogenic secondary organic aerosol particles. Nature 2010, 467, (7317), 824-827. 

7. Liu, J.; Scheuer, E.; Dibb, J.; Ziemba, L. D.; Thornhill, K. L.; Anderson, B. E.; 

Wisthaler, A.; Mikoviny, T.; Devi, J. J.; Bergin, M.; Weber, R. J., Brown carbon in the 

continental troposphere. Geophysical Research Letters 2014, 41, (6), 2191-2195. 

8. Tóth, A.; Hoffer, A.; Nyirő-Kósa, I.; Pósfai, M.; Gelencsér, A., Atmospheric tar 

balls: aged primary droplets from biomass burning? Atmos. Chem. Phys. 2014, 14, (13), 

6669-6675. 

9. Pósfai, M.; Gelencsér, A.; Simonics, R.; Arató, K.; Li, J.; Hobbs, P. V.; Buseck, 

P. R., Atmospheric tar balls: Particles from biomass and biofuel burning. Journal of 

Geophysical Research: Atmospheres 2004, 109, (D6). 

10. Adachi, K.; Buseck, P. R., Atmospheric tar balls from biomass burning in 

Mexico. Journal of Geophysical Research: Atmospheres 2011, 116, (D5). 

11. China, S.; Mazzoleni, C.; Gorkowski, K.; Aiken, A. C.; Dubey, M. K., 

Morphology and mixing state of individual freshly emitted wildfire carbonaceous 

particles. Nature Communications 2013, 4. 

12. Adachi, K.; Sedlacek, A. J.; Kleinman, L.; Springston, S. R.; Wang, J.; Chand, D.; 

Hubbe, J. M.; Shilling, J. E.; Onasch, T. B.; Kinase, T.; Sakata, K.; Takahashi, Y.; 

Buseck, P. R., Spherical tarball particles form through rapid chemical and physical 

changes of organic matter in biomass-burning smoke. Proceedings of the National 

Academy of Sciences 2019, 116, (39), 19336-19341. 

13. Hand, J. L.; Malm, W. C.; Laskin, A.; Day, D.; Lee, T.; Wang, C.; Carrico, C.; 

Carrillo, J.; Cowin, J. P.; Collett Jr., J.; Iedema, M. J., Optical, physical, and chemical 

properties of tar balls observed during the Yosemite Aerosol Characterization Study. 

Journal of Geophysical Research: Atmospheres 2005, 110, (D21). 



56 

14. Hoffer, A.; Tóth, Á.; Pósfai, M.; Chung, C. E.; Gelencsér, A., Brown carbon 

absorption in the red and near-infrared spectral region. Atmos. Meas. Tech. 2017, 10, (6), 

2353-2359. 

15. Chakrabarty, R. K.; Moosmüller, H.; Chen, L. W. A.; Lewis, K.; Arnott, W. P.; 

Mazzoleni, C.; Dubey, M. K.; Wold, C. E.; Hao, W. M.; Kreidenweis, S. M., Brown 

carbon in tar balls from smoldering biomass combustion. Atmos. Chem. Phys. 2010, 10, 

(13), 6363-6370. 

16. Alexander, D. T. L.; Crozier, P. A.; Anderson, J. R., Brown carbon spheres in 

East Asian outflow and their optical properties. Science 2008, 321, (5890), 833-836. 

17. Hoffer, A.; Tóth, A.; Nyirő-Kósa, I.; Pósfai, M.; Gelencsér, A., Light absorption 

properties of laboratory-generated tar ball particles. Atmos. Chem. Phys. 2016, 16, (1), 

239-246. 

18. Li, C.; He, Q.; Schade, J.; Passig, J.; Zimmermann, R.; Meidan, D.; Laskin, A.; 

Rudich, Y., Dynamic changes in optical and chemical properties of tar ball aerosols by 

atmospheric photochemical aging. Atmos. Chem. Phys. 2019, 19, (1), 139-163. 

19. Lata, N. N.; Zhang, B.; Schum, S.; Mazzoleni, L.; Brimberry, R.; Marcus, M. A.; 

Cantrell, W. H.; Fialho, P.; Mazzoleni, C.; China, S., Aerosol Composition, Mixing State, 

and Phase State of Free Tropospheric Particles and Their Role in Ice Cloud Formation. 

ACS Earth and Space Chemistry 2021, 5, (12), 3499-3510. 

20. Veghte, D. P.; China, S.; Weis, J.; Kovarik, L.; Gilles, M. K.; Laskin, A., Optical 

Properties of Airborne Soil Organic Particles. ACS Earth and Space Chemistry 2017, 1, 

(8), 511-521. 

21. Zhu, J.; Crozier, P. A.; Anderson, J. R., Characterization of light-absorbing 

carbon particles at three altitudes in East Asian outflow by transmission electron 

microscopy. Atmos. Chem. Phys. 2013, 13, (13), 6359-6371. 

22. Rinaldi, M.; Santachiara, G.; Nicosia, A.; Piazza, M.; Decesari, S.; Gilardoni, S.; 

Paglione, M.; Cristofanelli, P.; Marinoni, A.; Bonasoni, P.; Belosi, F., Atmospheric Ice 

Nucleating Particle measurements at the high mountain observatory Mt. Cimone (2165 m 

a.s.l., Italy). Atmospheric Environment 2017, 171, 173-180. 

23. Seibert, P.; Frank, A., Source-receptor matrix calculation with a Lagrangian 

particle dispersion model in backward mode. Atmos. Chem. Phys. 2004, 4, (1), 51-63. 

24. Stohl, A.; Forster, C.; Frank, A.; Seibert, P.; Wotawa, G., Technical note: The 

Lagrangian particle dispersion model FLEXPART version 6.2. Atmos. Chem. Phys. 2005, 

5, (9), 2461-2474. 

25. Laskin, A.; Wietsma, T. W.; Krueger, B. J.; Grassian, V. H., Heterogeneous 

chemistry of individual mineral dust particles with nitric acid: A combined 

CCSEM/EDX, ESEM, and ICP-MS study. Journal of Geophysical Research: 

Atmospheres 2005, 110, (D10). 

26. Moffet, R. C.; Henn, T.; Laskin, A.; Gilles, M. K., Automated Chemical Analysis 

of Internally Mixed Aerosol Particles Using X-ray Spectromicroscopy at the Carbon K-

Edge. Analytical Chemistry 2010, 82, (19), 7906-7914. 

27. Stöger-Pollach, M., Optical properties and bandgaps from low loss EELS: pitfalls 

and solutions. Micron 2008, 39, (8), 1092-110. 



57 

28. Zhu, J.; Crozier, P. A.; Ercius, P.; Anderson, J. R., Derivation of optical properties 

of carbonaceous aerosols by monochromated electron energy-loss spectroscopy. 

Microscopy and Microanalysis 2014, 20, (3), 748-759. 

29. Egerton, R. F., Electron energy-loss spectroscopy in the electron microscope. 

Springer Science & Business Media: 2011. 

30. Ricchiazzi, P.; Yang, S.; Gautier, C.; Sowle, D., SBDART: A Research and 

Teaching Software Tool for Plane-Parallel Radiative Transfer in the Earth's Atmosphere. 

Bulletin of the American Meteorological Society 1998, 79, (10), 2101-2114. 

31. Ott, L., GEOS-Carb CASA-GFED Daily Fire and Fuel Emissions 0.5 degree x 0.5 

degree V3. In Goddard Earth Sciences Data and Information Services Center (GES 

DISC): Greenbelt, MD, USA, 2020. 

32. EDGAR, EDGAR - Emissions Database for Global Atmospheric Research. In 

2023. 

33. Li, J.; Pósfai, M.; Hobbs, P. V.; Buseck, P. R., Individual aerosol particles from 

biomass burning in southern Africa: 2, Compositions and aging of inorganic particles. 

Journal of Geophysical Research: Atmospheres 2003, 108, (D13). 

34. Tivanski, A. V.; Hopkins, R. J.; Tyliszczak, T.; Gilles, M. K., Oxygenated 

Interface on Biomass Burn Tar Balls Determined by Single Particle Scanning 

Transmission X-ray Microscopy. The Journal of Physical Chemistry A 2007, 111, (25), 

5448-5458. 

35. Bond, T. C.; Bergstrom, R. W., Light Absorption by Carbonaceous Particles: An 

Investigative Review. Aerosol Science and Technology 2006, 40, (1), 27-67. 

36. Weast, R. C.; Suby, S.; Hodman, C., Handbook of Chemistry and Physics. 64. 

Aufl.(CRC-PRESS, Boca Raton, FL, 1985) 1984. 

37. He, Q.; Tomaz, S.; Li, C.; Zhu, M.; Meidan, D.; Riva, M.; Laskin, A.; Brown, S. 

S.; George, C.; Wang, X.; Rudich, Y., Optical Properties of Secondary Organic Aerosol 

Produced by Nitrate Radical Oxidation of Biogenic Volatile Organic Compounds. 

Environmental Science & Technology 2021, 55, (5), 2878-2889. 

38. Fu, H.; Zhang, M.; Li, W.; Chen, J.; Wang, L.; Quan, X.; Wang, W., Morphology, 

composition and mixing state of individual carbonaceous aerosol in urban Shanghai. 

Atmos. Chem. Phys. 2012, 12, (2), 693-707. 

39. Pósfai, M.; Simonics, R.; Li, J.; Hobbs, P. V.; Buseck, P. R., Individual aerosol 

particles from biomass burning in southern Africa: 1. Compositions and size distributions 

of carbonaceous particles. Journal of Geophysical Research: Atmospheres 2003, 108, 

(D13). 

40. Barry, K. R.; Hill, T. C. J.; Levin, E. J. T.; Twohy, C. H.; Moore, K. A.; Weller, 

Z. D.; Toohey, D. W.; Reeves, M.; Campos, T.; Geiss, R.; Schill, G. P.; Fischer, E. V.; 

Kreidenweis, S. M.; DeMott, P. J., Observations of Ice Nucleating Particles in the Free 

Troposphere From Western US Wildfires. Journal of Geophysical Research: 

Atmospheres 2021, 126, (3), e2020JD033752. 

41. Dzepina, K.; Mazzoleni, C.; Fialho, P.; China, S.; Zhang, B.; Owen, R. C.; 

Helmig, D.; Hueber, J.; Kumar, S.; Perlinger, J. A.; Kramer, L. J.; Dziobak, M. P.; 

Ampadu, M. T.; Olsen, S.; Wuebbles, D. J.; Mazzoleni, L. R., Molecular characterization 

of free tropospheric aerosol collected at the Pico Mountain Observatory: a case study 



58 

with a long-range transported biomass burning plume. Atmos. Chem. Phys. 2015, 15, (9), 

5047-5068. 

42. Yuan, Q.; Xu, J.; Liu, L.; Zhang, A.; Liu, Y.; Zhang, J.; Wan, X.; Li, M.; Qin, K.; 

Cong, Z.; Wang, Y.; Kang, S.; Shi, Z.; Pósfai, M.; Li, W., Evidence for Large Amounts 

of Brown Carbonaceous Tarballs in the Himalayan Atmosphere. Environmental Science 

& Technology Letters 2021, 8, (1), 16-23. 

43. Chiu, J. C.; Marshak, A.; Knyazikhin, Y.; Wiscombe, W. J., Spectrally-invariant 

behavior of zenith radiance around cloud edges simulated by radiative transfer. Atmos. 

Chem. Phys. 2010, 10, (22), 11295-11303. 

 

 

 

 



59 

4 Haze Processing of Aerosol during Wintertime in the 
Indo-Gangetic Plains 

4.1 Abstract 

Haze impacts visibility, health as well as climate. Haze processing of aerosol particles can 

impact mixing state, phase state and their ability to absorb sunlight.  Variability in mixing 

state of atmospheric aerosols contributes significantly to uncertainties associated with the 

estimated radiative forcing. In this study, we investigate haze processing of aerosol 

particles during wintertime from the Indo-Gangetic plain, which is polluted by industries 

and other household activities. We applied multi-modal micro-spectroscopy techniques to 

determine single particle composition and bulk mass spectrometry techniques to determine 

molecular composition of organic aerosols. Single particle analysis revealed an abundance 

of potassium-rich sulfates. Tilted view imaging showed that most of the organic particles 

with inorganic inclusion had low viscosity. Organic compounds mixed with inorganic salts 

within the same particle affect the hygroscopicity of the aerosols and hence impact their 

ability to act as cloud condensation nuclei.  

4.2 Introduction 

Haze reduces visibility to less than 10 km due to the high accumulation of fine aerosols 1. 

Haze has adverse effects on human health, climate, and the environment 2. Severe haze is 

a major concern all around the world such as in France 3, China 4, Mexico city 5, and India 

6. The northern parts of India and China often experience severe haze, typically during 

winter when particle mass concentrations are as high as several hundred µg/m3. The Indo-

Gangetic plain (IGP) that includes most of the northern regions of the Indian subcontinent 

(~21% of land area) is one of the most populated and polluted regions in the world 7. The 

area is polluted by a wide range of anthropogenic activities such as biomass and fossil fuel 

burning, industries, transport, mining, agricultural, and urbanization activities 7. The 

polluted air can have contributions from the state of Bihar which contains a large number 

of coal mines, iron and steel industries that lie west and northwest of the sampling location 

8 . Haze occurrence during winter increases at a rate of about 2.6 days per year over central 

India and about 1.7 days per year in the Indo-Gangetic plain (IGP) 9. Biomass burning, 
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such as wildfires, agricultural burning, and household burning, is a common pollution 

source, especially during winter in rural areas. For example, in the city of Kolkata, situated 

in the IGP, the estimated atmospheric particulate matter (PM2.5) is 100 µg/m3 during winter, 

comparable to other highly polluted cities in India such as Delhi 10. 

Unraveling the chemical composition of aerosols during winter haze episodes in the IGP 

region is an active area of research. Several studies highlighted that a major fraction of 

atmospheric PM consists of carbonaceous and water-soluble inorganic components 11, 12. 

Particles are often internally mixed; for example, potassium (K) and sulfur (S) rich particles 

are coated with organics 13. Under high relative humidity conditions during haze episodes, 

the aerosol undergoes both physical and chemical transformations due to aqueous phase 

chemistry 14.      Enhanced formations of water-soluble secondary inorganic aerosols such 

as sulfates, nitrates, ammonium, and secondary organic aerosol (SOA) are observed due to 

meteorological conditions in this region such as low wind speed, frequent temperature 

inversions, high humidity, and shallow boundary layer 12, 15. 

Phase state refers to the aerosol physical characteristic of being solid, semi-solid, or liquid, 

and it can change depending on environmental conditions like relative humidity and 

temperature. Inorganic components (e.g., SO4
2-) can increase the hygroscopicity of the 

particles and at elevated relative humidity, enhance the water uptake of aerosols changing 

the particle phase state 16. With increasing relative humidity, the viscosity of organic 

material decreases and the particles becomes liquid-like 17. For example, organosulfates 

(OSs) are important SOA constituents derived from oxidation of biogenic (e.g., α-pinene, 

isoprene) and anthropogenic (e.g., industrial emissions, biomass burning) volatile organic 

compounds and with relatively higher water uptake, OSs can influence phase transition of 

ambient aerosols. The phase state and volatility of the aerosols impact the gas-particle 

diffusion rates and play a major role in influencing heterogeneous reactions, particle 

growth, and cloud condensation nuclei concentrations 18, thereby impacting the aerosol 

optical depth 19. 

Most of the studies from the IGP region focused on the chemical composition of bulk 

aerosols samples collected during haze episodes, but there is only a limited number of 

studies 20-22 that report size-resolved elemental and molecular composition during winter 
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haze periods. Given the dense urbanization in the IGP, acidic sulfate (SO4
2-) and nitrate 

(NO3
-) are consistently produced via atmospheric oxidation of SO2 (g) and NOx emitted 

from anthropogenic activities such as vehicles’ driving, coal/oil refining, and brick kiln 

production23. In particular, 2-methyltetrol diastereomers (2-MTSs) have been extensively 

observed in isoprene-enriched environments under significant anthropogenic influence, 

contributing up to 13 % of the organic carbon in aerosols 24-26. Coupled with IGP’s unique 

topography and meteorological drivers, the regional diversity of emitted pollutants 27, 28 

makes the characterization of particulate matter in this region challenging. Additionally, 

molecular characterization of OSs remains difficult due to the complexity of SOA matrix 

and analytical challenges in distinguishing OSs from inorganic sulfates 29. Furthermore, 

we have limited understanding of the aerosol phase state and volatility distribution under 

these atmospheric conditions with high aerosol loading. Hence, field observations are 

needed to understand how atmospheric processing alters the phase state, mixing state, and 

volatility of the particles and their potential impact on the atmospheric environment 30. 

In this study, we investigate the chemical composition of individual particles as well as the 

molecular composition of bulk organic aerosol from a highly polluted region in the IGP 

under hazy conditions during wintertime. We utilize multi-modal chemical imaging 

techniques to probe the chemical composition of individual particles and high-resolution 

mass spectrometry to investigate the molecular composition of the bulk organic aerosol. 

While the characterization of molecular formulae (MFs) in ambient aerosols can be 

challenging due to the complex SOA matrix and lack of authentic standards 31, heated 

electrospray ionization coupled with high-resolution mass spectrometry (HESI-HRMS) 

offers broad mass coverage with high accuracy and greater resolution (>106) 32-35 . 

Combined chemical imaging and HRMS analysis allow us to investigate the phase state 

and volatility of the different particle types. The goal of this study is to understand the haze 

processing of aerosol particles during wintertime, information which can help policy 

makers to improve the air quality and modelers to improve climate models. 
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4.3 Experimental methods 

4.3.1 Sampling site and sample collection 

This study was conducted in the eastern side of the Indo-Gangetic Plain (IGP) (23°24´N, 

87°02´E) in West Bengal, India. Samples were collected during the winter season of the 

year 2018 between January 2 to January 10 using a four-stage Sioutas Cascade Impactor 

(SKC). Particles were collected on substrates placed on the D stage (< 0.25 µm, 

aerodynamic diameter) and C stage (0.50- 0.25 µm). Particles were collected on TEM grids 

(Copper 400 mesh grids coated with Carbon Type-B and lacey films, Ted Pella) and silicon 

nitride substrates (Silson). This study analyzed a set of seven samples from both stages C 

and D, a total of 14 samples, noted as S1, S2, S3, S4, S5, S6 and S7. We combined particles 

from stages C and D for each sample. Furthermore, bulk aerosol samples were collected 

on Teflon filters during the morning and afternoon of January 09 as a case study. The 

sampling days (Table B.1-1) were found to be hazy as reported by the nearest 

meteorological station and according to the Hybrid Single-Particle Lagrangian Integrated 

Trajectory (HYSPLIT) analysis and meteorological data. The HYSPLIT analysis shows 

that, the air masses were mainly transported through a foggy atmosphere over the IGP. 

Hence the particles experienced fog processing as they reached the location where the 

samples were collected. In addition to the long-range transported aerosols, there should be 

influences from local sources such as biomass burning from fields, household use of fuels, 

and vehicular exhausts. 

4.3.2 Micro-spectroscopy analysis of particles 

The elemental composition and morphology of the particles in each sample were 

determined using computer-controlled scanning electron microscopy with energy 

dispersed X-ray analysis (CCSEM/EDX) 36. The analysis was conducted using an 

environmental scanning electron microscope (FEI Quanta). The microscope uses an EDAX 

X-ray spectrometer with a Si(Li) detector with an active area of 10 mm2 and an ATW2 

window. The X-ray spectra acquired using the EDAX detector provided the elemental 

composition of the particles in the samples. The CCSEM/EDX was operated with a beam 

current of 500 pA and an accelerating voltage of 20 kV. Based on the elemental 

composition obtained from CCSEM/EDX, particles were classified into eight groups 
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(details in SI) such as Na-rich, Na-rich sulfates, Si-rich sulfates, carbonaceous-sulfates, K-

rich sulfates, carbonaceous particles, and dust (Figure B.1-1). At least 1000 particles from 

each sample were analyzed. Overall, we analyzed 16,982 individual particles in this study.  

To understand the phase state of individual particles collected each day, we subdivided the 

organic particles into two categories as (a) particles with inclusion and (b) particles without 

inclusion (Figure B.1-2). Using tilted angle transmission electron microscopy, the 

deformation of the particles upon impaction on the substrate was determined by calculating 

the aspect ratio of the particles 37 calculated as the ratio between the height and the width 

of each particle (Figure B.1-2). The aspect ratios were calculated for each sample except 

for S3, and S6 for which images were unavailable because the samples were damaged after 

initial analysis. 

Scanning transmission X-ray microscopy along with near-edge X-ray absorption fine 

structure spectroscopy (STXM/NEXAFS) was utilized to determine the mixing state and 

carbon functionalities 38. The transmitted X-ray beam through the sample was acquired at 

different energies and converted to an optical density (OD). Based on the observed 

absorption peak the functional groups of particles in different mixing state groups were 

identified. We acquired STXM maps at 11 different energies of the carbon K-edge ranging 

from 278 to 320 eV and carbon spectra were acquired by capturing a stack of images at 

111 energies in the same range (278-320 eV).  

4.3.3 High-resolution mass spectrometry analysis of aerosol 

The molecular composition of aerosol particles was determined using a 12 T Fourier 

Transform Ion Cyclotron Resonance Mass Spectrometer (FTICR MS; Bruker SolariX)  ; 

the design of the instrument and implementation of the analytical method are described 

elsewhere 39. Briefly, HRMS experiments were performed by negative electrospray 

ionization (ESI). Mass analysis range varied from m/z 100- 1000 with a mass resolution of 

>450,000 at m/z 400. Other instrumental conditions were: (a) mass injection time of 200 

ms, (b) automatic gain control (AGC) set at 106, (c) capillary temperature at 275 ℃, and 

(d) ESI spray voltage at 4.5 kV. Using volatility parameters, individual molecular formulas 
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were classified as volatile organic carbon (VOC), intermediate VOC (IVOC), semi VOC 

(SVOC), low VOC (LVOC), or extremely low VOC (ELVOC). 

4.4 Results and discussion 

4.4.1 Size-resolved particle composition and particle classes 
during wintertime 

Out of total number of particles, we observed a high abundance (40 – 70%) of sulfate-

containing particles in most of the samples. K-rich sulfate particles are most dominant 

(Figure 4-1), followed by Si-rich sulfates, carbonaceous sulfates, and Na-rich sulfates 

respectively. The number fraction of K-rich sulfates ranges from 10 - 40%. Si-rich sulfates 

are dominant in larger particle sizes, with 20 – 40% of Si-rich particles in the size range of 

1-4 µm. The abundance of K and Si-rich sulfates indicates the contribution of secondary 

aerosols from biomass burning as well as fossil fuel 40.  K-rich sulfate particles are tracers 

of biomass burning and fossil fuel emissions. The aerosols emitted from biomass burning 

were found to be very rich in K+ and Cl- ions 41. These KCl particles present in the fresh 

smoke plumes of biomass burning transform into K2SO4  as part of aging in the atmosphere 

42. Si-rich sulfates could be formed from the hydrated Si-rich minerals reacting with SO2 

emitted from coal combustion or agricultural burning. 

Na-rich sulfates are present in smaller particles accounting for 10 to 20% of the total 

number of particles in all samples except S6 (< 10%). Na is mostly emitted from sea spray 

and fungal spores, other anthropogenic sources of Na include soil, refuse incineration, oil 

combustion, coal combustion, car exhaust, and industrial pollution 43. The presence of 

carbonaceous sulfates is very low (~ 5%) in S1, S2, S5, and S7 but substantially higher in 

S3 and S6 accounting for ~ 40 – 50 % of the total particle fraction which indicates 

secondary organic aerosol formation.  Furthermore, in the S3 and S6 samples, the K-rich 

sulfate is less than 20%. In almost all samples there is a high fraction of K-rich sulfates, 

with the next most abundant species being carbonaceous particles such as soot, tarballs, 

and low viscous organic aerosols, with a minor fraction of Na-rich particles and dust 

(Figure 4-1).  
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Figure 4-1: Normalized particle number fraction for each particle class with respect to the 

area equivalent diameter for each sample. The last panel represents a summary plot 

showing particle fractions averaged over all the diameters. 

High sulfate content in the particles is consistent with haze conditions as shown in previous 

studies 44, 45 that reported enhancements of sulfur from non-hazy to hazy days. For instance, 

an enhancement ratio of 5.4 was observed for sulfates from a non-hazy to the hazy period 

over North China 44. Sulfate formation can be very common under hazy conditions through 

several pathways, for example, the sulfur oxidation in the aqueous phase by hydrogen 

peroxide and ozone occurs much more rapidly than oxidation by OH radicals in the gas 

phase 46. Metal catalyzed oxidation is another pathway to sulfate formation during haze 

events, for example, droplets containing dissolved Mn2+ absorb SO2 at the surface and form 

sulfates 47. Non-carbonaceous particles absorb water vapor and wet the particle surface. 

SO2 emitted from coal combustion is absorbed into the wet layer forming H2SO4 
48. This 

could lead to the formation of different non-carbonaceous sulfates observed in our samples. 

The crystalline-shaped Na-rich particles found in the samples could be NaCl or NaNO3 

particles formed by the reaction between NaCl and nitric acid. These Na-rich particles react 

with particulate H2SO4 to form Na-rich sulfates 49.  
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Apart from sulfates, we also observed Na-rich particles which constitute only about 10% 

of the particle fraction. The particle fraction remains the same throughout the samples 

(Figure 1). The presence of Na-rich particles could be due to influences from the sea. We 

also observe about 15 to 20% of dust particles in samples S1, S2, S3, S4, S6, and S7. But 

in S5, there is a significant increase in the fraction of dust particles to about 40% and very 

few carbonaceous components (<10%) (Figure 4-1). In sample S5 dust particles are mostly 

either Si-rich or Fe-rich. The Fe-rich dust particles are smaller in size as compared to Si-

rich dust particles. A previous study suggests that the most abundant Fe-bearing particles 

in East Asia is fly ash which contains combustion-generated refractory material along with 

a significant amount of Si 50. As shown in Figure B.1-2, Fe-rich dust particles have very 

low Si content. Such Fe-rich mineral dust is ubiquitous over East Asia during an Aeolian 

dust outflow event and can significantly impact the radiative forcing due to its strong 

absorption according to previous studies 50. 

4.4.2 Sulfate formation during haze 

This study region is influenced by both agricultural biomass burning and anthropogenic 

sources. Therefore, we investigated sulfate formation pathways to understand contributions 

from different sources. In a study by Li et al. haze was classified into two types depending 

on humidity and source 42. Type 1 haze was formed from aerosols emitted from agricultural 

biomass burning and had particles larger than type 2 haze which was formed from 

anthropogenic sources such as industrial pollution, transportation, and cooking. When they 

plotted the weight percentage of K against the weight percentage of S, haze formed due to 

agricultural burning showed a higher percentage of K with respect to S than what was 

present in laboratory-generated potassium sulfates due to abundant KCl particles present 

in fresh plumes of biomass burning. Similarly, to understand the major source of haze 

formation in our samples, we plotted the weight percentage of K against that of S for 

particles that were classified as potassium sulfate. According to Li et al. study 42 our results 

suggest that the major source for haze formation in the region of our study is anthropogenic 

pollution (Figure 4-2) with a high fraction of S. 

 



67 

 

Figure 4-2: Weight percentage of potassium with respect to that of sulfur for particles in 

the K-rich sulfate class. The dashed line represents the weight percentage of K and S for 

laboratory-generated K2SO4 from Li et al.42 

K-rich sulfate is the most abundant component in all our samples. Typically K is emitted 

as potassium chloride (KCl) into the atmosphere from fresh biomass burning plumes and 

undergo heterogeneous reactions to form potassium sulfates and nitrates, as discussed in 

the previous section 51. EDS mapping of particles in our samples shows that K and S are 

concentrated in small regions of the particles surrounded by carbon, oxygen, and nitrogen 

elements. This suggests a core-shell mixing state where potassium sulfates are coated by 

organic material.  

Organosulfates (OS) and nitrooxy-OSs are characteristic of severe haze episodes usually 

originating from anthropogenic precursors 52 . Table B.5-1 summarizes the wide range of 

reported OS and nitrooxy-OS found in haze during wintertime across urban China and in 

recent work 35, 52-55. Figure 4-3 shows van Krevelen plots for the particles’ organic fraction 

characterized by nano-DESI-HRMS from morning and afternoon samples collected under 

haze conditions. The mass abundance plot corresponding to both sampling periods is 

shown in Figure B.5-1 (SI). The identified MFs are classified into four groups: CHO, 

CHOS, CHNO and CHNOS. The inset pie plot in Figure 4-3, reflects the distribution of 

each MF uniquely found in each sampling condition. Based on the distribution, up to 33% 

of CHOS and 10% of CHNOS are identified in a total of 5624 MFs in the morning. While, 

up to 9% of CHOS and 36% of CHNOS are assigned from a total of 1637 MFs in the 
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afternoon. Given the mass distribution of detected species (Figure S7), organosulfates (OS) 

were largely present in the morning, while high abundant nitrooxy organosulfates 

(CHNOS) were mostly observed in the afternoon. 

 

Figure 4-3: Van Krevelen diagrams for unique molecular fractions in each sampling period. 

The inset pie chart shows distribution of molecular formulae unique to each condition. 

Marker color distinguishes the class of identified molecular formulae. 

Amongst several identified OSs and nitrooxy-OSs, a few showed noticeable trends. In 

particular, O7S (C9H15O7S–) showed high abundance in both morning and afternoon. OS7 

is one of the unique OS, which has been previously observed in ambient cloud/fog water 

and free tropospheric biomass burning organic aerosol 39, 55-57 (Table B.5-1, SI). In the work 

of Cai et al., O7S was found to be dominant in summertime while Bryant et al. 58 showed 

an 8-fold enhancement in O7S during wintertime.  Since, O7S is predominantly found in 

daytime in our study, we infer that O7S is originating from photochemical oxidation of 

monoterpenes 35 (e.g., Limonene or Isoprene). 

Nitrooxy-OSs can contribute up to 10% of the organic aerosol fraction 59, 60. Amongst the 

nitrooxy-OSs exclusively observed in the morning sample (C10H18NO9S-, C10H16NO9S-

, C12H22NO9S- and C12H22NO8S-), C10H16NO9S- was found with the highest peak 

signal 61. This monoterpene derived product 35 has been often observed at enhanced levels 

in urban aerosols during wintertime as well as in fog water samples 58, 62. 
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Figure 4-4 demonstrates the volatility distribution of the unique MFs for each of our 

sampling period as a function of m/z. The degree of unsaturation 52 in the identified MFs 

was explored by examining double bond equivalence (DBE) vs Carbon (C) number as 

shown in the inset. The volatility distribution shows that up to 3492 species were classified 

under the extremely low volatile organic compounds (ELVOCs)region in comparison to 

the 640 MFs for morning and afternoon samples, respectively. Based on the inset DBE 

plot, the identified CHOS and CHNOS in the morning and afternoon samples contained 

particles more saturated and likely produced via oxidative atmospheric processing 35. 

Additionally, most of the observed CHOS and CHNOS in the morning samples 

predominantly exist as ELVOCs (Table B.5-1), indicating that S-containing species are 

likely in the condensed (solid or liquid) phase. 

 

Figure 4-4: Logarithmic distribution of saturation mass concentration (C0) in the samples 

against the mass to charge ratio (m/z) for different sampling periods: morning (F5) and 

afternoon (F7). The color of markers differentiates between functional groups unique in 

each sample, while grey markers indicate common features amongst both periods. The size 

of the markers corresponds to the normalized abundance. The insets represent double bond 

equivalence variation with respect to C number for each of the identified molecular 

formulae in each sampling period. Datapoints are sized according to their abundance. 
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4.4.3 Chemical imaging and mixing state of particles. 

Overall, carbonaceous particles and K-rich sulfates are the most abundant particle classes 

during our study. Carbon functionalities of particles are studied using STXM/NEXAFS for 

two samples (S2 and S7) out of the seven samples due to limited STXM/NEXAFS use time 

availability. We selected samples S2 and S7 because they contain a significant number of 

particles from all the identified classes enhancing the probability to capture different types 

of particles using STXM/NEXAFS. The STXM/NEXAFS analysis was used to understand 

the influence of inorganic material mixing with carbonaceous particles on their phase state. 

Figure 4-5 shows representative NEXAFS spectra and maps of particles with four distinct 

mixing states. The peak at 288.5 eV indicates the presence of the carboxylic functional 

group, which can take up water and decrease the viscosity of the particles. In the carbon 

mixing state maps, the red color represents the sp2, green the organic, and teal the inorganic 

dominated regions. Out of the total number of particles, in sample S7 OCEC (elemental C 

mixed with organic mass) accounts for about 35% of the total particle fraction whereas S2 

accounts for only 20% of the total particles in the OCEC mixing state (Figure 4-4). An 

abundance of alkene groups in the particles represents black carbon or soot emitted from 

fossil fuel or vegetation combustion 36, 37. Moreover, sample S2 contains about 30 % of 

particles with the OCInEC (particles containing mixtures of organic mass, elemental 

carbon and inorganic inclusions) mixing state whereas the S7 contains only less than 20 % 

of OCInEC. Further analysis to explain the phase state of the particles in different samples 

is discussed in the following section. 
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Figure 4-5: Representative STXM/NEXAFS spectra for different particle types. Red 

represents sp2 dominated region, the organic region is shown in green, and teal represents 

the inorganic region. Dotted lines show peaks corresponding to the energies of different 

functional groups. The scale bar is 0.5 µm. 

4.4.4 Phase state of the particles for different mixing states 

Atmospheric organic particles exist in solid, semi-solid, or liquid phase states 38. The 

viscosity of the particles was studied using tilted view images from SEM. The deformation 

of a particle upon impact depends on its viscosity and phase state. Solid particles undergo 

the least deformation as compared to liquid particles 39. Hence, liquid particles spread on 

the surface increasing particle width and decreasing the aspect ratio (Figure B.1-2). Based 

on the aspect ratio boundaries from a previous study, particles were grouped as solid (AR 

0.76 to 1), semi-solid (AR between 0.54 and 0.76) and liquid (AR below 0.54) 22. 

The tilted view images from SEM show an abundance of liquid-like particles in all the 

samples. TEM images in Figure 4-6 shows that liquid particles have inclusions while 

solid particles have no inclusions.  Hence, we classified the particles into two groups as 

with and without inclusions. Particles with inclusions have an aspect ratio of less than 0.3 

in most of the samples, suggesting an abundance of liquid particles. Whereas particles 

without inclusions exist in all three phase states with most of the particles in solid or 
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semi-solid states. Solid organic particles in the samples were mostly spherical 

carbonaceous particles with high resistance to the SEM electron beam often referred to as 

‘tar balls’ 40.  

We also investigated the phase state of two samples collected at slightly different humidity 

conditions, S2 (RH 43%), and S7 (RH 38%) using STXM data. The total carbon absorption 

(TCA) from STXM depends on the pathlength X-ray photons travel through the particle 

and is used to estimate the particle phase state 41. The threshold values for TCA to classify 

the particles into solid, semi-solid, and liquid states were obtained from a previous study 

37. Figure 4-6c shows that organic particles with inorganic mixing (OCInEC and OCIn) are 

mostly in the liquid state. OCIn and OCInEC account for more than half of the particle 

fraction (~ 55 %) in S2, whereas they account for only ~35 % of the total particle fraction 

in S7. Previous laboratory studies suggest that when the inorganics that are hygroscopic 

are internally mixed with organics, they enhance the overall hygroscopicity of the 

particle42, 43. Moreover, a few field studies also report a decrease in viscosity of the particles 

due to the presence of inorganics43, 44. For instance, a field study by Slade et al. 2019 using 

the University of Houston Mobile Air Quality Laboratory reports a decrease in viscosity 

of the particles due to higher sulfate fraction during daytime. Hence, our observation is 

consistent with previous studies. Even though most of the samples (S1, S2, S3, S5, S6, and 

S7) show an abundance of low viscous particles, sample S4, collected in the afternoon in a 

hazy condition (RH 63%), show considerably higher solid and semi-solid particles as 

compared to other samples. A potential explanation for this observation could be that when 

organic materials condense on the inorganic component, they form a shell that prevents 

water uptake by the inorganic component resulting in increased viscosity of the overall 

particle. 
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Figure 4-6: a) Tilted view image acquired using TEM showing a liquid-like particle with 

inclusion (green arrow) (Sample S2) and a spherical particle without inclusion (red arrow) 

(Sample S4). Particles on S2 collected during daytime show liquid particles with inclusion 

and particles on S4 collected in the afternoon have spherical and solid particles. b) Particles 

in each sample are grouped as particles with inclusions and particle without inclusions. The 

violin plots show the distribution of the aspect ratio values (the blue bars at the end 

represent the interquartile range) of the particles along with their medians (middle blue 

bar). The thresholds used to classify the particles into liquid, semi-solid and solid are from 

Cheng et al. 2021 22. The total carbon absorption is plotted against the area equivalent 

diameter for samples S2 c) and S7 d). Based on the thresholds used in Tomlin et al. 2020, 

particles with different mixing states (organic mass (OC), organic mass mixed with 

elemental C (OCEC), organic mass mixed with Inorganic particles (OCIn) and mixture of 
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organic mass, elemental C and inorganic mass (OCInEC) are also classified into solid, 

semi-solid, and liquid particles 37. 

Along with viscosity, the volatility of the particles also plays a major role in determining 

the mixing state of the particles during atmospheric aging 45. VOCs emitted from biomass 

burning undergo gas-phase oxidation and condense to form secondary organic aerosols 

(SOA). LVOC can enhance the growth of SOA leading to an increase in cloud 

condensation nuclei 19.  

4.5 Environmental implications 

The study was aimed at understanding aerosol processing under haze conditions by 

determining the chemical composition, morphology, viscosity, and volatility of particles 

collected during winter from the highly polluted region of the Indo-Gangetic Plain. A major 

fraction of the aerosols was found to contain K-rich sulfate in most of the samples. 

Monoterpene derived organosulfates are frequently identified in urban aerosols. 

Additionally, nitrooxy-OSs are functionalized OSs which are typically found as 

constituents of atmospheric aqueous media (e.g., cloud, fog, and rain water) 63, 64 . OSs play 

a crucial role in determining formation pathways of SOA and enhance cloud condensation 

nuclei activity by affecting particle hygroscopicity. In this study, liquid-like particles with 

inclusions were found to be abundant in the samples collected during haze 65, 66. Samples 

collected in the afternoon showed particles with higher viscosity and smaller size as 

compared to particles in samples collected in the morning. The composition of low 

viscosity particles changes as they age due to faster diffusion of pollutants as compared to 

high viscosity particles. Volatility also plays an important role in determining the chemical 

composition of particles 18, 46. Amongst the identified OSs and nitrooxy-OSs, 

C10H16NO9S- is a potential monoterpene derived oxidation product, exclusively found in 

the morning sample. High volatile particles can dissipate due to photodegradation. When 

high volatility particles are inside low viscosity particles, they will diffuse out and undergo 

photodegradation. Whereas highly viscous particles will reduce the photodegradation of 

internally mixed highly volatile particles as they are not exposed to direct solar radiation 

and interact with climate for a longer period. Hence studying the chemical composition, 
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phase state and mixing state properties of aerosols can help better understand their impact 

on heterogeneous chemistry and evolution of particles and their lifetime in the atmosphere. 
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5 Conclusions 

Aerosols scatter and absorb incoming solar radiation having a radiative forcing (RF) on 

Earth’s atmosphere and hence cooling or warming the climate 1. The light absorption and 

scattering coefficients of aerosols depend on several factors such as the chemical 

composition 2, size 3, concentration, mixing state, shape, 4 and residence time in the 

atmosphere 5. However, there are large uncertainties associated with the RF values of 

different types of aerosols 6. For instance, the top of the atmosphere RF (TOA-RF) values 

reported for sulfate aerosols are in the range of -0.6 to -0.2 Wm-2 with an average value of 

-0.4 Wm-2 whereas the reported TOA RF value for secondary organic aerosols are in the 

range of -0.27 to 0.2 Wm-2 with an average value of -0.03 Wm-2 6. The TOA RF of 

absorbing aerosols such as black carbon is even wider ranging from 0.05 to 0.8 Wm-2 6 

whereas the TOA RF of moderately to strongly absorbing BrC ranges from 0.04 to 0.11 

Wm-2 7, 8. The uncertainties are caused by factors such as emission factors, sources, changes 

in chemical composition, phase and mixing state of aerosols during atmospheric transport, 

shape, interaction with clouds, and meteorological conditions 9. For instance, the vast 

diversity of organic aerosols along with their complex physical and chemical processes in 

converting gas phase organics to aerosols leads to uncertainty in the sink and chemistry of 

secondary organic aerosols 10, 11. Furthermore, recent studies have shown that organic 

aerosols undergo nucleation of new particles in the presence of sulfuric acid and 

condensable organic matter. Hence, ignoring the size distribution from the new particle 

formation due to organics and sulfur will lead to underestimation of TOA RF by 33% 12. 

Through this dissertation we addressed three main scientific questions: 

1) What is the impact of meteorological factors and the chemical composition of 

aerosols with respect to altitude on the top of the atmosphere radiative forcing? 

(Chapter 2) 

2) What is the complex refractive index of tar balls at an elevated site in the free 

troposphere and how does the large range of tar balls refractive index values 

reported in the literature impact the value and sign of the top of the atmosphere 

radiative forcing of these abundant particles? (Chapter 3) 
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3) What happens to the chemical composition of carbonaceous aerosols on a humid 

day in a highly polluted region and what are the implications on climate? (Chapter 

4) 

In chapter 2, we focused on the vertical distribution of aerosol properties measured at the 

Southern Great Plains (SGP) site of the Department of Defense Atmospheric Radiation 

Measurements program (ARM). On a humid day (25 Feb) there was a higher fraction of 

sulfates in the atmosphere leading to high single scattering albedo (SSA) values. In our 

study even though we had other types of aerosols such as Na-rich, carbonaceous, and 

different types of dust particles, the average RF calculated using the optical properties of 

all these aerosols is -0.3 Wm-2 with an uncertainty range of -0.2 to -0.4 Wm-2 which is close 

the range of the globally averaged RF values reported for sulfates in the IPCC report. 

Moreover, on 18 April when there was higher fraction of carbonaceous aerosols the 

calculated  average RF value was -0.08 Wm-2 with an uncertainty range of 0.19 to -0.06 

Wm-2 which is close to the range of reported globally averaged RF for secondary organic 

aerosols in the IPCC report 6. Hence, from this study we can conclude that the chemical 

composition of aerosols and the abundance of a particular type of aerosols play a major 

role in determining the direct RF values and models need to account for the chemical 

composition of aerosols at specific regions to better understand the climate and weather 

patterns. 

In chapter 2, we reviewed the observed range of the refractive index values of tarballs (a 

type of absorbing aerosols) reported in the literature and compared them to the values we 

measured on single particles collected at an elevated sites in the Apennines in Northern 

Italy. The imaginary part of the refractive index (k) from our study lays between the 

maximum and minimum k values reported in previous studies. We observed that the large 

variability in k not only affects the RF values but even the sign which determines if these 

particles cool or warm the climate. Studies have reported the number fraction of tarballs 

ranging from 23% 13 to 43% 14, in the free troposphere; hence, it is essential to constrain 

the refractive index of tar balls or apportion it based on factors such as source (fuel), 
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residence time in the atmosphere, and chemical composition that can be measured or 

modeled in future studies. 

In Chapter 3, we discussed the phase state of organic aerosols that are internally mixed 

with sulfate aerosols collected during a hazy period. We also discussed the volatility of the 

aerosols. Both viscosity and volatility are key in understanding the chemical composition 

of aerosols because low aerosol viscosity allow for faster diffusion of pollutants into the 

particle and high volatile aerosols can volatilize due to photodegradation 15, 16. However, 

when highly volatile particles are internally mixed with low viscous aerosols due to faster 

diffusion into the particle, the residence time in the atmosphere of high volatile particles 

increases. In our study, we found that highly volatile and hygroscopic aerosols such as 

sulfates were internally mixed with organic aerosols lowering the viscosity of the internally 

mixed aerosols. Hence, region specific chemical composition, optical properties and phase 

state needs to be accounted for in chemical transport, climate, and weather models to better 

estimate the impact of aerosols. 
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A Appendix 

A.1 SBDART program 

The Santa Barbara DISORT (DIScrete Ordinate Radiative Transfer) model (SBDART) is 

a software that can be used to compute instantaneous direct upwelling and downwelling 

radiation fluxes for a variety of scenarios. The main input file is called INPUT. The 

outputs are generated from the values provided for all the variables in the input file. A 

detailed description of all the variables can be found in the user guide of SBDART. 

(http://irina.eas.gatech.edu/EAS8803_Fall2007/User_guide_SBDART_input.pdf). 

Different scenarios and input values that we used for TOA RF calculations are as follows: 

1) Input file for retrieving upwelling and downwelling fluxes for clear sky with no 

aerosol: 

for times at 00.0 01.0 02.0 03.0 04.0 05.0 06.0 07.0 08.0 09.0 10.0 11.0 12.0 13.0 14.0 15.0 

16.0 17.0 18.0 19.0 20.0 21.0 22.0 23.0 ; do // For loop to get the flux values for 24 hours 

echo " 

&INPUT 

 time=$time 

 idatm=2  

 wlinf=0.2 

 wlsup=4 

 iday=201 

 alat=44.19 

 alon=10.70 

 isalb=6 

 zout=0,100 

iout=10          

/" > INPUT  

 ./sbdart >> Output filename 

 done 
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In the above file, idatm specifies the type of atmosphere. Value 2 computes mid latitude 

summer fluxes. wlinf and wlsup are the lowest and highest wavelength values over which 

the fluxes are integrated. iday is used to input day and month. January 1st is given by iday 

= 1. Here iday = 201 implies the day of sample collection (20th July). alat and alon are the 

latitude and longitude of the location. isalb provides surface type. isalb equals 6 is for 

vegetation. zout is the upper and lower altitude for which the net fluxes are calculated. 

Finally, iout detemines the output type. For instance, iout = 10 outputs the integrated flux 

values for the wavelength range between wlinf and wlsup. 

2) Input file for retrieving upwelling and downwelling fluxes for a layer of aerosol 

without clouds: 

for times at 00.0 01.0 02.0 03.0 04.0 05.0 06.0 07.0 08.0 09.0 10.0 11.0 12.0 13.0 14.0 15.0 

16.0 17.0 18.0 19.0 20.0 21.0 22.0 23.0 ; do // For loop to get the flux values for 24 hours 

echo " 

&INPUT 

 time=$time 

 idatm=2  

 wlinf=0.2 

 wlsup=4 

 iday=201 

 alat=44.19 

 alon=10.70 

 isalb=6 

 

iaer=5 

tbaer=0.1 

zbaer=2.165, 2.265 

wlbaer=0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
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gbaer=.73 .51 .27 .16 .11 .08 .06 .05 .04 

wbaer=0.432 0.422 0.450 0.474 0.543 0.641 0.684 0.695 0.689 

qbaer=1.3 0.78 0.39 0.18 0.08 0.03 0.02 0.01 0.007 

 

zout=0,100 

iout=10          

/" > INPUT  

 ./sbdart >> Output filename 

 done 

 

The only addition for the above file to the first scenario are the aerosol optical parameters. 

iaer is used to provide the type of aerosol. iaer = 5 allows to input user defined aerosol 

properties. tbaer is the optical depth of the layer of aerosol, zbaer gives the upper and lower 

altitude of the layer of aerosol in km. gbaer, wbaer, and qbaer are the asymmetry 

parameters, single scattering albedo and extinction efficiency for each wavelength 

specified by the variable wlbaer. 

3) Input file for retrieving upwelling and downwelling fluxes for a layer of aerosol 

with clouds: 

for times at 00.0 01.0 02.0 03.0 04.0 05.0 06.0 07.0 08.0 09.0 10.0 11.0 12.0 13.0 14.0 15.0 

16.0 17.0 18.0 19.0 20.0 21.0 22.0 23.0 ; do // For loop to get the flux values for 24 hours 

echo " 

&INPUT 

 time=$time 

 idatm=2  

 wlinf=0.2 

 wlsup=4 

 iday=201 

 alat=44.19 



88 

 alon=10.70 

 isalb=6 

 

zcloud=3,-4 

tcloud=4,1 

nre=6,6 

 

iaer=5 

tbaer=0.1 

zbaer=2.165, 2.265 

wlbaer=0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

gbaer=.73 .51 .27 .16 .11 .08 .06 .05 .04 

wbaer=0.432 0.422 0.450 0.474 0.543 0.641 0.684 0.695 0.689 

qbaer=1.3 0.78 0.39 0.18 0.08 0.03 0.02 0.01 0.007 

 

zout=0,100 

iout=10          

/" > INPUT  

 ./sbdart >> Output filename 

 done 

To include clouds, the only additions to the previous case are zcloud, tcloud, and nre. 

Where zcloud indicates the lower and upper altitude of the cloud layer altitudes in km 

separated by a comma. tcloud provides the cloud optical thickness and nre is used for the 

droplet size from the lower altitude to the upper altitude of the cloud layer. The variable 

nre equals (6,6) implies the cloud layer has uniform droplet size. 

A.2 Electron energy loss spectroscopy analysis 

Electron energy loss spectra (EELS) were acquired by a Gatan EELS spectrometer 

controlled by the Digital Micrograph software. A narrow beam of 80 KeV with an energy 

dispersion of 0.025 eV/channel was transmitted near the center of homogeneously mixed 

TBs to acquire EELS spectra. The inhomogeneously mixed TBs were selected in such a 
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way that the mixing constituents were away from the center so that the beam can transmit 

near the center of the TBs without hitting the mixing constituents. Hence, the RI for 

inhomogeneously mixed TBs is without considering the S and K rich inclusions.  

From the EELS spectra, we used the low loss region (0 – 10 eV) to derive the optical 

constants of inhomogeneously and homogeneously mixed TBs. Initially, we removed the 

zero-loss peak (ZLP) and obtained the single scattering distribution function S(E) (Figure 

S2) which was then used in the Kramer-Kronig relationship to retrieve the RI. Since the 

beam produces a symmetric peak, to extract ZLP from EELs spectra we had to fit it with a 

“logarithmic tail” and adjust the width of the fit such that the zero loss was mostly 

contained inside the fitted curve 1. Other methods used to fit ZLP are: Gaussian, Gaussian 

and Lorentzian, Reflected tail method and using ZLP acquired from vacuum measurements 

2. After removing ZLP, we removed the multiple scattering using a Fourier-log 

deconvolution method to extract the S(E) of the TB 3. Figure S3 shows the S(E) of all the 

inhomogeneously and homogeneously mixed particles. The S(E) of inhomogeneously and 

homogeneously mixed TBs do not overlap with each other which introduces uncertainty in 

the measurement of RI. 

To calculate the RI using the Kramer-Kronig relationship, we need to know the thickness 

of the particle and the ZLP height. The ZLP can be recorded directly from EELS spectra 

after extraction. To find the thickness, we used two different methods. In the first method, 

we measured the diameter of TBs using a built-in scale in the Gatan software from 2-D 

image captured by the transmission electron microscope (TEM) (the diameters measured 

using this method will be referred as “measured diameters” from here on). Since TBs are 

spherical, the diameter of its 2-D image can be considered as the thickness of the particle. 

However, if the beam does not pass exactly through the center, the thickness would be less 

than the diameter of the particle. Hence, to calculate the exact thickness that the beam 

passed through the TBs, we used the EELs spectra and determined the absolute thickness 

from the Gatan software (referred to as “absolute thickness” from here on). The absolute 

thickness significantly underestimates the measured thickness (Figure S5).  
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Hence, the uncertainty in the thickness can result in an underestimate of the RI. For 

instance, the thickness of particle P2 estimated as the area equivalent diameter is 186 nm, 

while the absolute thickness is 131.5 nm. From figure S5, the RI decreases from 1.34 

(obtained from the absolute thickness) to 1.30 when the thickness used is increased to 141.5 

nm. Using the projected area thickness of 186 nm for particle P2 would result in an RI of 

1.21. 

A.3 Figures 

 

 

a) 
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Figure A.3-1:7-days back trajectories starting at the time the day- and night-time samples 

were collected (11:30 AM, 2:30 PM, 9:00 PM and 11:00 PM on July 20th, 2017). The 

colors represent the log in base 10 of the “residence time” which has units of hours 

indicating how long the air masses spent over each geographical bin. In the plots, we 

show only the residence time of the air masses originating from below the PBL, hence the 

ones that are most likely influenced by surface emissions. The white boxes indicate the 

age of the air masses (in days) along the center of mass of the back trajectory plumes. b) 

Air masses being transported in the free troposphere. 

 

  
 

Figure A.3-2: Flow chart showing the threshold values based on atomic percentage of 

individual elements for the classification of aerosols.                                                         

b) 

a) 

a)                                                                                                    

b) 

 

b) 

a)                                                                                                    

b) 
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Figure A.3-3: Deconvolved single scattering distribution function for a) homogeneously 

mixed TBs and b) Inhomogeneously mixed TBs. P1, P2, P3 to P14 refer to four examples 

of individual particles out of the 20 particles analyzed. 

  

 

   

Figure A.3-4: An example of the raw EELS spectrum (green), the extracted zero loss 

peak (blue) and the multiple scattering corrected single scattering distribution spectrum 
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after removing the zero loss (orange). The shaded energy region corresponds to the 

wavelength range from 200 to 1200 nm. 

 

 
 

 
 

Figure A.3-5: Source contribution, computed from the 7-days back trajectories released at 

(a) 9:00 PM and (b) 11:00 PM coupled with carbonaceous emissions database for 

wildfire (colored shades, from GFED), fuel wood fires (brown shades, from GFED) and 

transport, domestic, waste, industrial and agricultural BC emissions (in green, from 

EDGAR). The white boxes indicate the age of the air masses (in days), along the center 

of mass of the back-trajectory plumes. 

a) 

b) 
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Figure A.3-6: Example of tilted view (75 degree) SEM image (11 PM sample). Tar ball 

particles are indicated by arrows.  

 



95 

Figure A.3-7: Estimated thickness from EELS spectra plotted against the thickness 

estimated from the projected area. The dashed line indicates the 1:1 line. The physically 

measured thickness is greater than the absolute thickness. 

 

Figure A.3-8: Dependence of the real and imaginary RI on the thickness for a thickness 

range from 131.5 nm (thickness estimated from EELS spectra) to the maximum value of 

186 nm (thickness estimated from the projected area of the particle) for an increment of 

10 nm. 

 

Figure A.3-9: Mean dielectric functions Ɛ1 and Ɛ 2 for all the TBs we analyzed, against 

the electron energy loss.  

 



96 

 

Figure A.3-10: 3D plot of absorption efficiency (Qabs), scattering efficiency (Qsca), and 

single scattering albedo (SSA) calculated using Lorenz-Mie theory and averaged RI of 
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inhomogeneously and homogeneously mixed TBs. The colors represent different 

wavelength regions. 
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B Appendix: Haze processing of aerosol during 
wintertime in the Indo-Gangetic Plains 

B.1 Sample collection 

Table B.1-1: Meteorological parameters of each sample from the nearest airport (Netaji 

Subhas Chandra Bose International airport station) from the sampling site. 

Sample 

name 

Date Time Temperature 

(°K) 

Dew 

Point 

(°K) 

Humidity 

(%) 

Condition 

S1 2 Jan 2018 7:00 AM 297 287 53 Hazy 

S2 5 Jan 2018 10:00 AM 295 282 43 Non-Hazy 

S3 7 Jan 2018 9:30 AM 295 277 31 Hazy 

S4 7 Jan 2018 2:00 PM 289 282 63 Hazy 

S5 8 Jan 2018 10:00 AM 294 280 40 Hazy 

S6 9 Jan 2018 7:00 AM 293 280 46 Non-Hazy 

S7 10 Jan 2018 8:00 AM 295 280 38 Non-Hazy 

F5 9 Jan 2018 6:00 AM 295 280 52 Smoke 

F7 9 Jan 2018 2:00 PM 297 283 78 Haze 
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Figure B.1-1: SEM images of representative particles for each class and their spectra 

collected using energy-dispersive X-ray spectrometry (EDS):  a) rod-like Na-rich particle, 

b) Na-rich sulfate, c) Carbonaceous sulfates, d) Tar ball, e) Dust particle, f) Si-rich sulfates, 

g) K-rich sulfates. 
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Figure B.1-2: Aspect ratio is calculated as the ratio between the width of the particle (w) 

to the height of the particle (h). The lower panel shows a representative image of solid, 

semi-solid, and liquid particles. The size bar in the image equals 1 µm. 
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Figure B.1-3: Figure shows the MODIS image of the HYSPLIT back trajectory analysis 

for a duration of 72 hrs with each color representing a new trajectory with a time interval 

of 24 hrs. We observe haze at the sampling site as well as along the trajectory of the air 

parcel for samples S1-S6. The trajectory starts at an altitude of about 2000 m and ends at 

an altitude of 500 m at the sampling site. 
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Figure B.1-4: a) TEM image showing mixing of potassium-rich sulfates and b) the 

diffraction pattern for potassium crystal. 

        

  Figure B.1-5: Particles were classified into eight classes based on the elemental 

composition of C, N, O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Mn, Fe, Zn of each particle. The 

Figure shows the classification criteria. 

B.2 Transmission electron microscopy 

FEI Titan Environmental Transmission Electron Microscope operated at 300 kV were used 

to image and heat particles at different temperatures. A furnace double tilt holder was used 

to heat the particles. The particles were heated from TMEMS = 35°C to 700°C and the 

effective temperature that the particles experience was calculated. The particles in the 

images were classified into three classes highly viscous, highly viscous with attached 
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particles, and low viscous particles. The deformation in the particles at different 

temperatures was measured using ImageJ software and the remaining volume fraction at 

each temperature was determined to understand the volatility of the particles in the 

samples. 

B.3 Scanning transmission x-ray microscopy 

To identify the carbon functional groups of individual particles we used STXM-NEXAFS 

spectroscopy at beamline 5.3.2.2 of the Advanced Light Source (ALS) at the Lawrence 

Berkley National Laboratory. Only two samples (S2 and S7) were selected due to time 

constraints for the analysis. The sample was rastered under a focused X-ray beam from the 

synchrotron light source and an image was recorded based on the transmitted intensity. The 

total carbon absorption (TCA) to classify particles into solid, semi-solid, and liquid phases 

was calculated using the equation: 

TCA = OD320 – OD278, 

Where, OD is the optical density calculated as: 

OD = - ln(I/I0) = µρt, 

Where I0 is the incident beam intensity, I is the transmitted beam intensity, µ is the mass 

absorption coefficient (cm2 g-1), ρ is the density (g cm-3) and t is the thickness of the particle 

(cm). Since TCA depends on the thickness of the particle, it is used as an indicator of the 

phase state of the particles4, 5. We assume each particle as a mixture of elemental carbon 

(EC), organic carbon (OC), and inorganic component (In). The thickness of OC, In, and 

EC is calculated from the OD value at pre-edge (320 eV), post-edge (278 eV), and the sp2 

peak (285.4 eV). Further, particles are classified into four classes based on the volume 

fraction of OC, EC and In as: 1) OC (OC > 96% and (EC + In) < 2%), 2) EC (EC > 96% 
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and (OC + In) < 2%), 3) OCEC (OC+EC > 2% and In <2%), 4) OCInEC (OC, EC, 

inorganics >2%).  

B.4 Phase state calculation 

We divided the organic particles into two categories as ‘particles with inclusion’ and 

‘without inclusion’. Using the Scanning Electron Microscopy image of the sample tilted at 

an angle of 75°, we measured the width and height of each particle using ImageJ software. 

The width and height of at least 150 particles of each sample were recorded into an excel 

sheet. Finally, the ratio between width and height was calculated for each particle. The 

thresholds of aspect ratio for liquid, semi-solid, and solid particles were adopted from a 

previous study 6. 

B.5 High resolution mass spectrometry analysis 

 

Figure B.5-1: Mass abundance plots for unique molecular features identified in sampling 

periods: F5 (morning) and F7 (afternoon). 

Table B.5-1: Literature reported molecular formulae and their corresponding m/z values 

for a wide range of Organosulfates and Nitrooxy-Organosulfates 

Molecular 

formula 

(m/z) [M-H]- Study potential 
precursors 

Sample 

C10H15O7S
– 279.0545  

 
 
Ning et al 2023 7  
Cai et al 2020 8 

α/β-Pinene, 

Limonene 

α/γ-Terpinene 

F5, F7 

C10H17O7S
– 281.0700 α/β-Pinene, α- F5, F7 
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Terpinene,  

Limonene, 

Terpinolene 

Decalin, 

Cyclodecane 

C11H17O8S
– 309.0649 n/a F5, F7 

C10H18NO9S
– 328.0707 Limonene F5 

C10H16NO7S
− 294.0653  

Cai et al 2020 8 
α/β-Pinene, α-
Terpinene, 
Terpinolene 

F5 

C10H19O5S
−  251.0959 Cyclodecane F5, F7 

C10H17O5S
− 249.0802 Cai et al 2020 8 

 

α/β-Pinene, 

Terpinolene 

Limonene, 

Cyclodecane 

F5, F7 

C8H15O4S
− 207.0697 Cai et al 2020 8 

Wang et al. 2021 
9 
Blair et al. 2017 
10  

Diesel vapors F5 

C7H13O5S
− 209.0489 Cai et al 2020 8 Dodecane F5, F7 

C9H13O6S
− 249.0438 Cai et al 2020 8 Terpinolene, 

Limonene 

Isoprene 

F5, F7 

C8H11O7S
− 251.0231  Cai et al 2020 8 

 

Isoprene F5, F7 

C8H13O7S
− 253.0388 Cai et al 2020 8 

 

Isoprene, α-

Terpinene 

F5, F7 

C10H17O6S
− 265.0751  Cai et al 2020 8 

 

α-Pinene, 

Terpinolene, α-

Terpinene, 

Cyclodecane, 

F5, F7 



106 

Decalin 

C11H21O5S
− 265.1116  Cai et al 2020 8 

 

n/a F5, F7 

C9H15O7S
− 267.0549 Cai et al 2020 8 

 

Limonene, 

Isoprene 

F5, F7 

C10H17O8S
− 297.0650  Cai et al 2020 8 

 

-Pinene, α-

Terpinene 

Decalin 

F5, F7 

C10H16NO10S
− 342.0499  Cai et al 2020 8 

 

α/β-Pinene, α/γ-

Terpinene 

F5 

C12H22NO9S
− 356.1019  Cai et al 2020 8 

 

n/a F5 

C12H22NO8S
− 340.1070  Cai et al 2020 8 

 

n/a F5 

C10H16NO9S
− 326.0551  Cai et al 2020 8 

 

β-Pinene, 

Limonene, 

Terpinolene, 

Decalin 

F5 

C10H18NO8S
− 312.075844  Cai et al 2020 8 

M Bao 2023 11 
Limonene, 

monoterpene 

F5 
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