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What are Live Question Answer NLP Pipelines?
Live QA NLP Pipelines are question answering systems that return 
answers highlighted in passages from documents.

These systems are used for:

● Google style answers to user questions
● Quickly verifying answers
● Finding answers in large corpuses

Typically for these systems to perform well their knowledge base must 
be constrained into a specific area, for example IT.



Why Live QA NLP Pipelines are Important?
1. With the advent of ChatGPT and NLP technology many business 

want to streamline internal processes of their organizations with 
Live QA NLP Pipelines.

2. This requires access to proprietary documents and data.
3. So business must turn to custom pipeline components which could 

cost hundreds of thousands of dollars to develop, or off-the-shelf 
components.



The Goals
1. Prove that using only off-the-shelf components to build a working 

Live QA Pipeline is a feasible solution.
2. Test several architecture version aimed at the best trade off of 

performance and accuracy.
3. Using a dataset based off of the popular trading card game Magic: 

The Gathering test our model.



Approaches Investigated

● Confidence Re-Ranking
● BM25 and ReRanker
● BM25 and Confidence Re-Ranking
● Double BM25
● Embedding and BM25



BM25 and Re-Ranker 63%, 0.07sec/q



BM25 and Confidence Re-Ranking 75%, 1.3sec/q



Double BM25 81%, 0.45sec/q



Embedding and BM25 94%, 0.3sec/q



Summary of Results

Models Accuracy Time (seconds)

ChatGPT-4 63% N/A

BM25 and Re-Ranker 63% 0.07

BM25 and Confidence 75% 1.30

Double BM25 81% 0.45

Embedding then BM25 94% 0.30



What we learned
● Want to check more documents than confidence ranking allows

● Needs some form of re-ranking

● Semantic-based approaches like word embedding further increase accuracy

● “Easy” questions for corpus based models are not “easy” questions for ChatGPT



Conclusion
● Niche datasets require special consideration

● Semantic approaches yield the best responses

● Tailored models can outperform SOTA LLM’s such as GPT-4 for niche datasets

● Building efficient live QA pipelines is possible with off-the-shelf components

Questions?


