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Abstract

The increasing use of data-centric approaches in the fields of Machine Learning and Ar-

tificial Intelligence (ML/AI) has raised substantial issues over the security, integrity, and

trustworthiness of data. In response to this challenge, Blockchain technology offered a

promising and practical solution, as its inherent characteristics as a decentralized distributed

ledger, coupled with cryptographic processes, offer an unprecedented level of data confiden-

tiality and immutability. This study examines the mutually beneficial connection between

Blockchain technology and ML/AI, using Blockchain’s inherent capacity to protect against

unauthorized alterations of data during the training phase of ML models. The method

involves building valid blocks of data from the training dataset and then sending them to

the mining process using smart contracts and the Proof of Work (PoW) consensus method.

Using SHA256 to produce a cryptographic signature for each data block improves the afore-

mentioned procedure. The public Ethereum blockchain serves as a secure repository for these

signatures, whereas a cloud-based infrastructure houses the original data file. Particularly

during the training phase of Machine Learning (ML) models, this cryptographic framework

is critical in ensuring the data verification procedure. This research investigates the po-

tential collaboration between Blockchain technology and ML/AI, bolstering data quality

and trust to enhance data-driven decision-making fortifying the models’ ability to provide

precise and dependable results.
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Chapter 1

Introduction

The advent of artificial intelligence (AI) and machine learning (ML) has culminated in

a paradigm shift across several sectors, sparking a significant transformation that aligns

remarkably with the advancement of ’Industry 4.0.’ The aforementioned technologies have

not only extensively infiltrated but also fundamentally transformed the framework of several

industries, resulting in a surge of inventive advancements that have significantly impacted

sectors spanning a wide range. The significant shift is distinguished by the use of automation

in various jobs, the advanced skills in recognizing patterns, and the facilitation of decision-

making processes led by data1. The revolution’s influence is evident across a wide range of

sectors, including conventional manufacturing, logistics, healthcare, and the complex realm

of finance. In the field of manufacturing, AI and ML technologies have been used to improve

production processes, resulting in increased efficiency and output. The incorporation of these

technologies in the field of logistics and shipping has facilitated a more efficient and optimized

approach to managing the supply chain. This advancement is primarily driven by the

use of predictive analytics and automation. The healthcare industry, which has significant

significance, has effectively used AI and ML techniques to facilitate illness diagnosis, evaluate

medical imaging, and even forecast patient outcomes.

However, this technological trajectory is not devoid of challenges, as the escalating inte-
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gration of AI and ML models into critical applications has raised these significant apprehen-

sions regarding their susceptibility to attacks. There is a growing perception that malicious

actors recognize the vulnerability inherent in the training phase. This issue stems from the

recognition that the modification of training data has the potential to cause distortions,

errors, or compromised conditions throughout the AI/ML models2. The consequences of

these breaches have significant implications for key areas including as healthcare, banking,

and autonomous systems, through algorithmic bias, unequal access, cascading failures, and

trade-offs between efficiency and resilience, necessitating further exploration and improved

security measures3. The attacks involve manipulating or introducing malicious data into

the training dataset on purpose, with the explicit intent of subverting the inherent learn-

ing process of the model. Ian et al.4 addressed the concept of adversarial attacks used

by malicious actors to modify input data in order to deceive the learning process, result-

ing in potential weaknesses in the performance of the model. This type of attack exploits

the model’s sensitivity to anomalies, noise, and biased information inherent to the training

process. Adversarial attacks encompass the careful insertion of calculated perturbations

or modifications into training data, deceiving the model into generating inaccurate predic-

tions5. Conversely, poisoning attacks involve infusing a subset of malicious samples into

the training dataset to skew the model’s decision boundaries, favoring specific categories or

outcomes6.

As ML advances and pervades diverse sectors, safeguarding the training phase against

malicious tampering emerges as a progressively pivotal facet in upholding the dependability

and security of ML models. Mitigating these training phase attacks necessitates resilient

strategies, such as meticulous preprocessing of data, implementation of anomaly detec-

tion methodologies, utilization of adversarial training to bolster model resistance against

adversarial disturbances, and ensuring the unclassified and representativeness of training

data7. Here comes Blockchain, the underlying technology that powers cryptocurrencies

like Bitcoin8. At its core, Blockchain is a decentralized distributed ledger9 that, utilizing
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cryptographic techniques, provides confidentiality and immutability. Integrating Blockchain

technology in AI/ML ecosystems promises to improve these systems against attacks, lever-

aging decentralization, immutability, transparency, and cryptographic security to address

evolving threats. Blockchain provides a secure framework for monitoring the provenance and

modifications of training data, models, and predictions by establishing an immutable and

transparent ledger of transactions and data alterations. This enables stakeholders to trace

and verify any unauthorized modifications, preserving the AI/ML ecosystem’s integrity10.

In addition, the decentralized nature of Blockchain improves collaboration between parties

by facilitating the exchange of threat intelligence and enabling proactive responses to emer-

gent attack vectors, as this survey11 explores the crucial merging of Blockchain technology

with ML with the goal to provide a safe and decentralized exchange of data and models,

while enhancing the efficiency of communication and networking systems. By taking ad-

vantage of Blockchain’s tamper-resistant properties, we can develop innovative approaches

to protect the data required to train ML models, improve the privacy of sensitive data, and

establish distributed and trustworthy AI systems.

Blockchain is a decentralized system that utilizes a peer-to-peer (P2P) architecture to

enhance the security of data, making it significantly resistant to unauthorized alteration

or deletion by malicious individuals. The system is formed of several nodes which are re-

sponsible for storing and validating transactions inside blocks. Each block is designed to

establish precise connectivity with the previous blocks, so creating a chain-like structure.

Miners contribute new blocks to the blockchain network, and the validation and agreement

of transactions occur via a decentralized consensus mechanism. This protocol employs tech-

niques such as Proof-of-Work (PoW) and Proof-of-Stake (PoS). This measure guarantees

the safeguarding of the blockchain against both internal and external hacking endeavors.

Smart contracts are electronic agreement programs that are performed depending on prede-

termined parameters. These contracts play a significant role in reducing risks and enhancing

cost efficiency in many corporate activities12. As consensus mechanisms for blockchain net-
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works, the debate over the suitability of Proof of Stake (PoS) and Proof of Work (PoW) in

augmenting data security during the training phase of AI/ML models, PoW stands out as

the more pertinent option13.

1.1 Motivation and Challenges

The convergence of blockchain technology with the rapidly evolving domains of AI/ML

has sparked significant attention and anticipation. In light of the significant advancements

achieved in the fields of machine learning (ML) and artificial intelligence (AI), which have

brought about profound transformations in several sectors, there has been a notable increase

in the use of data-driven approaches. However, this surge has also given rise to some

difficulties pertaining to the preservation of data integrity, ensuring security, and maintaining

dependability. As the complexity and magnitude of these difficulties increase, it becomes

imperative to prioritize the establishment of data trustworthiness within the domain of

machine learning and artificial intelligence applications.

The importance of data security and integrity in this particular circumstance cannot be

overemphasized enough. The increasing prevalence of data-driven methodologies has led to a

heightened need for ensuring protection against unauthorized alterations, which has become

a matter of utmost importance. Blockchain technology is becoming recognized as a viable

and effective means to mitigate the trust and security concerns that are inherent in the

foundational data supporting AI/ML applications depicted in 1.114. Through the use of the

inherent tamper-resistant characteristics of blockchain technology, novel approaches may be

developed to enhance the integrity of crucial data utilized in the training of machine learning

models. The implementation of this approach not only serves to augment the protection

of sensitive information, but also serves to construct AI systems that are decentralized and

deemed trustworthy. Consequently, this development ushers in a new epoch characterized

by enhanced dependability and security in technologies powered by data.
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Figure 1.1: Advantages of blockchain and AI/ML integration

1.2 Research Aim

The core objective of this study is to examine and illustrate the possible coordination that

might arise from the integration of Blockchain technology with ML/AI models. The key

focus is on using the inherent attributes of Blockchain, like decentralization, immutability,

and cryptographic security, to augment the security, integrity, and reliability of data in the

training phase of machine learning models. The research objectives outlined in this study

encompass:

• Providing a stable, open, and robust setting for the training of machine learning

models, with the ultimate aim of enhancing decision-making processes based on data.

• Creating a novel framework that leverages PoW as a consensus mechanism, SHA256 for

cryptographic signature generation, and smart contracts for data block construction.

This will be achieved by tackling significant obstacles to preserving data integrity and se-
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curity during the training process.
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Chapter 2

LITERATURE REVIEW

This chapter begins a thorough examination of existing scholarly works, exploring the com-

plex convergence of blockchain and AI/ML. A multitude of research articles and studies

provide the theoretical and empirical foundations for how Blockchain’s foundational princi-

ples have been harnessed to address the inherent vulnerabilities of AI/ML models. Through

an in-depth review of the contributions made by pioneers and experts in the field, our

objective is to develop a comprehensive retention of the current advancements, pinpoint de-

ficiencies in existing knowledge and lay the groundwork for our significant effort in merging

Blockchain technology with AI/ML. This investigation establishes the basis for a compre-

hensive comprehension of the interconnections and prospective resolutions that emerge at

the intersection of these advanced technologies.

The issue of training-set attacks on ML models, where an attacker manipulates the

training data to make the model produce desired outcomes is listed by15. Such attacks

are of increasing concern as intelligent agents like spam filters and robots are susceptible to

manipulation through their learning capabilities. The study continues by examining possible

countermeasures against these assaults on training sets, highlighting the urgent need for

strong security measures in the ever-changing domain of intelligent agents equipped with

learning capacities. Another paper16 explores the growing threat of poisoning attacks on ML
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models, particularly focusing on linear regression models. In poisoning attacks, adversaries

manipulate training data to influence the results of predictive models. A further research17

introduces a novel method to identify and remove harmful data from training sets used in

supervised learning models. It’s the first strategy to use data provenance for defense against

poisoning attacks. Two versions of the defense are presented for partially trusted and fully

entrusted data sets. Experimentally, the method outperforms the baseline, enabling secure

use of machine learning models in adversarial environments with reliable provenance data.

With the transition towards machine learning (ML) in computing paradigms, there is

an emergence of security risks due to the ability of ML to handle large datasets. This

article18 provides a concise summary of security dangers connected to machine learning,

along with the obstacles involved with these threats. Additionally, the document includes

examples of vulnerabilities utilizing LeNet and VGGNet on benchmark datasets. In the

broader context, R Tomsett et al.19 highlight the distinctive adversarial and distributed

characteristics of the tactical environment, with a specific emphasis on the vulnerability

of ML models to adversarial inputs. The review also focuses on the occurrence of model

poisoning attacks in distributed learning systems. The growing trend of outsourcing machine

learning (ML) training has led to the emergence of potential vulnerabilities that adversaries

might exploit20. This is primarily driven by the high costs associated with ML training.

One of the notable risks encountered during the training phase is the poisoning attack when

attackers seek to compromise machine learning systems by introducing corrupted training

data.

A specific emphasis on the contributions of machine learning and blockchain technolo-

gies is explored by this chapter21 that introduces the dynamic nature of cybersecurity. In

recent decades, scholars have extensively investigated many methodologies aimed at en-

hancing the security of data. Among these techniques, the use of blockchain integrated

with machine learning has emerged as a powerful technique that has promise for exten-

sive implementation in practical situations. The objective of this chapter is to critically
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examine the impacts of machine learning and blockchain technologies on the improvement

of cybersecurity protocols.Another study22 incorporates blockchain technology with AI/ML

and presents a significant solution in addressing the security challenges that are inherent

in smart cities. This integration offers several features, including immutability, trust-free

transactions, and decentralization, which effectively addresses data security and privacy

concerns across multiple sectors such as healthcare, agriculture, communication, transport,

and smart grids. This review offers a thorough analysis of artificial intelligence and machine

learning blockchain solutions for Internet of Things (IoT) communication within the frame-

work of smart cities. A similar study23 investigates the strategic use of artificial intelligence

(AI), blockchain technology, and machine learning to enhance the cybersecurity defenses

of neobanks in response to the increasing dangers in this domain. While AI and machine

learning enhance threat detection and adaptive responses, blockchain’s decentralized struc-

ture provides transparency and immutability, making unauthorized access significantly more

challenging. The integration of these technologies creates a comprehensive security strategy,

enabling proactively addressing emerging risks and prioritizing the confidence of customers

and the integrity of data within the digitized financial landscape.

Consensus, a fundamental element of the blockchain network, is achieved through two

main approaches: Proof-of-Work (PoW) and Proof-of-Stake (PoS), each offering distinctive

advantages germane to the nuanced requirements of AI/ML data management. A recent

study24 examines the potential of blockchain technology to reshape various aspects of our

lives, highlights the security and performance challenges in PoS consensus protocols, and

discusses vulnerabilities. In the context of security, Proof of Work (PoW) is notable for its

significant resilience25 26 27, mostly because of the substantial computing effort required for

mining. The allocation of significant energy and resources serves as a substantial deterrent

against malevolent assaults, hence enhancing the overall security of the system. Moreover,

the PoW consensus mechanism effectively facilitates the establishment of decentralization

inside the network28 29. The mining process promotes inclusiveness by allowing access to
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those possessing the required gear, facilitating a more widespread distribution of power, and

mitigating the potential for centralization. PoW has additionally a well-established history,

having been used since the emergence of blockchain technology with the introduction of

Bitcoin8. The persistent and consistent use of this consensus demonstrates its trustworthi-

ness and stability over a significant duration, therefore establishing it as a trustworthy and

enduring consensus mechanism within the realm of blockchain technology.

The selection of the cryptographic hash function used to create data blocks is a crucial

factor that has broad consequences in the context of blockchain technology applied to ML

data. The cryptographic hash function SHA256, which is well-known for its strong secu-

rity characteristics, is one of the most appealing solutions accessible. Because blockchain

and machine learning require large datasets to be handled safely and independently, using

SHA256 is particularly advantageous30 31 32. It can ensure data integrity and cryptographic

security, speed up processing, and be widely accepted, making SHA256 integration neces-

sary to create a trustworthy and safe blockchain ecosystem that works well with machine

learning applications33 34. This paper35 advocates for the adoption of blockchain technology,

specifically emphasizing the utilization of SHA256 to ensure entirely secure communication

between devices. The proposed technique involves a two-step process: first, authenticating

each node using identity-based signatures for secure communication on a blockchain plat-

form; and second, sending blocks through hashing using SHA256 with device identities as

public keys. According to theoretical analysis and simulation results, this method performs

better than S-LoRaWAN and DLBA-IoT in terms of average detection rate, throughput,

scalability, time spent on block authentication, and energy use. The findings of36 under-

score how the proposed approach, leveraging SHA256, significantly enhances the security

of individual devices and overall network security within the IoT ecosystem. A research

highlights the effectiveness of blockchain technology in enhancing patient privacy and secu-

rity within the context of the Internet of Medical Things37. Traditional privacy techniques

prove inadequate, prompting the adoption of blockchain technology with smart contracts
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to protect private patient records. Utilizing the SHA256 algorithm for data integrity, the

system efficiently creates and secures blocks.

All this existing research primarily concentrates on aspects like fairness and cooperative

incentives, often overlooking efficiency and feasibility. Within this perspective, we present

a novel blockchain-driven framework aligning with the core roles of machine learning mod-

els. from multiple data aggregators collaborate within an aggregator consortium, ensuring

efficient, secure, and verifiable data sharing among peers throughout the training phase, a

pivotal emphasis is placed on safeguarding data integrity and security.
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Chapter 3

Methodology and Framework

The preservation of the reliability of AI/ML models, particularly during their training phase,

is crucial to mitigating adversarial attacks, data poisoning, and upholding the confidential-

ity of sensitive data. Traditional approaches, such as the combination of Proof of Work

(PoW) and the SHA256 cryptographic hash function with blockchain technology, are gain-

ing attention for their potential to enhance security and integrity during the training cycle.

Combining PoW and SHA256 with blockchain technology, which is known for being decen-

tralized, immutable, and hard to change, could help solve these problems by improving the

security and integrity of data during the training cycle.

In the present context, the proposed framework initiates an investigation into the poten-

tial collaboration between blockchain, using PoW as a consensus mechanism, and SHA256

to create signatures. This exploration delves into how this integration can augment trust

and dependability during the training phase of ML models. Consequently, it paves the way

for a novel era characterized by secure, transparent, and resilient AI/ML applications.

Figure 3.1 provides a comprehensive illustration of the structural design of the pro-

posed framework. It clearly outlines the key components, namely the peers that form the

blockchain network, who are responsible for the crucial role of validating data. The initial

step involves acquiring the input dataset and submitting it to preprocessing. Subsequently,
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Figure 3.1: Proposed system architecture for creating data blocks to train AI/ML models.

a series of data preparation steps are executed, including thorough data cleaning, transfor-

mation, segmentation, and augmentation, all aimed at elevating data quality and utility.

Following this, the data is methodically formatted, setting input features (x) and target

labels (y), thus structuring the data to optimize its appropriateness for subsequent com-

putational tasks and analytical processes. Once the input data has through a thorough

preprocessing step, it is then channeled to the smart contract for the purpose of validation
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and the creation of a data block. The smart contract plays a crucial role in verifying the

integrity and authenticity of the processed data. Once validated through PoW, the data is

then encapsulated into a data block, where it is secured and recorded within the blockchain’s

immutable ledger. This approach not only ensures the trustworthiness of the data but also

strengthens the transparency and tamper-resistant attributes of the blockchain network,

making it an ideal choice for safeguarding data in ML models.

After the verification of a block by peers, a signature will be produced via SHA256,

resulting in the creation of a collective hash. Following this, the hash will be recorded as a

new item in the blockchain ledger. In recognition of their participation, mining rewards will

be distributed to the peers who have contributed. Simultaneously, the primary data block,

together with its corresponding hash, will be stored securely in a private cloud infrastructure,

such as AWS or GCP38. This infrastructure will implement rigorous processes, including

data backup, replication, and version control, to ensure the integrity and reliability of the

data. Following the validation of the data consistency with the verified hash stored in the

ledger, it is prepared for feeding into the ML model. This process establishes a full cycle of

data integrity and security within the framework.

Machine Learning models, which heavily depend on securely trained data produced inside

a complex framework, provide an unparalleled degree of reliability and robustness in the

face of adversarial assaults. The comprehensive incorporation of SHA256 not only enhances

the security protocols of the training process but also strengthens the model’s resistance to

any weaknesses, therefore establishing a resilient framework for the construction of reliable

and secure Artificial Intelligence/Machine Learning (AI/ML) systems.

The workflow diagram of 3.2 illustrates the validation procedure for a new dataset inside

the blockchain network. The validation process begins with creating the first block header

and then proceeds to use the PoW consensus algorithm, in which miners diligently execute

computing jobs to attain the necessary threshold for validating the block via the mining

process. The miners, who are recognized as peers in the network, access the homepage
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Figure 3.2: Work flow diagram

linked to their respective categories in order to get the uploaded dataset. Following acqui-

sition, the dataset undergoes meticulous validation, systematically authenticated by miners

to detect any potential indicators of malicious activity or data inconsistencies. The process

advances with the aggregation and merging of hash values associated with the validated

dataset, generating a collective hash that serves as a unique identifier. The compilation of

this collective data contributes to the creation of a new block inside the blockchain, con-

tingent upon the establishment of a voting threshold to secure consensus among miners.

Throughout these steps, the workflow highlights the methodical and systematic approach

to data validation, placing significant emphasis on the dedication to identifying and resolv-

ing potential malicious data alteration in order to maintain the integrity of the blockchain

network.
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Chapter 4

Framework Development

Through our web application, SecureChainAI, a cutting-edge software dedicated to boosting

ML and AI trust and dependability, users can experience a revolution in data security. Our

platform harnesses the power of blockchain to guarantee data integrity and security, offering

a state-of-the-art solution for safeguarding information. Using a novel method for dataset

validation, SecureChainAI combines blockchain technology with crowdsourcing. Through

the collective intelligence of a diverse peer network, our platform ensures a meticulous

validation process for uploaded datasets, establishing a robust foundation for data integrity.

Figure 4.1: Application Architecture
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By developing this novel framework as the architecture shown in figure 4.1, individuals

are able to effortlessly complete the processes of registration, login, dataset uploading, cat-

egory subscription, dataset validation, and exploration of the extensive blockchain history.

These actions are facilitated by an interactive interface that has been specifically created to

provide a smooth and user-friendly experience. Presented below is a tabular representation,

including the technologies and functionality that have been outlined.

Aspect Technology Functionality
Frontend React, Material UI Modern and consistent design, enhanc-

ing user interface
Backend NodeJS (Express) Robust and scalable backend infras-

tructure
Database MySQL, Sequelize (ORM) Simplifies database interactions, en-

sures a structured and organized
database architecture

Storage AWS S3 Scalable, durable, and accessible stor-
age for uploaded datasets

HTTP Requests Axios Streamlines communication between
the frontend and backend

Authentication JWT (JSON Web Token) Provides secure, stateless authentica-
tion mechanism for user identification

Password Secu-
rity

Bcrypt Secures user passwords

Table 4.1: Summary of Technology Overview and Corresponding Features

The use of these technologies ensures a robust, scalable, and secure platform for dataset

validation and approval. The Material UI elevates the user interface with a modern and

consistent design; Sequelize simplifies database interactions; Axios streamlines HTTP com-

munication; Bcrypt secures user passwords; and JWT ensures secure authentication. Fur-

thermore, presented below is a concise summary of the functions facilitated by these tech-

nologies:

• User Registration and Authentication: Users can register and log in to the application,

ensuring a personalized and secure experience. JWT (JSON Web Token) is employed
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to manage user authentication, providing a stateless, secure mechanism for user iden-

tification.

Figure 4.2: User Authentication

• Category Subscription: After logging in, users can subscribe to specific categories of

interest. This feature allows users to focus on datasets that align with their expertise

and preferences, creating a more personalized experience, as stated in figure 4.3. The

subscription function serves to augment user personalization and ensures the delivery

of relevant updates and information according to the user’s chosen areas of interest

within the system.
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Figure 4.3: Category of Interest Subscription by Users

• User Dashboard: Our platform provides customers with an enhanced experience by of-

fering a customized interface. This interface includes a unique dashboard that enables

users to effortlessly monitor and follow the current state of datasets they have up-

loaded in real-time. The customizable dashboard functions as a single center, offering

a thorough overview of the validation process for every dataset. By providing visibility

into the current status, progress, and any relevant updates, users gain a heightened

sense of accountability throughout the dataset validation process. This feature not

only improves user interaction but also establishes an open and responsible method

for validating datasets, hence promoting confidence and trust in the platform’s oper-

ations.
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Figure 4.4: Subscribed Dataset Dashboard

• Dataset Management: Users can upload datasets, which are stored in AWS S3 buck-

ets, ensuring scalability, durability, and accessibility. Axios is utilized to handle HTTP

requests, facilitating smooth communication between the frontend and backend. Users

possess the capacity to both upload datasets and download them, facilitating a smooth

and reciprocal exchange of data. The user-friendly interface, as seen in Figures 4.5,

figure 4.6 and figure 4.7, allows users to effectively arrange datasets according to

chronological order, hence promoting a systematic and methodical approach to data

administration. Furthermore, users have the convenient ability to verify the voting

status of any dataset, promoting transparency within the validation process. The di-

verse range of capabilities provided by this system enables users to effectively manage

and monitor datasets at any stage of their lifespan, therefore equipping them with a

complete set of tools.
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Figure 4.5: Dataset Upload

• Data Validation, Voting and Monitoring System: The purpose of the Data Valida-

tion, Voting, and Monitoring System is to facilitate the active participation of users

who have subscribed to relevant categories in a collaborative process. The individuals

possess the capability to acquire datasets and evaluate their reliability, engaging in

a collaborative decision-making structure. The homepage of the system presents a

well-organized presentation of datasets in a tabular format. These datasets are care-

fully filtered to match the user’s subscriptions, resulting in a concise and user-friendly

summary.

The implementation of a monitoring system, using NodeJS with Express, effectively
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Figure 4.6: Data download for voting and validation

Figure 4.7: Applying filter and search

ensures transparency and efficiency by closely overseeing the whole process of dataset

validation. The technology automatically categorizes datasets as accepted or denied
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Figure 4.8: Dataset stored in cloud storage

after they have received a certain number of votes. The use of this automated decision-

making mechanism plays a crucial role in promoting transparency, optimizing work-

flow, and improving efficiency in the process of validating datasets. As a result, it

enhances the overall efficacy of the system.

• Blockchain Integration: After the dataset has been authorized, a SHA256 hash is

algorithmically constructed by analyzing its contents. The hash, which functions as a

distinct and safe representation of the dataset’s information, is then stored with great

attention to detail. The storing method described above results in the creation of a

full blockchain history. This history serves as an unchangeable and transparent record

of the dataset’s development and the trip it undergoes for approval. Users are granted

the capacity to explore the historical records of this blockchain, enhancing the degree

of transparency and traceability for every authorized dataset. This, in turn, fosters

confidence in the data’s authenticity and integrity.

• Integrity Verification: To ensure data integrity, users can verify datasets before feeding
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Figure 4.9: Dataset Verification and Voting Status Evaluation

them into machine learning models. The app compares the stored hash (on approval)

with a run-time hash generated from the content of the file stored in S3, indicating

whether the data is pure or compromised shown in figure 4.11.

After validation is complete, SecureChainAI produces a unique fingerprint or hash,

which becomes an unchangeable proof of validity for the dataset. This cryptographic

seal identifies the dataset as a trustworthy and validated source of information and

acts as an unchangeable proof of its validity. By using a decentralized public Ethereum

blockchain to record every dataset’s complete history, ensuring transparency and trace-

ability. This includes participant actions and timestamps. As part of our commitment

to data security, SecureChainAI thoroughly verifies the integrity of datasets before

incorporating them into machine learning pipelines. By comparing the hash that is

created with the one that is saved, this dual-check process makes sure that the dataset
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Figure 4.10: Consensus Ledger ensuring transparency and traceability

is safe and unaltered over its entire life on the cloud.

Figure 4.11: Data Integrity Verification Process

Therefore, the implementation of SecureChainAI occupies a leading position in the field

of data security, using blockchain technology and crowdsourcing methods to ensure thor-
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ough validation of datasets. This application significantly transforms the trustworthiness of

AI/ML, establishing new benchmarks for ensuring data integrity and reliability.
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Chapter 5

Recommendations and Future

Prospects

Our forthcoming research endeavors will entail the comprehensive examination of this in-

tegrated framework across a multitude of industry domains, including but not limited to

healthcare and finance, with the objective of appraising its applicability, resilience, and scal-

ability within authentic, real-world contexts. Furthermore, the objective is to develop user

interfaces that exhibit qualities of intuitiveness and user- friendliness, with the purpose of

enhancing seamless interac- tions with decentralization.

5.1 Insights and Roadmap for the Future

5.1.1 Integration of Proof of Federated Learning (PoFL)

Though our current research has shed light on existing consensus mechanisms like PoW,

Proof of Federated Learning (PoFL) presents a potential field for further research. PoFL is a

noteworthy alternative that introduces a decentralized and collaborative learning paradigm

introduced by Konečný et al.39. It enables cooperative calculations for model updates
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without disclosing raw data by integrating cryptographic approaches like Secure Multi-Party

Computation (SMPC)40. Because PoFL prioritizes both collaborative model improvement

and data safety, it is a viable option for improving ML/AI data security. When FL is

used41, people who share resources (often called miners or peers) work together to train

models without implying a central storage system. Orchestrating this decentralized process

is the responsibility of the pool manager.

5.1.2 Collaborative Secure Computing Integration

As a key element of ensuring that participants can collaboratively perform computations

on the model while preserving the privacy of their individual data, the utilization of SMPC

in the initial phase could safeguard privacy in the computation process. The aggregation

process, integral to the collective advancement of the model, maintains the privacy of in-

dividual data sources. The ensuing modifications are systematically recorded in a secure

and transparent manner within blockchain ledgers, making them resilient to tampering.As

we conclude our exploration into model security, a noteworthy future recommendation is

the incorporation of the Secure Model Verification (SMV) step, proposed by the author42,

seamlessly integrated into the Cloud Service Provider (CSP). This procedure’s careful de-

sign guarantees that model predictions are carried out within the CSP with the highest

confidentiality and integrity.

Additionally, integrating the Function Secret Sharing (FSS) protocol43 with SMPC offers

an intriguing path for future research. With this protocol, both the hosting firm and the

miner may remain anonymous, which is an attractive proposition. The inclusion of FSS

greatly enhances the overall privacy and security of the environment where model training

occurs by protecting each participant’s inputs and models throughout the collaborative

learning process. Investigating how the FSS protocol is implemented and affected inside the

SMPC framework seems like a wise course of action for improving security protocols in the

context of cooperative learning settings.
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Chapter 6

Conclusion

This research highlights the potential of Blockchain technology to revolutionize the training

cycle of ML models with enhanced data security. Through the exploration of fundamen-

tal research inquiries, we have successfully illuminated the merits, quantifiable gains, and

approaches to overcome obstacles in the process of implementation. Our comprehensive

framework not only fortifies ML model security but also fosters transparency and trust

in blockchain-based, decentralized learning environments, forging a robust synergy by in-

tegrating PoW and SHA256. As technological advancements continue, the integration of

blockchain technology with the training of ML models is a noteworthy development that

underscores our dedication to protecting digital assets within the ever-evolving cyber envi-

ronment.
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