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A B S T R A C T   

The Council of Europe, Europe’s most important human rights organization, is developing a legally binding 
instrument for the development, design, and application of AI systems. This “Convention on Artificial Intelli
gence, Human Rights, Democracy and the Rule of Law” (AI Convention) aims to protect human rights against the 
harms of AI. The AI Convention may become the first legally-binding international treaty on AI. In this article, we 
highlight the implications of the proposed AI Convention for the health and human rights protection of patients. 
We praise the following characteristics [1]. Global regulation for technology that easily crosses jurisdictions [2]. 
The human rights-based approach with human rights assessment [3]. The actor-neutral, full-lifecycle approach 
[4]. The creation of enforceable rights through the European Human Rights Court. We signal the following 
challenges [1]. The sector-neutral approach [2]. The lack of reflection on new human rights [3]. Definitional 
issues, and [4] The process of global negotiations. We conclude that it is important for the Council of Europe not 
to compromise on the wide scope of application and the rights-based character of the proposed AI Convention.   

1. Introduction 

In the medical field, physicians, patients, and tech developers are 
calling for regulation of Artificial Intelligence (AI). There are questions 
and concerns about doctors using ChatGPT [1], the liability of increas
ingly autonomous surgical systems, [2] and the persistent racial biases 
exhibited by medical AI systems [3]. Worldwide, legislators are rushing 
to regulate AI, while new applications keep popping up at an unprece
dented speed [4]. On the European continent, multiple regional legis
lative instruments are being negotiated in parallel. In June 2023, the 
European Parliament finally agreed on the content of the EU Artificial 
Intelligence Act (AI Act). Concurrently, the Council of Europe (CoE), 
Europe’s most important human rights organization, is developing a 
legally binding instrument for the development, design, and application 
of AI systems: the “Convention on Artificial Intelligence, Human Rights, 
Democracy and the Rule of Law” (AI Convention) [5]. The Convention 
will apply to the medical context [5]. 

Unlike the AI Act – that only applies to the 27 EU Member States – the 
AI Convention has the potential of becoming the first legally-binding 
international treaty on AI. We argue that, with its clear focus on funda
mental rights protection, the AI Convention has the potential to fill the 

currently existing regulatory gaps in the protection of patients against 
the harms of medical AI. We first briefly outline the challenges posed by 
medical AI. Then we explain how the AI Convention is different from the 
AI Act and provide an overview of the current text of the AI Convention. 
Subsequently, we highlight the most important implications for the 
health and fundamental rights protection of patients. We conclude with 
recommendations on how to strengthen the protection of health in the 
ongoing legislative drafting of the AI Convention. 

2. The need for AI governance in healthcare 

AI has widely recognized potential for improving healthcare. How
ever, it poses significant risks to the protection of the health and human 
rights of patients. Medical AI depends on enormous amounts of high- 
quality data. This is difficult to obtain, and many datasets contain 
inaccuracies (e.g. errors in medical records) and biases (e.g. underrep
resentation of certain patients in datasets). This can lead to discrimi
nation and/or medical errors programmed into the algorithm, causing 
physical or mental harm, especially for already marginalized groups. 
The increasing use of AI in healthcare may challenge access to health
care because of lack of trust of patients in medical AI [6], lack of digital 
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literacy (e.g. of older patients), and lack of access to digital tools [7]. 
Medical AI also risks unlawful collection and use of sensitive personal 
data and may implicate cybersecurity, data protection, and privacy 
rights. “Black box” medical AI complicates existing informed consent 
procedures [8] because of its inexplicability and complexity for patients, 
affecting patient autonomy and physical integrity. At the same time, AI 
blurs the lines of responsibility and accountability, creating confusion 
about liability and compensation procedures in the event of harm [9]. 

3. Background, purpose, and outline of the AI convention 

The CoE has been guarding the human rights of people on the Eu
ropean continent since 1949. As shown in Fig. 1, has 46 member states 
(including all 27 EU member states and countries such as the United 
Kingdom, Turkey, and Switzerland), 5 Council observers (United States 
(US), Canada, Japan, Mexico, and the Holy See), and 3 assembly ob
servers (the parliaments of Canada, Israel, and Mexico can participate in 
assembly meetings). In the last decade, the CoE has issued numerous 
non-binding legal instruments on AI (e.g. guidelines and recommenda
tions). In 2019, an Ad Hoc Committee on AI (CAHAI) was established to 
assess the need for a legally binding AI convention. Since January 2022, 
a new Committee on AI (CAI), consisting of member states, observer 
states (e.g. US and Japan), and representatives of the private sector and 
civil society, has been drafting the text of an AI Convention [10,11]. A 
consolidated working draft of the AI Convention – which was, in spite of 
critique, drafted behind closed doors [12] – was released in July 2023 
and will serve as the basis for further negotiations within the CoE [5]. 
The final text is expected in 2024. 

While the CoE’s main human rights instrument – the European 
Convention on Human Rights – applies to all areas of life, including 
technological developments, and its European Court of Human Rights 
can already rule on human rights issues concerning new technology, the 
CoE deems a new AI Convention necessary for the following three rea
sons [1]. To solve interpretation difficulties in current human rights 
applied to the context of AI [2], to legally embed essential principles, 
and [3] To set international AI human rights norms to support trade 
[10]. It, therefore, does not necessarily introduce new human rights but 
rather designs more specific provisions to apply existing CoE standards 
on human rights in the AI context. The legal instrument will probably 
take the form of a framework convention (guiding principles and values) 
rather than a convention (binding rights and obligations) [13]. 

The AI Convention aims to regulate AI systems in their entirety 
during all phases of their lifecycle: from design to development, to 
application, to decommissioning (Article 1). It defines AI systems as “any 
algorithmic system or a combination of such systems that uses computational 
methods derived from statistics or other mathematical techniques and that 
generates text, sound, image or other content or either assists or replaces 
human decision-making.” (Article 3). The Convention applies horizon
tally across all sectors (Article 4). The Convention stipulates general 
obligations for actors applying AI systems (Chapter II), and specific 
obligations for Member States implementing the Convention, such as 
ensuring non-discrimination (Article 17), providing for public 

consultation (Article 19), and investing in digital literacy and skills 
(Article 20). At the same time, it formalizes fundamental AI principles to 
underpin concrete individual rights, such as the principle of trans
parency and oversight (Article 7) and the principle of safe innovation 
(Article 12). To ensure accountability and redress, it requires States to 
implement suitable redress systems (Chapter IV). It also proposes a 
regime for the assessment of the impact of AI technologies on human 
rights based on the level of risk (Chapter VI) and requires States to 
establish effective oversight mechanisms (Article 25). 

The AI Convention is not the first legal instrument to set rules for AI. 
The European Commission is preparing the EU AI Act and the U.S. 
Federal Government has recently published a blueprint for an AI Bill of 
Rights [14]. The AI Convention will not override these regulatory ini
tiatives but instead aims to complement them. The AI Convention and 
the AI Act exist within different legal frameworks – although they 
regulate the same object (AI systems) and apply to overlapping actors 
(27 EU Member States). The AI Act focuses on streamlining products 
using AI within the EU internal market, while the AI Convention centers 
on protecting fundamental rights of people affected by AI systems. The 
EU AI strategy has been critiqued for its limited applicability to 
health-specific issues, and lack of individual fundamental rights pro
tection in the realm of healthcare [15–17]. The AI Convention has the 
potential to fill these legal gaps. 

4. Promises of the Council of Europe’s AI convention for health 
protection 

4.1. First global AI treaty 

Should the negotiations around the AI Convention be successful, this 
will be the first significant international treaty to focus on medical AI 
implementation. Moreover – the first treaty in this field with the primary 
aim of protecting citizens’ human rights against the harms of AI. The AI 
Convention is principle-based and will – unlike the AI Act and the AI Bill 
of Rights – introduce legally binding principles to ensure human rights, 
which also will apply to citizens of non-EU states [11]. This application 
to non-EU states and citizen will mean that AI Convention will have a 
broader territorial scope of application than the AI Act, as the CoE has 47 
countries as members (including all 27 EU Member States). Observer 
states such as Japan and the US are also involved in the drafting and can 
decide to become signatories to the AI Convention. Third party countries 
also have the option to enter the treaty. The European Union is also 
involved in the drafting of the Convention. Because of all the different 
parties involved, the AI Convention has the potential of becoming the 
first legally binding global treaty on AI. 

Striving toward a global AI treaty is an applaudable move. First, the 
potentially disruptive effects of AI technology transcend across borders, 
especially in inherently international areas such as warfare, trade, and 
(cyber) surveillance. Second, international tech companies lead the “AI 
revolution”. This multi-level, cross-border digital ecosystem, existing of 
private and public actors, cannot effectively be regulated by national 
regulators only [18]. For the healthcare sector, a global AI treaty would 

Fig. 1. 46 Council of Europe Member States and 27 European Union Member States.  
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mean that the human rights standards governing medical products and 
services using AI would be raised worldwide. Setting international 
human rights standards will also guarantee equal protection to patients 
seeking healthcare cross-border. A global AI treaty, especially one 
focused on medical applications, will be truly a landmark achievement 
in AI governance and a step in the right direction to effectively regulate 
technology that easily crosses jurisdictions. 

4.2. A human rights-based approach to AI governance 

In accordance with its aim to achieve greater unity between States, 
and out of concern for the potential detrimental effects of AI systems on 
the protection of human rights, the CoE proposes a human rights-based 
approach to AI governance. First and foremost, the AI Convention re
quires all AI systems to undergo a human rights assessment before 
deployment (Article 15). Using the proposed impact assessment model, 
States need to identify AI systems that present “unacceptable” or “sig
nificant” levels of risks to human rights. Unacceptable AI systems 
require States to impose a moratorium on their use while significantly 
risky systems require strict measures to prevent harm. Additionally, the 
AI Convention guarantees non-discrimination, privacy and data pro
tection, transparency, and robust systems for redressing harm, as key 
principles for AI [19]. 

The human rights assessment has a lot of potential for protecting 
patients against the possible harms of medical AI tools. Foremost, it 
would require a risk assessment of the health rights as guaranteed by the 
European Court of Human Rights, such as the right to life and the right to 
access healthcare. The principle of non-discrimination, as guaranteed by 
the Convention, is important for health equity: fair opportunities to 
attain the highest level of health for all individuals. For example, when 
AI becomes common practice in healthcare, States must invest in 
internet access in remote areas to ensure sufficient access to standard-of- 
care digital technologies. The Convention sets high requirements for 
data protection. Adequate data protection is an important goal in the 
healthcare sector because of the intimate nature of the data patients 
share with their doctors. By introducing robust frameworks for 
accountability and liability, the Convention introduces a highly needed 
new layer of protection for patients, as current legal regimes do not 
equip patients with the means to remedy harm caused by medical AI 
[17]. The transparency principles put forward by the Convention protect 
patients from so-called “black box”-algorithms and allow for informed 
decision-making about medical treatment, which is an important factor 
in the creation of a relationship of trust between patient and doctor. 

Setting international human rights standards for AI is important, 
especially for medical AI. First, people in need of healthcare are in a 
more vulnerable position than “regular consumers”. Second, the pro
tection of patients’ rights and the financing of the healthcare sector is 
typically regulated nationally, which means that patients’ rights and 
entitlements vary between States. Because of its global character and 
focus on human rights, the AI Convention, if enacted, can be an 
important tool to ensure that AI technology will be implemented equi
tably and consistently for all, regardless of location. 

4.3. All sectors, across the AI lifecycle 

The definition of AI in the proposed AI Convention is rather broad 
and includes most medical AI applications, including ChatGPT-assisted 
diagnosis, fertility tracker apps, and AI-based fall detection in elderly 
care facilities. There is however no consensus yet on the exact scope of 
the Convention. While the Council of Europe advocates a broad scope, 
the U.S., the U.K., and Japan aim to limit the scope to the public sector 
[20]. 

Even if the scope were to be limited to uses of AI in the public sector, 
a sizable number of medical AI applications would still be covered by the 
Convention. Many public healthcare systems use AI, the government 
uses AI for public health (i.e. automated disease surveillance and Covid- 

19 apps), and many states deploy AI for the distribution of health-related 
social benefits. Another important feature of the AI Convention is that it 
applies to the entire lifecycle of AI. As some AI systems evolve over time 
(“adaptive AI systems”), this approach allows for regulation of the total 
lifecycle. In comparison, the EU’s AI Act, does not have a lifecycle 
approach but focuses on regulating the development phase. On top of 
that, it only sets strict rules for “high-risk” AI medical devices. For pa
tients, regulating the application phase could be beneficial, as this would 
also create obligations for physicians using medical AI. 

4.4. Enforceable rights through the European Human Rights Court 

The CoE has a strong history of upholding patients’ human rights and 
health. The AI Convention has the potential to further contribute to this 
aim. In order to achieve improved human rights protections in the 
medical field, the CoE has produced numerous recommendations on 
medical-ethical concerns, such as health governance, organ donation, 
and medical data protection. Its Human Rights Court has upheld patient 
protections against, among other things, coerced medical procedures, 
breaches of medical data, and health discrimination. For example, the 
right to know one is interacting with an AI system could be invoked by 
patients in national courts. In the past, the CoE has introduced strict 
obligations for states to pro-actively protect the health and patients’ 
rights of their citizens. Following court orders, many states have 
amended national health laws and policies. [21] The AI Convention has 
the potential to influence national practices regarding medical AI in the 
same manner. 

5. Challenges of the Council of Europe’s AI convention for 
health protection 

An obvious challenge to the effectiveness of the proposed AI 
convention in the medical context is its general nature. The Convention 
applies horizontally across all sectors and does not stipulate specific 
rules for the use of AI in healthcare. This means that it does not consider 
any health-specific challenges, such as medical informed consent pro
cedures, and will need “translation” to the medical context. 

Taking a human rights-based approach to regulating AI has also been 
criticized: human rights have been accused of being too Western, too 
individualistic, too narrow, and too abstract [22]. For example, the 
choice for individual rights has been questioned, as AI often uses 
aggregated, anonymized data, that may directly affect the human rights 
of a specific population group rather than an individual. 

The CoE decided to “re-interpret” existing human rights to fit the 
context of AI. Some scholars have however argued that current rights are 
insufficient and call for a complementary set of human rights directed 
specifically against the harms arising from AI technologies. For example, 
a “neurorights”-movement emerged in response to the development of 
AI in neurotechnology [23], such as AI-powered brain implants to treat 
illnesses [24], or headphones to record brain activity and improve 
productivity [25]. In this context, scholars have proposed new human 
rights to mental self-determination and to cognitive liberty [26]. Other 
rights proposed by scholars are the right to be offline and the right to 
internet access [27]. One could also think of a right to a human doctor, or a 
right to a second AI opinion. 

Civil society organizations have expressed concerns about the im
plications of the blanket exemption for national security for protecting 
human rights, as included in a previous draft of the text (Revised Zero 
Draft) [28]. While this blanket exemption has disappeared from the 
current version of the text, the proposal still recalls existing exemptions 
for issues of national security. This type of exemption may also apply to 
medical applications of AI. AI is increasingly used at the intersection of 
public health and national security, such as Covid apps, fever screening 
tools in border control, or emotion recognition systems to assess the 
mental state of undocumented migrants [29]. 

Other concerns are the broad definition of AI in the Convention and 
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the lack of guidelines on prohibitions of unacceptable AI systems by 
governments [28]. An often-mentioned example of unacceptable AI is 
biometric mass surveillance, such as behavioral detection of mental 
disability in public spaces [30]. In healthcare, patients may benefit from 
a prohibition of solely automated refusal of health insurance 
applications. 

Finally, the great ambitions of the AI Convention may challenge its 
eventual success. If the objective is to generate global consensus, there is 
a significant risk of watering down the text, both in relation to its scope 
and its obligations. To illustrate, the US, UK, Canada, and Israel have 
been pushing to limit the scope of the Convention to the public sector 
only – leaving out private companies using AI [20]. In light of the 
growing power of big tech companies in the realm of medical AI, 
excluding them is disadvantageous for patients. Moreover, the focus on 
global applicability may also result in more principles instead of rights 
and obligations, limiting the protection of patients. In the latest version of 
the text, the effect of negotiations is very visible: as compared to the 
previous draft (Revised Zero Draft), there seems to be more emphasis on 
national interpretation, domestic legal systems, and guiding principles 
instead of binding rights. 

6. Conclusions 

In other words, a human-rights-based approach to AI is beneficial for 
the health and human rights of patients. When medical AI becomes 
standard in healthcare, the CoE’s AI Convention, the first legally 
enforceable fundamental rights document for AI established on such a 
large scale, has the potential to improve health and patients’ rights 
globally. The current draft text is a step in the right direction. However, 
the current shortcomings may significantly diminish its positive impact. 
It is therefore important that the CoE does not compromise on the wide 
scope of application and the rights-based character of the proposed 
Convention. Moreover, the CoE could play an important role in trans
lating the human-rights approach to AI to the context of healthcare, for 
example by issuing a recommendation. 

At the same time, the current political landscape may not allow the 
CoE to live up to its ambitions. In this light, the CoE has to reconsider 
what is more valuable: establishing internationally accepted human 
rights principles for AI governance or introducing enforceable rights for a 
smaller group of citizens. As compared to the Revised Zero Draft, in the 
last version of the text, the focus seems to be more on principles. This 
may be explained by the exclusion of civil society organizations from the 
Drafting Committee Meetings. In our view, an issue as important as a 
worldwide AI Convention requires a new public round of stakeholder 
consultation, as ultimately, AI affects the human rights of everyone. 
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