
UvA-DARE is a service provided by the library of the University of Amsterdam (https://dare.uva.nl)

UvA-DARE (Digital Academic Repository)

Is that my heartbeat?
Measuring and understanding modality-dependent cardiac interoception in virtual reality
El Ali, A.; Ney, R.; van Berlo, Z.M.C.; Cesar, P.
DOI
10.1109/TVCG.2023.3320228
Publication date
2023
Document Version
Final published version
Published in
IEEE Transactions on visualization and computer graphics
License
Article 25fa Dutch Copyright Act (https://www.openaccess.nl/en/in-the-netherlands/you-share-
we-take-care)
Link to publication

Citation for published version (APA):
El Ali, A., Ney, R., van Berlo, Z. M. C., & Cesar, P. (2023). Is that my heartbeat? Measuring
and understanding modality-dependent cardiac interoception in virtual reality. IEEE
Transactions on visualization and computer graphics, 29(11), 4805-4815.
https://doi.org/10.1109/TVCG.2023.3320228

General rights
It is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s)
and/or copyright holder(s), other than for strictly personal, individual use, unless the work is under an open
content license (like Creative Commons).

Disclaimer/Complaints regulations
If you believe that digital publication of certain material infringes any of your rights or (privacy) interests, please
let the Library know, stating your reasons. In case of a legitimate complaint, the Library will make the material
inaccessible and/or remove it from the website. Please Ask the Library: https://uba.uva.nl/en/contact, or a letter
to: Library of the University of Amsterdam, Secretariat, Singel 425, 1012 WP Amsterdam, The Netherlands. You
will be contacted as soon as possible.

Download date:27 May 2024

https://doi.org/10.1109/TVCG.2023.3320228
https://dare.uva.nl/personal/pure/en/publications/is-that-my-heartbeat(a2af218b-6e4a-447e-890c-a2670b32fb07).html
https://doi.org/10.1109/TVCG.2023.3320228


Digital Object Identifier no. 10.1109/TVCG.2023.3320228

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 29, NO. 11, NOVEMBER 2023 4805

1077-2626 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. 
See https://www.ieee.org/publications/rights/index.html for more information.

Manuscript received 25 March 2023; revised 17 June 2023; accepted 7 July 2023.
Date of publication 2 October 2023; date of current version 31 October 2023.
This article has supplementary downloadable material available at https://doi.
org/10.1109/TVCG.2023.3320228, provided by the authors.

Is that my Heartbeat? Measuring and Understanding
Modality-dependent Cardiac Interoception in Virtual Reality

Abdallah El Ali , Rayna Ney , Zeph M. C. van Berlo , Pablo Cesar
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Fig. 1: Our Screen (top) and Virtual Reality (bottom) between-subjects conditions showing (a) participant interacting with the task,
(b) an example practice trial, (c) an example main trial with the visual modality, and (d) prompt screen asking participant if their
preceding displayed heartbeat matches theirs. Best viewed in color.

Abstract— Measuring interoception (‘perceiving internal bodily states’) has diagnostic and wellbeing implications. Since heartbeats
are distinct and frequent, various methods aim at measuring cardiac interoceptive accuracy (CIAcc). However, the role of exteroceptive
modalities for representing heart rate (HR) across screen-based and Virtual Reality (VR) environments remains unclear. Using
a PolarH10 HR monitor, we develop a modality-dependent cardiac recognition task that modifies displayed HR. In a mixed-
factorial design (N=50), we investigate how task environment (Screen, VR), modality (Audio, Visual, Audio-Visual), and real-time HR
modifications (±15%, ±30%, None) influence CIAcc, interoceptive awareness, mind-body measures, VR presence, and post-experience
responses. Findings showed that participants confused their HR with underestimates up to 30%; environment did not affect CIAcc but
influenced mind-related measures; modality did not influence CIAcc, however including audio increased interoceptive awareness; and
VR presence inversely correlated with CIAcc. We contribute a lightweight and extensible cardiac interoception measurement method,
and implications for biofeedback displays.

Index Terms—Interoception, heart rate, virtual reality, cardiac, biofeedback, modality

1 INTRODUCTION

Interoception is the capacity to perceive one’s own internal bodily
states [11], and believed to influence our cognitive, affective, and inter-
personal interactions [80]. It plays a crucial role in regulating home-
ostatic processes [57] as well as in health and disease. It influences
our physical and mental health [36], with links to disorders including
anxiety and depression [59], and Attention-Deficit/Hyperactivity Disor-
der [39]. Despite the surge of research on cardiac interoception, and
with the wide availability of consumer head-mounted displays (HMDs)
that enable immersive Virtual Reality (VR) applications, there is little
known about the interplay between VR experiences and how we per-
ceive our bodily states. VR experiences have been shown to influence
presence in the sense of ‘being there’ (cf., Place Illusion [74, 75]). This
has clinical implications [65], and influences emotional reactions [16]
and physiology in VR [88]. Indeed, immersive therapeutic biofeedback
using heart rate biofeeback has been used for lowering anxiety [38],
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for stress and pain reduction [42], and to foster empathy [68]. Specifi-
cally, previous work has shown that embodying an avatar, with varying
fidelity and realism across (social) VR platforms can influence pres-
ence [30] and body perception measures [18].

In this work, we focus on spatial presence (‘being there’) in VR,
where we examine cardiac interoception under a disembodied VR set-
ting (no avatar) to avoid confounds with the type of avatar embodiment.
We compare such VR experiences with a screen-based environment
where users have full visceral sense of their real body. Disembod-
ied VR experiences (e.g., watching immersive 360 videos [45]) have
been shown to impact how users perceive their own body, where users
reported being less aware of their bodily state (skin, muscular, and
cardiovascular) in comparison with desktop settings [56]. This suggests
that if participants are disembodied in VR, they may have reduced
interoceptive senses. Moon et al. [52] found increased physiological
responses for an imagery running task, and higher reported presence
when participants embodied an avatar than those who did not. Given the
foregoing, this led us to investigate more closely whether (disembodied)
VR experiences similarly influence how we relate to our cardiac signals,
and how interoception can be measured in such environments.

While there are different kinds of interoceptive sensations (e.g., gas-
tric, pulmonary, cardiovascular [36]), most research focuses on cardiac
interoception, as heartbeats are distinct and frequent internal events,
which can more easily be discriminated and measured [26]. Further-
more, non-cardiac measurements can be expensive and invasive to

Authorized licensed use limited to: Universiteit van Amsterdam. Downloaded on January 03,2024 at 11:28:06 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 29, NO. 11, NOVEMBER 20234806

administer [58]. Measurement of cardiac interoception typically spans
three factors [32]: ‘interoceptive accuracy’, defined as the ability to
perceive an internal (e.g., one’s heartbeat) signal in close correspon-
dence with a physiological measurement of it; ‘interoceptive sensibility’
which refers to the self-evaluation of interoceptive ability, commonly
assessed through interviews or questionnaires; and ‘interoceptive aware-
ness’, which is a meta-cognitive construct that reflects how well partici-
pants’ beliefs about their interoceptive ability (i.e, their confidence) is
matched by their actual performance on tests of interoceptive accuracy.

Given these, the most common method to date for measuring car-
diac interoceptive accuracy (CIAcc) is the Heartbeat Counting Task
(HCT) [67], wherein participants are asked to report the number of
heartbeats they feel during pre-set time intervals. However, several
works have shown that this measure is fraught with methodological
problems [23, 71]. Due to this, several related tasks have recently
been proposed, such as the Cardiac Recognition Task [32]. Here,
heartbeats are paired with visual exteroceptive information for the
biofeedback (visual icons), where such integration of interoceptive and
exteroceptive information is purported to play a role in interpreting and
integrating information about the state of the inner body to facilitate
self-regulation [32, 37]. However, the role of visualization modality
remains limited: previous work has found that audio heartbeats have
the capacity to influence physiological and emotional states [8, 78, 89]
and the sensation of effort [53], either on its own or when coupled
with other modalities (e.g., haptic feedback). Relatedly, Chen et al. [8]
explored multi-sensory heart rate (HR) representations, and found that
audio-haptic feedback was most preferred while visual feedback was
reported as being distracting. Yet other works found that the audio
modality either did not facilitate physiological relaxation [94], or did
not influence participants’ physiological signals [14]. Given the impor-
tance of exteroceptive cues, and the unknown role they play in cardiac
interoception and “interoceptive illusions" [69], we sought to compare
exteroceptive modalities (audio, visual, or audio-visual) for measuring
cardiac interoception across screen-based and VR environments.

Despite the emergence of new cardiac interoception measurement
methods, these tasks either rely on expensive measurement apparatus,
focus on a single modality, do not scale beyond psychophysiological
experiments, or are not immediately extensible to screen-based and VR
environments. Measuring cardiac interoceptive ability across devices
and task environments not only has diagnostic and wellbeing implica-
tions within interoception research, but can shed light on the role of
modalities for visualizing and interpreting self- and others’ biosignals
(cf., [22, 40, 51]) across the reality-virtuality continuum [49]. Thus, in
this work, we ask: (RQ1) How can we design a multimodal cardiac
interoception task that can be used across devices and task environ-
ments? We use a Polar H101 HR monitor and the Excite-O-Meter
framework [63] and introduce a novel Modality-dependent Cardiac
Recognition Task. This tasks draws on exteroceptive modality repre-
sentations (Audio, Visual, Audio-Visual) and real-time modification of
displayed HR (increase/decrease) to assess cardiac recognition. Our
task can be executed across Screen-based and Virtual Reality (VR)
environments (Figure 1), which led to our second question: (RQ2)
What are the effects of HR presentation modality and real-time modifi-
cation of displayed HR across Screen-based and VR environments on
CIAcc, interoceptive awareness, mind-body subjective measures, and
VR specific measures of presence? We employed a mixed-factorial de-
sign (N=50), with task environment (Screen, VR) as between-subjects
factors. We investigated the effects of Modality (Audio, Visual, Audio-
Visual) and displayed HR Modification (±15%, ±30%, Real) on CIAcc
(as binomial accuracy and d′ [44]), interoceptive awareness (as or-
dinal confidence ratings), measures of mind and bodily perception
(MAIA [47], SMS [79]), cybersickness (SSQ [35]), presence in the
VR condition (IPQ [70], SUS [75, 83]), and post-experience interview
responses. We furthermore tested whether our task is associated with
the classic HCT [67]. Our findings showed that (a) participants across
task environments underestimated their own HR up to 30%, which
was indistinguishable from their actual HR (b) the task environment

1https://www.polar.com/en/sensors/h10-heart-rate-sensor

(Screen, VR) did not affect CIAcc but influenced mind-related measures
(MAIA, SMS-Mind) (c) modality did not influence CIAcc, however
including audio increased interoceptive awareness, and (d) VR IPQ
General Presence inversely correlated with CIAcc.

Our exploratory work offers two primary contributions: (1) We
introduce a lightweight and extensible method using a Polar H10 chest
strap HR monitor for measuring cardiac interoception (CIAcc and
awareness). This can be easily deployed across Unity-based mixed
reality environments2, thus enabling explorations between VR-specific
phenomena and cardiac interoception. (2) We provide empirically-
backed insights and considerations for assessing cardiac interoception
in real and virtual environments. This has implications for designing
the most suitable HR modality representation, and feeds into research
directions that assess how VR-specific phenomena affect our bodily
self-perception, from presence to avatar embodiment, to remote medical
diagnoses for assessing interoception-related mental health outcomes.

2 RELATED WORK

Several research strands influenced our work, which we describe below.

2.1 Measuring cardiac interoception
Measurement of interoception began flourishing around 45 years ago
[67]. Earlier measurement tasks focused primarily on heartbeat percep-
tion, given their discrete nature which lends itself to discriminability.
These tasks measures cardiac interoceptive accuracy, defined as the
ability of an individual to explicitly and accurately identify discrete
interoceptive events such as their heartbeats. Whereas some tasks [86]
ask participants to discriminate between auditory tones presented either
synchronously or asynchronously with their heartbeats, others, like
the ‘gold standard’ Heartbeat Counting Task [67], ask participants to
track and report their heartbeats over short periods of time. However,
accumulating evidence suggests that this measure suffers from method-
ological problems, spanning construct validity issues [71], participant
over-reporting tendencies, time interval counting instead of heartbeats,
to trait-contingent characteristics of participants [23]. Researchers
have since aimed to address these shortcomings, with a plethora of
cardiac interoception accuracy tasks being proposed. Examples include
the Heartbeat Discrimination Task [41], CARdiac Elevation Detection
Task [61], and Heartbeat Matching Task [58], all of which differ in
their assessment approach, yet with a recurring finding that participants
routinely underestimate their heartbeats [6]. Increasing evidence from
psychobiology underscores the importance of integration of interocep-
tive and exteroceptive information in enabling humans to interpret their
inner body states to facilitate self-regulation [32, 37]. Related to the
present work are Azevedo et al.’s [2] forced-choice paradigm and more
recently Hodossy et al.’s [32] Cardiac Recognition Task, both of which
pair visual exteroceptive information for the biofeedback, and involve a
cardiac recognition task. In Azevedo’s forced-choice paradigm, partici-
pants discriminated between sounds of their own heartbeat and that of
another person, and found that while participants identified their own
heart sound above chance, their interoceptive awareness was poorer.
In their setup, they prerecorded heartbeats using a Doppler device. In
Hodossy et al.’s setup, they paired interoceptive signals (i.e., heartbeats)
with visual exteroceptive information for the biofeedback, mapped to
a thermometer display icon. Their focus was on whether participants
can count, feel, and regulate their heartbeats, when the recognition was
pitted against another person’s heartbeat.

Whereas these tasks focused on recognition of one’s heartbeat with
respect to another person’s, our task draws on work within immer-
sive virtual environments where participants’ own cardiac signals are
manipulated through increase/decrease of displayed heartbeats [8, 14].
Importantly however, all these previous tasks either rely on expensive
measurement apparatus, focus on a single modality, or are designed
specifically for psychophysiological experiments using custom soft-
ware to assess cardiodynamics. Since they may not be immediately
applicable for usage across screen-based and VR environments, these
approaches can lack extensibility.

2Source code: https://github.com/cwi-dis/CardioceptionVR
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2.2 Understanding bodily states in real and disembodied
virtual environments

Virtual Reality (VR) experiences have the capacity to influence feelings
of presence in the sense of ‘being there’ (cf., Place Illusion [75]). Such
experiences can influence our emotional reactions [16], physiology
[88], and foster empathy [68]. Specifically, interoception has been
shown to play a vital role in maintaining a coherent sense of self
through the malleability of body representations [81], where those who
exhibited low CIAcc had a stronger sense of body-ownership over a fake
hand in a Rubber Hand Illusion manipulation. Importantly, changes in
body ownership have been shown to influence perception of our own
cardiac signals [24], where a change in body-ownership significantly
improved performance of participants with lower interoceptive accuracy.
This can partially be attributed to compressed time perception in VR,
which was shown to influence cardiac interoception [48]. This is
in line with clinical research on interoception and depersonalization-
derealization disorder, where a patient exhibited impaired performance
in the heartbeat detection task when compared to controls [72]. In a
scoping review, Lüddecke and Felnhofer [42] found that peripheral
physiological VR biofeedback can support anxiety, stress, and pain
reduction, and can facilitate motivation, user experience, involvement
and attentional focus among healthy adults.

In this study, we focus on disembodied VR experiences. Such dis-
embodied experiences (e.g., watching immersive 360 videos [45]) have
been shown to impact how users perceive their own body, where they
reported being less aware of their bodily state (skin, muscular, and
cardiovascular) in comparison with desktop settings [56]. This suggests
that if participants are disembodied in VR, they may have reduced
interoceptive senses. Moon et al. [52] found increased physiological
responses for an imagery running task, and higher reported presence
when participants embodied an avatar than those who did not. More-
over, previous work found that embodying an avatar (with varying
fidelity and realism across (social) VR platforms) can influence pres-
ence [30] and body perception measures [18]. Therefore, to avoid such
confounds with the type of avatar embodied, we focus on disembodied
VR experiences. This lead us to examine cardiac interoception under a
disembodied VR setting (no avatar), and compare it with a screen-based
environment where users have full visceral sense of their real body.

2.3 Visualizing heart rate across modalities
Creating exteroceptive cues through multimodal visualization of human
biosignals has a long-standing history in HCI, where biosignals are
represented across different modalities and forms [43]. For heartbeats
specifically, visualizations typically span visual representations, includ-
ing skeuomorphic [40], text/numerical [27], screen overlays [29], or
holographic displays [82]. However, they can also be represented as
auditory heartbeats [15] or as haptic sensations [8, 14]. Chen et al. [8]
explored multi-sensory heart rate representations, and found that audio-
haptic feedback was most preferred while visual feedback was reported
as being distracting. Dey et al. [14] found that providing slightly faster
or slower real-time heart rate feedback using an audio-haptic representa-
tion can alter participants’ emotions, but not their physiological signals.
Costa et al. [10] found that providing a false feedback of a slow heart
rate using two shaftless/coin vibrotactile motors for feedback can help
regulate users’ anxiety. When comparing audio with vibration-based
haptic feedback, Zhou et al. [94] found that while heartbeat vibration in-
fluenced users’ heart rate variability and aided them to physiologically
relax, no effect of heartbeat sounds was observed. Tajadura-Jiménez
et al. [78] explored how auditory and/or vibrotactile heartbeat stimuli
influence participants’ physiological state and subsequent emotional
attitude to affective pictures. They found that heartbeat sounds sig-
nificantly affected participants’ heartbeat as well as their emotional
judgments of pictures and their recall, when they were presented near
the participant (headphone condition). Furthermore, Winters et al. [89]
investigated how visual, auditory, or audio-visual heartbeats can elicit
empathy, and found that hearing heartbeats changed participants’ emo-
tional perspective and increased their empathy self-reports. Recently,
Moullec et al. [53] explored whether displaying cardiac activity across
sensory modalities can significantly enhance the sensation of effort,

Excite-O-Meter

1
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4

Fig. 2: System overview for both our Screen and VR conditions.

and found that a multimodal (visual, auditory, haptic) display induced
more effort sensation than visual- and haptic-only displays, but not
with audio-only displays. Similarly, Janssen et al. [34] explored how
aurally presented heartbeats can influence how people interpret others’
cardiac activity, and found that people relate increases in heart rate to
increases in emotional intensity.

Despite the varied work exploring multiple modalities for repre-
senting HR and their influence on our emotional and physiological
states, it remains unclear how modalities facilitate cardiac interocep-
tive accuracy as measured with a recognition task. To this end, our
study explores how visual and auditory presentations of heartbeats can
help us better understand the extent that such exteroceptive cues can
aid in recognizing our own heartbeats, and the role that interoceptive
technologies play in inducing such interoceptive illusions [69].

3 METHODOLOGY

3.1 Hardware and software
3.1.1 System description
Our system overview is shown in Fig. 2. The only component that
differed between conditions is (3) projector and (4) VR HMD. System
components are: (1) For integrating HR data into Unity in real-time, we
used the Excite-o-Meter software framework [63]. (2) A virtual environ-
ment was created using the Unity 3D game engine (v.2020.3.32f1 LTS),
where the SUS and IPQ questionnaires were created using the open-
source VRQuestionnaireToolkit software [21]. All VR-specific hard-
ware was integrated using SteamVR (v.1.22.12) and the XR Manage-
ment plugin (v.4.2.1). (3) Screen: Virtual environment was projected
on a 106" projection screen using a full HD (1080p) LG HF85LSR
DLP short throw projector. The audio signal was sent to a closed-ear
headphone. (4) VR: The setup consisted of an HTC Vive Pro Eye
HMD and a single VIVE controller. The HMD allows for a 110◦ field
of view with a combined resolution of 2880x1600 and a refresh rate of
90Hz. In parallel, the audio signal was sent to the headset earphones
equipped in the HMD. (5) We used the Polar H103 heart rate monitor
and chest strap to collect Electrocardiogram (ECG) and HR data.

3.1.2 Unity virtual office scene
A Unity virtual office scene was implemented to attain close corre-
spondence between the real office environment (Screen) and its virtual
counterpart (VR). Snaps - Office Pack4 and the HDRP Furniture Pack5

Unity assets were used for creating the office space room.

3.1.3 Real-time data streaming
Drawing on the Excite-O-Meter framework [63], the relatively low-
cost Polar H10 1-lead HR monitor was deemed suitable. It enables
real-time HRV analysis by providing raw ECG, HR, RRi with precision
of milliseconds. Data acquisition validity tests by Quintero et al. [63]
further showed a Mean Square Error of 0 for both HR and ECG signals,
where signals exhibited high correlations to BrainProducts LiveAmp6

3https://www.polar.com/en/sensors/h10-heart-rate-sensor
4https://assetstore.unity.com/packages/3d/environments/snaps-prototype-

office-137490
5https://assetstore.unity.com/packages/3d/props/furniture/hdrp-furniture-

pack-153946
6https://www.brainproducts.com/solutions/liveamp/
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(considered a ‘gold standard’ in research [60]). Recent tests by Schaf-
farczyk et al. [66] comparing with 12-channel ECG recordings, further
confirm the validity of such measurements.

Within Excite-O-Meter, the Devices module acts as a bridge between
the sensors and Unity ((1) –> (2) in Fig. 2). It streams raw physiological
data via the Lab Streaming Layer (LSL)7 protocol, a middleware that
allows networking, time-synchronization, and real-time access to time-
series data. In this setup, cardiac activity signals sent from the Polar
H10 were sent at rates of 1Hz for displaying HR, and 130Hz for raw
ECG that was used for the Heartbeat Counting Task analysis. End-to-
end latency from the Polar H10 to Unity spanned a few milliseconds
(given time to calculate HR from raw ECG data).

3.1.4 Modality design

We initially considered creating an individual-based mapping from
the ECG signal to the heartbeat sound, by looking at cardiodynamics
(cf., [2, 32]). However due to the cost of research-grade sensor data
acquisition devices, and complexity of performing this calculation
in real-time, we sought alternative, more scalable approaches. This
is especially problematic for real-time automated ECG processing,
where the ECG signal needs to be filtered / smoothed or even removed
if (correctly) detected as a noisy outlier. Moreover, since we were
concerned with recognizing overall heart rates, and not the specific
individual cardiac cycles at a millisecond precision level, we simplified
this step. This entailed a mapping from the initial trial HR to the visual
and auditory modalities. Over a given time interval (e.g., three seconds),
the HR dynamically updates as soon as the Polar H10 sensor registers
an HR change. This is displayed within a few milliseconds in Unity.
The audio and visual conditions each included representations of the
first (S1) and second (S2) heart sounds. Namely of systole (contraction)
"Lub-dub" and diastole (relaxation) "Pause" of the atria and ventricles
opening and closing when the heart pumps blood. Systole is commonly
referred to as the "lub" and the "dub" sounds (see e.g., [77]), with the
pause thereafter for diastole. Illustrative videos using mock up fixed HR
of 77 BPM showing each modality across HR modification conditions
can be found in Supplementary Material A.

Audio. We drew on fixed audio mappings (cf., [89]) and proceeded
to render the heartbeat sound using synthesized notes similar to the
sound of a real S1 and S2 using the Mixkit library8. The S1 and S2
sounds were pre-set at a constant interval of 0.4 seconds of atrial and
ventricular systole for participants’ HR, where this interval is based on
an average human cardiac cycle of around 0.8 seconds9. The combined
sounds of S1 and S2 were played to the participant at the beat of
the HR value streamed from Excite-O-Meter. Similarly to Winters et
al. [89], these sounds were checked for perceptual realism and verified
by independent observers.

Visual. This consisted of a pulsating 2D heart icon that changed be-
tween a smaller size representing the diastole (no heart contraction), a
larger size representing the onset of systole S1, and a medium form for
the S2. This heart representation draws on the common iconic visualiza-
tion inspired by clinical electrocardiogram monitoring devices, based
on the RefVis visualization of Gradl et al. [28] and the Skeuomorphic
HR design by Lee et al. [40].

Audio-Visual. The audio heartbeat and the visual heart icon were
played simultaneously in synchrony, and played as such to participants.

3.2 Study design
Our study is a mixed-factorial design, where the task environment
condition (IV1: Task Environment) with two levels (Screen, VR) is a
between-subjects factor. In each within-subjects factor, we manipulated
displayed HR such that they were either real, or 15% and 30% faster or
slower than their actual HR. This resulted in five levels of our second
independent variable (IV2: HR Modification). Our last variable (IV3:
Modality) had three levels: Audio, Visual, and Audio-Visual. Each

7https://github.com/sccn/labstreaminglayer
8https://mixkit.co/free-sound-effects/heartbeat/
9https://en.wikipedia.org/wiki/Cardiac_cycle; see also Systole;

Diastole

(modified) HR was presented across these three modalities. The 15%
and 30% rate manipulations were chosen based on speed manipulations
from prior work: Suzuki et al. [77] used 30% modifications, Dey et
al. [15] used 20%, and Dey et al. [14] used up to 30%. In the latter,
they observed that manipulations greater than 30% were too obvious
and 15% was a lower threshold that still produced an effect of altering
participants’ emotional states. We furthermore empirically tested rates
of ±10% and ±20%, however these were either not noticeable in the
case of 10%, or behaved similarly to the 15% manipulation in the case
of 20%. We therefore decided to adhere to ±15% and ±30%. Modality
conditions were counterbalanced according to a Latin square design, as
well as the initial HR trial, however only between a Real HR versus a
Modified HR. Each modality was presented across 15 trials, with each
HR Modification (±15%, ±30%, real HR) presented three times. The
remainder of trials were subsequently randomized. At the end of the
trials, participants underwent a brief exit interview.

3.2.1 Task design
Practice trials. To familiarize participants with the study, they first
completed an approximately two-minute practice round. In each trial,
participants underwent a 2-Alternative Forced Choice (2AFC) task,
and were tasked with recognizing whether or not a pulsating blue
circle (Fig. 1(b)) with a corresponding audio beat had a frequency of
40 beats per minute (BPM). After each trial, a panel popped up (see
example panel in Fig. 1(d)) asking: "Did the preceding beat match
40 BPM?". Participants could select "Matched" or "Not Matched"
with the Vive controllers’ trigger button (VR) or mouse click (Screen).
After their selection, participants were asked to rate how confident
they were in their choice on an 11-point Likert scale embedded within
the Unity environment (similar to Fig. 1(d)), where 0 indicates "I
was not at all confident" and 10 indicates "I am extremely confident".
Previous work used a 10-point scale for such ratings [26, 55], however
we added an additional point to allow for greater sensitivity in case of a
neutral selection preference. After these questions, the blue circle was
presented again. This repeated for 5 trials, after which a panel with a
"Start" button appeared to proceed to the main experiment.

Modality-dependent cardiac recognition task. Similar to a 2AFC
task, our task aims at measuring how well participants can recognize
their own HR, amidst manipulated heartbeats. Each HR in a given trial
(example shown in Fig. 1(c)) was shown to the participants for seven
seconds, where this duration was chosen empirically, with consideration
of Azevedo et al.’s [2] and Legrand et al.’s [41] five second stimuli
presentation duration, Hodossy et al.’s 10 seconds stimuli duration [32],
and Winters et al.’s 20 seconds duration [89]. We did not expect
physiological synchrony to occur with such durations, considering Dey
et al.’s [14] finding that providing slightly faster or slower real-time HR
feedback did not alter participants’ physiological signals. Moreover,
given the nature of our task where we compute the displayed HR at
trial start, and not look at cardiodynamics (cf., [2, 32]), any effects
of synchrony would be diminished. An optional two minute break
was provided between modality conditions. After the HR display,
participants answered the question "Did the preceding beat match your
heart rate?" on a virtual panel (Fig. 1(d)). Participants used the mouse
cursor (Screen) or Vive controller (VR) to select "Matched" if they
believed that the heart rate was theirs, or "Not Matched" otherwise.
Participants could make this choice only after the HR was presented.
After selection, another panel popped (similar to Fig. 1(d)) in the same
position as the previous one, asking "How confident are you in your
decision?". As in the practice trials, this was on an 11-point Likert
scale, where 0 indicates "I was not at all confident" and 10 indicates "I
am extremely confident". Selecting "Continue" moved to the next trial.

3.2.2 Measures
We employed several measures to assess interoception and better under-
stand participants’ behavior: (a) Our primary 2AFC Cardiac Interocep-
tion Accuracy (CIAcc) measure of whether a displayed HR matched
the participant’s own HR (cf., [2, 32]). (b) Participants’ confidence
ratings in their choice on an 11-point Likert scale from 0 (not confident
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at all) to 10 (fully confident). (c) Participants’ actual HR and ECG
streamed from the Polar H10. (d) Responses (counted heartbeats) to
the modified-instructions HCT task by Desmedt et al. [13]. Modified
instructions were used to avoid contamination of time estimation strate-
gies and knowledge of one’s own HR, so participants were instructed to
not count seconds or provide random guesses. (e) 37-item Likert-scale
Multidimensional Assessment of Interoceptive Awareness (MAIA, v2)
questionnaire [47] (Screen: Cronbach’s α=0.8, VR: α=0.63) from 0
(never) to 5 (always). MAIA, commonly used across interoception
research ( [18]), takes a holistic approach to measuring interoception
sensibility (f) 21-item self-report State Mindfulness Scale (SMS) [79]
(Screen: Cronbach’s α=0.91, VR: α=0.83) from 1 (strongly disagree)
to 5 (strongly agree) to quantify subjective levels of attention to one’s
mental and bodily events. (g) Participant demographics to collect their
age, sex, current occupation, any visual or auditory impairments, coffee
intake prior to the study, and VR experience for the VR condition (h)
Consensually audio-recorded semi-structured interviews asking partici-
pants about their overall experience with the task, whether they noticed
a pattern in the displayed HR, and what strategies, if any, they employed
in helping them determine their HR. Our study followed strict guide-
lines for ethical treatment and data protection (including COVID-19
regulations), from our institute as well as a secondary institutes’ ethics
and data protection committee.

VR-specific measures. To evaluate VR experiences, motion sick-
ness and the sense of presence are two widely considered human fac-
tors [5, 7]. We chose a standardized Simulator Sickness Questionnaire
(SSQ) [35] to measure the level of motion sickness on a scale from 1
(none) to 4 (severe) before (Cronbach’s α=0.9) and after (Cronbach’s
α=0.87) the VR experience. The 14-item Likert scale Igroup Presence
Questionnaire (IPQ) [70] (Cronbach’s α=0.6) on a scale from 1 (fully
disagree) to 7 (totally agree) was used to assess the level of presence
experienced, where of specific interest was the General Presence factor
of the ‘sense of being there‘ [73, 74]. As an additional measure of
presence (Place Illusion), we gave participants the Slater, Usoh, and
Steed (SUS) [75, 83] 6-item Likert-scale questionnaire (Cronbach’s
α=0.91) from 1 (not at all) to 7 (always)10.

3.3 Study procedure

Screen. Our Screen condition procedure is shown in Fig 3. Each
session lasted approximately 60 min. Before the study, participants
read and signed the data privacy, protection, and consent forms. Room
lighting was kept dim to ensure maximum visibility of the projection.
Participants were then asked to wear the Polar H10 HR monitor around
their chest, thereafter ensuring the sensor is sufficiently wet. While
the HR sensor was syncing with Excite-o-Meter, participants filled
out a demographics questionnaire. Once a connection was established,
participants were seated on a chair (see Fig. 1(a)) at 155 cm from
the short-throw projector screen, with a mouse pad and mouse placed
near their dominant hand. For this condition, the chair Unity asset was
removed to allow a sensible first-person view. Participants were seated
to ensure we measured resting heart rates with minimal activity-related
spikes (cf., [82]). Study instructions were then explained, with a brief
tutorial on the controls (namely response selection). Participants were
told that their task is to recognize their own HR, however without
mention of the modifications. They were asked to assess this without
physically monitoring their pulse, such as touching their wrist, neck,
or chest. They then entered the practice trials, and thereafter the main
recognition task, which lasted approximately 18 minutes. Throughout
our experiment, in case the signal between Polar H10 and Excite-o-
Meter was lost (mainly to due to low sensor wetness), the experiment
was paused, a wet towel applied to the HR sensor, and thereafter re-
sumed from the last trial. This occurred mainly in our pilot tests, which
were excluded from later analysis. After the main experiment, partici-
pants filled in the MAIA and SMS questionnaires, and then proceeded
to the exit interview. After the interview, participants were given the
HCT, and rewarded with a C10 voucher for their participation.

10Some items had a semantic differential response, e.g., 1 (being elsewhere)
to 7 (being in the virtual environment).
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Fig. 4: VR condition procedure.

VR. Our VR condition procedure is shown in Fig. 4. Each session
lasted approximately 60 min. The procedure was nearly identical to
the Screen condition, with a few key differences. Participants had
to fill in a pre-study SSQ prior to the experiment, and a post-study
SSQ after the experiment session. Participants were equipped with a
Vive Pro Eye HMD and remained seated for the entire duration of the
VR portion (see Fig. 1(a)). The virtual office environment they were
in resembled the physical room they were in, with the virtual chair
position coinciding with the physical one. To avoid any confounds with
the type of avatar embodied (which can influence presence [30] and
body perception measures [18]), participants underwent a disembodied
(no avatar first-person view) VR experience. Aside from an overview
of the study and tasks, we also provided a brief tutorial on how to
navigate (via head movement) within VR, and selecting questionnaire
responses through ray casting with the VIVE controller. After the trials,
participants filled in the SUS and IPQ questionnaires within-VR, which
allows users to stay closer to the context of an ongoing exposure than
outside of VR [62]. As in the Screen condition, participants could also
take an optional break between modality conditions. The rest of the
procedure was identical to the Screen condition, where participants
were also rewarded with a C10 voucher for their participation.

3.3.1 Participants

58 participants were initially recruited11, however eight were excluded
due to either sensing, recording, or logging errors. No specific require-
ments were set for recruiting participants for the VR condition, nor
condition assignment. Participant details are described below:

Screen. 25 participants (15 m, 8 f, 2 undisclosed) aged 23-65
(Md = 29, IQR= 15) were recruited, primarily (though not exclusively)
from our and neighboring institutes, and spanned varied occupations,
most of whom were full-time employed. 19 reported having drank
coffee prior to the study, although this was not deemed an exclusion
measure given HR modifications were based on the current HR. None
reported non-corrected visual (including testing for color blindness
[33]), auditory or motor impairments.

VR. 25 other participants (16 f, 8 m, 1 undisclosed) aged 19-62
(Md = 25, IQR = 3) were recruited. Similarly to the Screen condition,
they spanned varied occupations, with mostly students at the under-
graduate and graduate level. 14 reported having drank coffee prior to
participating. All but four had experience with VR, where five reported
to be experienced. None reported non-corrected visual (including color
blindness [33]), auditory or motor impairments.

11Using G* Power, for effect size f=0.35 under α = 0.05 and power (1-β ) =
0.92, with 90 repeated measurements within factors, and two conditions (Screen,
VR) as between-subjects factors, one would need 50 participants for a mixed
analysis. For analysis per within-subjects conditions (Screen or VR), one would
need 10 participants given 45 repeated measurements.
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Fig. 5: Ordered boxplots for each condition showing participants’ actual
HR (BPM). Participant numbers are shuffled to preserve anonymity.

3.4 Analysis approach

3.4.1 Cardiac Interoceptive Accuracy: binomial accuracy, d′

For completeness, we treat Cardiac Interoceptive Accuracy (CIAcc) in
two ways: (a) as binomial accuracy, where 1 represents match and 0 a
mismatch. This is useful for initial established analyses, which allow
inspecting all our IVs together per between-subjects factor, since HR
Modification can itself be part of the DV under other metrics (b) as a
sensitivity metric d′ (d prime) used commonly in signal detection theory
[44] to lower response bias given uneven trials, and previously used
in interoception research [32, 37]. The formula for d′ is: z(H)− z(F),
where z(H) and z(F) are the z transforms of Hit Rate (P(Match|Real)
and False Alarm FA = P(Match|Fake), respectively. The resulting d′

represents the distance between the signal (Hit Rate) and noise (False
Alarm Rate), where a larger value of d′ indicates greater sensitivity.
For analysis that draws on d‘, HR Modification is already factored in
the metric due to the varying fake HR conditions (i.e., ±15%, ±30%).

3.4.2 Interoceptive awareness: ordinal confidence ratings

We analyzed confidence as ordinal scores, given their ordinal nature
and to allow for established aligned-rank transform tests [90].

3.4.3 Heartbeat Counting Task

Aside from the modified instructions to participants to lower contami-
nation from other possibly non-interoceptive strategies [13], we used
the classic formula from Schandry [67] to compute HCT scores:

HCT Score =
1
3 ∑

(
1−

| NActual −NReported |
NActual

)
(1)

While newer methods have been developed, the differences in out-
come are minuscule [93] and usage less common, so we kept the
original formulation. For analysis of raw ECG data to compare with the
HCT scores, we used the ‘heartPy’ library [84] for signal processing
and RR interval detection, with further manual inspections that peaks
were either not missed or incorrectly detected.

4 RESULTS

4.1 Heart rate data validity
We first investigate the validity of the actual HR data calculated from
the Polar H10 ECG stream. We detected and removed any HR outliers,
by using the Interquartile Range (IQR) method. We removed any values
that are 1.6 times the IQR greater than the third quartile or 1.6 times the
IQR less than the first quartile. We chose 1.6 instead of the common
1.5 to ensure that slightly fluctuating heartbeats (which were manually
inspected) are not falsely mistaken throuh faulty sensor readings. This
resulted in removal of 38 records for the Screen condition (total size =
1,087 trials), and 39 for the VR condition (total size = 1,086 trials). We
show the actual HR per participant12 as ordered boxplots across both
conditions (Screen, VR) in Fig. 5.

12Participant identifiers have been randomly shuffled for data privacy.
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Fig. 6: Binomial accuracy frequency distributions for each HR modifi-
cation level across both conditions.

4.2 Practice trial performance

We first inspected how well participants performed in the five practice
trials, across both conditions. Mean accuracy was at chance level for
Screen (M=0.53,SD=0.50) and similarly for VR (M=0.51,SD=0.50).
This was expected, as the modification rates for this task were set at
±10%, where this task only served to get participants familiarized with
the task environment and controls.

4.3 Motion sickness in VR (SSQ)

A Wilcoxon signed-rank test (suitable for non-normal data) showed
no significant differences between pre-study (Md=1.13,IQR=0.25) and
post-study SSQ (Md=1.19,IQR=0.25) scores (Z=-1.8,p=0.08).

4.4 Effects of HR modification and modality on binomial
CIAcc

Binomial accuracy frequency distributions across HR Modification for
Screen and VR are shown in Fig. 6a and Fig. 6b, respectively. Binomial
accuracy across participants for Modality and Task Environment are
additionally shown as boxplots in Fig. 7a and Fig. 7b, respectively.
Dashed line shows the mean of accuracy scores across modalities.

Screen. We first investigate separately to what extent Modality
and HR Modification influence CIAcc in the Screen condition. Given
CIAcc here is binomial, we run Cochran’s Q tests for each of our
IVs. For Modality, an asymptotic general symmetry test showed no
significant differences in CIAcc among the three tested modalities
(χ2(2) = 1.99, p=0.37). For HR Modification, an asymptotic gen-
eral symmetry test showed significant differences in recognition accu-
racy among the five tested modification rates (χ2(4) = 38.3, p<0.001).
A pairwise comparison using continuity-corrected McNemar’s tests
with Bonferroni correction revealed that participants scored signifi-
cantly worse in -30% than 15% (p<0.001, φ=0.32), worse in 15% than
30% (p<0.001, φ=0.53), worse in Real than 30% (p<0.001, φ=0.24),
worse in -15% than 15% (p<0.01, φ=0.15), worse in -15% than 30%
(p<0.001, φ=0.33), worse in -30% than 30% (p<0.001, φ=0.48), worse
in Real than 15% (p<0.001, φ=0.16), and no differences between -15%
and -30%, -15% and Real, nor between -30% and Real conditions.

VR. Similarly to the Screen condition, we run Cochran’s Q tests for
each of our IVs. For Modality, applying an asymptotic general symme-
try test showed no significant differences in binomial CIAcc among the
three tested modalities (χ2(2) = 1.12, p=0.57). For HR Modification,
applying an asymptotic general symmetry test showed significant differ-
ences in CIAcc among the five tested modification rates (χ2(4) = 64.03,
p<0.001). A pairwise comparison using continuity-corrected McNe-
mar’s tests with Bonferroni correction revealed that participants scored
significantly worse in -15% than -30% (p<0.05, φ=0.11), worse in
-30% than 15% (p<0.001, φ=0.29), worse in 15% than 30% (p<0.001,
φ=0.59), worse in Real than 30% (p<0.001, φ=0.27), worse in -15%
than 15% (p<0.01, φ=0.12), worse in -15% than 30% (p<0.001,
φ=0.32), worse in -15% than Real (p<0.01, φ=0.14), worse in -30%
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Factor F df p
HR Modification 59.64 4 < .001**
Modality 10.34 2 < .001**
Task Environment 42.41 1 < .001**
HR Modification x Modality 0.36 8 0.94
HR Modification x Task Environment 0.66 4 0.62
Modality x Task Environment 1.20 2 0.3
HR Modification x Modality x Task Environment 0.41 8 0.91

Table 1: Analysis of deviance on the full mixed-effects model for
ordinal confidence ratings using Aligned Rank Transformed data.

than 30% (p<0.001, φ=0.46), worse in Real than 15% (p<0.001,
φ=0.2), and no significant differences between -30% and Real.

4.5 Effects of task environment and modality on CIAcc (d’)
To assess if there were any significant effects of Task Environment
(Screen, VR) and Modality (Audio, Visual, Audio-Visual) on CIAcc
(d’), we ran a two-way mixed-design ANOVA with Task Environment
as between-subjects factor, and Modality as within-subjects. Recall
that since we use d’ as a measure, HR Modification is already factored
in our dependent variable. All assumptions (normality, homogeneity
of variances and covariances, ensuring no extreme outliers, sphericity)
were met. We found no significant effect of Screen (M=0.42,SD=0.9)
and VR (M=0.52,SD=0.51) Task Environment (F(1,48) = 0.24, p=0.63)
nor of Modality (F(2,96) = 0.34, p=0.71) on CIAcc (d’), nor an inter-
action effect (F(2,96) = 1.1, p=0.34). The findings for Modality are in
line with the Cochran Q tests run on binomial CIAcc earlier (see 4.4),
where an additional Chi-squared test with Yates’ continuity correction
further confirmed no significant differences between Task Environment
conditions on binomial CIAcc (χ2(1) = 1.1, p = 0.3).

4.6 Effects of modality on ordinal confidence ratings
Confidence ratings across participants for each Modality for both
Screen (N=25) and VR (N=25) conditions are shown as boxplots in Fig.
7c and Fig. 7d, respectively. Dashed line shows the mean of confidence
ratings across modalities, and lines with asterisks indicate pairwise
(Bonferroni corrected) significance. Fig. 6 shows descriptive statistics
for HR Modification conditions. We analyzed the combined effects
of HR Modification, Modality, and Task Environment on confidence
ratings, by fitting a full linear mixed-effects model on our Confidence
Ratings data. Since our data distribution is not normal, we applied the
aligned rank transform prior to fitting [90]. Post-hoc contrast tests were
performed using the Aligned Rank Transform tool ART-C [20].

Analysis of deviance table is shown in Table 1. A full mixed-effects
model showed significance for all main effects: HR Modification
(p < 0.001), Modality (p < 0.001), and Task Environment (p < 0.001).
No significant interaction effects were found. Contrast tests for the main
effect of Task Environment revealed significant differences (β=157.5,
p < 0.01) between Screen (M=6.3,SD=2.4) and VR (M=5.7,SD=2.3).
Contrast tests for the main effect of HR Modification revealed signifi-
cant differences between all levels (p < 0.001), except between -15%
and Real (p = .14), and between -30% and Real (p = .24). This indi-
cates that participants’ confidence ratings did not vary accordingly be-
tween their real HR, and manipulations of up to -30% slower. Contrast
tests for the main effect of Modality revealed significant differences in
Confidence Ratings between Audio and Visual (β=70.83, p < 0.001),
and Audio-Visual and Visual (β=29.75, p < 0.05), as well as between
Audio and Audio-Visual (β=-64.42, p < 0.05). This highlights that
including audio gives participants’ higher confidence that their perfor-
mance is better than relying on a visual exteroceptive modality alone.
Full contrasts tests tables are shown in Supplementary Material B.

4.7 Relationship between HCT and CIAcc (d’)
We assessed whether there was a relationship between HCT scores
and CIAcc (d’) across the Screen and VR conditions. We found no
significant correlation between HCT and Screen (ρ=-0.18, p=0.38) nor
between HCT and VR (ρ=0.03, p=0.88). As an additional measure, we
removed participants whose performance on the HCT fell below 35%.

This resulted in the removal of five participants in the Screen condition,
and three in the VR condition. However the correlations both remained
low and statistically not significant.

4.8 Presence, mindfulness, and interoceptive awareness
4.8.1 Presence
To assess if the VR condition (N=25) had any unique effect (namely
presence) on participants, we inspected the IPQ and SUS questionnaire
responses. Sum of scores (normalized where appropriate) across par-
ticipants for the SUS and each factor of IPQ are shown as boxplots
in Fig. 8a. To explore the relationship between these constructs and
interoceptive accuracy (d’), we ran Spearman correlation analyses to al-
low assessment of monotonic relationships. Since we conduct multiple
correlation comparisons however, our results may be prone to a higher
number of false positives (Type I errors) [76]. Using Bonferroni adjust-
ment however is too conservative: while it lowers Type I errors, it can
also increase Type II errors [4]. Therefore, we adjusted our tests using
the False Discovery Rate (FDR) [3] method, which has been shown
to be more balanced and follows prior work within HCI [91]. We fol-
low recommendations from psychological research [1] for determining
correlation coefficient strength: (low: 0.1 < |corr| < 0.3; moderate;
0.3 < |corr| < 0.6; high: 0.6 < |corr| < 1.0). Our correlation results
are shown in Fig. 8b, where significant correlations are highlighted by
asterisks. Many of the IPQ constructs exhibit significant correlations
to each other but also to SUS (p<0.01), which highlights that they
are indeed measuring similar factors. Surprisingly however, we find
that the IPQ-G ("sense of being there") construct exhibits a significant
moderate inverse correlation (p<0.05) with accuracy (d‘) scores.

4.8.2 Mindfulness and interoceptive awareness measures
across task environments

MAIA. To assess differences between Screen and VR MAIA responses,
we computed a Wilcoxon rank sum test on the independent samples of
participant-aggregated total MAIA scores (cf., [18]. This was deemed
appropriate given ordinal ratings, which showed a non-normal distri-
bution. We find that scores for Screen (Md=32.4,IQR=4.1) and VR
(Md=29,IQR=4.15) significantly differed (Z = 2.25, p < 0.05, r = 0.32).

SMS. Similarly to above, we assessed if there were differences
between Screen and VR SMS responses, split between SMS-Mind and
SMS-Body given they are separate sub-scales [79]. A Wilcoxon rank
sum test between Screen (Md=5,IQR=10) and VR (Md=48,IQR=10) on
SMS-Mind showed significant differences (Z = 2.4, p < 0.05, r = 0.34),
whereas no significant differences between Screen (Md=19,IQR=5) and
VR (Md=17,IQR=5) were found for SMS-Body (Z = 1.5, p = 0.13).

4.9 Participant interviews
We analyzed the interviews with inductive thematic analysis [9]. First
we coded it according to evoked topics. Then within each topic we ana-
lyzed emerging themes: task difficulty, modality preference, perceived
patterns and strategies for determining HR, and impact of VR.

Screen: Most participants (19) found determining their own HR
to be very difficult (P10: “Oh, no, I’m horrible at this. Very, very
hard with the exceptions of when it was very, very fast and very, very
slow, I would say I have absolutely no clue."). Most participants (14)
stated they did not notice any pattern in the displayed HR (P5: “I
did not notice a pattern in the heart rate itself."), a few (3) stated
they noticed a pattern within a block of trials (P8: “thought that when
we’re nearing the end of the trial, it’s increasing"), whereas the rest (4)
stated they noticed a pattern between blocks (P15: “I had the feeling
that the starting heart rate is almost always the same in each of the
individual cycles"). Regarding strategies on determining their HR,
most participants (15) stated they tried to sense their HR within their
body (P8: “I was just like feeling it pulsing in my heart"), whereas
others (5) used their breathing as an aid (P9: “I tried to breathe in
and out and to focus again while doing that"), with the rest (4) relying
on prior knowledge and counting (P4: “I just noticed that some are a
lot faster than others. Those ones I knew weren’t mine"). Participants
mostly found the audio only (15) condition easiest (P16: “Well perhaps
because you sometimes can hear your own heartbeat so it’s more
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Fig. 7: Boxplots showing effects of Modality (Audio, Visual, Audio-Visual) and Task Environment (Screen, VR) on (a-b) mean HR recognition
binomial accuracy, and (c-d) ordinal confidence ratings. Dashed line indicates mean score.
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Fig. 8: Presence construct analyses showing (a) Normalized sum of
scores boxplot for each presence construct (IPQ and SUS) (b) Spearman
correlations with presence constructs (** p<0.01, * p<0.05).

in your mind how you experience it."), followed by audio-visual (5)
modality (P15: “...both [Audio-Visual] was the easiest. I felt more
immersed with the sound and the visual because also it resonates more
with you and your body and your perception...", and visual (5) modality
(P9: “It was easier when there was no sound because I could kind of
hear my heart rate in a weird way.").

VR: Here again (19), most participants found cardiac interoception
to be very difficult (P8: “I think I was basing my answers on my
intuition, because it was pretty difficult. I was trying to listen to my
heartbeat, like for my body in a way, but it was almost impossible.").
Most participants (16) stated they did not notice any pattern in the
displayed HR (P25: “I thought the faster and slower heartbeats were
random or were mixed"), a few (6) stated they noticed a pattern within
a block of trials (P6: “It’s a little bit random. But it’s always included
like, something is very very fast"), whereas the rest (3) stated they
noticed a pattern between blocks (P10: “I had the idea that in the last
round I had less heartbeats that I felt matched like that."). Regarding
strategies on determining their HR, here as well most participants (14)
stated they tried to sense their HR within their body (P15: “I like just
focused my attention inside and then on my chest"), whereas others
(7) used their breathing as an aid (P20: “I was trying to breathe and
trying to feel the sensation of my body, if my beat rate was kind of
accelerated or calm."), with the rest (4) relying on prior knowledge and
counting (P17: “Yeah, it was obvious for some, like too fast or too slow
heart rate. I felt like those are not my heart rate. And then some of the
middle ones."). In this condition, participants also found the audio only
condition (14) easiest (P22: “...audio was the easiest because there was
no distraction from the visual component."), followed by audio-visual
(9) modality (P26: “I would say the combination, but that was mostly
down to the audio."), and visual (2) only (P25: “Yeah because the visual
and the sound [Audio-Visual] both like drowned out my own internal
feelings...when there’s no sounds I can better guess my own heart rate

than when there is."). Lastly, while some participants indicated that
being in VR helped them focus (P12: “Well maybe because I didn’t
have any other stimulations from the environment that made it a bit
easier..."), a few reported a diminished sense of bodily awareness (P24:

“...something I think a little bit different from what I can feel in the reality
world."; P29: “I felt like it was harder to feel my heartbeat in VR than
like sitting here right now."; P31: “So yeah, I felt like it was just a
general feeling of being less aware of my heartbeat and maybe like it
was I don’t know, being influenced by this.").

5 DISCUSSION

5.1 Study limitations

First, while assessing the validity of the HCT was not in scope of
this work, we caution hasty interpretations of our HCT findings. This
is because we relied on the raw ECG data from the Polar H10 for a
higher temporal resolution analysis. Prior work has shown that HCT
measures can differ widely depending on the measurement device
used [54], where we expect that data acquisition quality using research
and medical grade pulse oximeters [41] or ECG devices [32] are higher
than a single-lead Polar H10 chest strap device. Second, given our
lightweight, extensible method, we used fixed modality mappings from
the (trial start) HR signal to the exteroceptive modality designs (Au-
dio, Visual), even though the streamed HR dynamically updated the
visualization. For our purposes, this was sufficient for displaying HR
at 1Hz, which allowed us to understand how users perceive their own
cardiac signals across different task environments. However, this is
less precise than higher sampling rates using continuous measurement
Doppler devices [2] or continuous treatment of the raw ECG signal
using real-time systolic peak detection algorithms and post-processing
techniques (interpolation, filtering) [41]. The latter however are not
immediately applicable for cross-environment interaction settings, due
to more expensive and less scalable setups than ours. If the aim is to
better understand human interoceptive processing by examining fine-
grained cardiodynamics (e.g., in biological psychology research), then
one would need to factor in such within-trial measurement precision.

Lastly, our VR setup may not have been immersive enough, whereby
ensuring users experience both the Plausibility and the Place Illusion
[73, 74] can lead to more realistic behaviors (cf., VR learning scenarios
[50]). Since there were no other virtual characters, with no action
towards and response back from VR elements [25], our VR environment
was low on immersiveness (cf., INV in Fig. 8a). In this regard, our work
leaves open to what extent our developed task, in measuring CIAcc and
interoceptive awareness, can influence our sense of embodiment should
users be represented as avatars in a virtual environment (cf., [18, 85]).
While a more immersive setup is a logical next step, in this work we
wanted to firstly develop a task that can be used across environments
(from screen-based to VR), and to test this in environments that are as
close to each other as possible. This allowed us to focus on the role of
modality representations, with a specific focus on self-reported ‘being
there’ presence in the disembodied VR condition.
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5.2 Towards cardiac interoception measurement across
mixed reality environments

Given the crucial role that interoception plays in regulating our physical
and mental health [36], it is unsurprising that several methods have been
proposed to circumvent the HCT limitations [71]) for measuring CIAcc.
This primarily stems from the private nature of interoceptive sensations,
which continue to elude measurement by researchers and clinicians.
One goal of this work was to provide a lightweight and non-invasive
means of measuring cardiac interoception, by drawing on accumulating
evidence that exteroceptive information [32, 37, 77] can aid interocep-
tive processes. Despite the emergence of new cardiac interoception
assessment methods, these tasks either rely on expensive measure-
ment apparatus, focus on a single modality, are designed specifically
for psychophysiological experiments, and thus may not be immedi-
ately adapted for usage across screen-based and VR environments. To
this end, we developed and tested a novel modality-dependent cardiac
recognition task (RQ1). This task allowed us to examine more closely,
through quantitative (Sec 4.6) as well as qualitative (Sec 4.9) analysis,
to what extent representing users’ cardiac signals using audio and vi-
sual modalities can support them in recognizing their own heartbeats.
Moreover, our task is extensible and can be easily deployed across
Unity-based mixed reality environments. This invites future HCI ex-
plorations between VR-specific phenomena and cardiac interoception,
where it warrants further investigation how starting with a biofeedback
training session or participants’ utilizing deep breathing techniques can
influence performance. Furthermore, it invites further exploration on
how multimodal biofeedback displays can support human interoceptive
processes, and for creating interoceptive illusions [69].

5.3 Exteroceptive modalities and task environment did not
influence heart rate underestimates

We investigated the effects of HR presentation modality and real-time
modification of displayed HR across Screen-based and VR environ-
ments (RQ2) on CIAcc, interoceptive awareness, mind-body subjective
measures, and VR specific measures of presence. For CIAcc, we found
no statistical difference between the screen-based and VR conditions,
however ordinal confidence ratings were higher for the Screen-based
condition (Fig. 7c,7d). On the one hand, we found our results sur-
prising given that participants confused their actual displayed HR with
underestimates of up to 30%, irrespective of the role of modality and
task environment condition. Moreover, we cannot attribute a potential
lower performance stemming from exteroceptive information if we
consider that interoceptive processes do not compete with visual and
auditory attention (cf., Wicken’s Multiple Resource Theory [87]). On
the other hand, earlier work by Schandry [67] found that participants
underestimated their HR by 26%, Ring et al. [64] found participants
underestimated their HR by 37% while sitting, and more recently
Legrand et al. [41] using a HR discrimination task found underesti-
mates by around 7 BPM on average (based on psychometric parameter
estimates). However in all these tasks, they used either the HCT or
a psychophysical variant, which involved counting or discrimination,
and not cardiac recognition with the support of modalities. Despite
that Azevedo et al. [2] report above-chance recognition accuracy of
one’s own heart sounds, their comparisons were recorded offline and
with another person’s heartbeat, and included a wider cardiovascular
fingerprint that is better captured using a Doppler device. Moreover,
such high recognition was found only for the high interoceptor group.
To this end, cardiac underestimation should be taken as a starting point
for designing such displays, whether for understanding body percep-
tions [31], or relaxation [92] and meditative [12] training. Furthermore,
while the form of mediation (modality) did not influence participants’
CIAcc ability, our confidence rating analyses and participants’ audio-
only preferences in their interview responses (Sec 4.9) highlight the
important role of audio-based HR visualization on cardiac recognition
performance. This parallels previous findings on the superior role of
audio heartbeats, in their capacity to influence physiological and emo-
tional states [8,78,89] and the sensation of effort [53], even should they
be coupled with other modalities such as vibrotactile [78] or thermal
feedback [19]. Given this, our findings suggest that an audio-based HR

representation, whether presented solely or in combination with other
modalities, can support cardiac interoceptive awareness.

5.4 Why does the Place Illusion in VR inversely correlate
with cardiac interoceptive accuracy?

We revisit our finding that reported presence (‘being there’) [73, 74]
inversely correlated with CIAcc (see Fig. 8b). If we tread less cau-
tiously, while IPQ-GP exhibited a significant inverse correlation, both
SUS and IPQ-SP still showed relatively high inverse correlations (even
if not statistically significant). Why might this be so? One explanation
is that since participants were not embodied in VR, they would be
subjected to conditions where their bodily signals can become less pro-
nounced since they suddenly lack a body (their sense of embodiment
diminishes). In this case, those who reported truly being in another
place could have been caught up in the place illusion at the expense of
sensitivity towards their bodily signals. Indeed, prior work by Murray
et al. [56] found that such VR experiences can affect body perceptions,
where participants reported being less attuned to their bodily signals
when compared with non-VR settings. This is further supported by
Moon et al.’s [52] study that found increased physiological responses
for an imagery running task, with higher reported presence only by
participants who embodied an avatar. This may not necessarily rule
out other explanations where this can be due to a modification in how
time is perceived in VR [48]. Furthermore, we can consider that earlier
work has shown that interoception plays a vital role in maintaining
a sense of self through the malleability of body representations [81],
where this suggests the importance of inhabiting an avatar when we are
transported to immersive virtual spaces. However, the inverse could
also be true, where better interoceptors are better at suspending their
belief in the place illusion (see Fig. 8b). The latter gains credence if we
consider that Döllinger et al. [17] did not find significant relationships
between the sense of embodiment in VR and interoceptive accuracy.
However, their measure of accuracy was based on the HCT, which itself
requires further investigation. Lastly, if we factor in participants’ scores
on MAIA and SMS, while we find that being in VR significantly affects
subjective measures of interoceptive awareness and mindfulness, this
seems to be confined to measures of mind and attention (cf., MAIA’s
assessment [46]) rather than bodily measures (given that SMS-Body
did not show significant differences). This suggests that if and whatever
distortions in cardiac interoception there were (as measured with our
task), they pertained largely to mindfulness dispositions and cognitive
perceptions of one’s self. This would have implications for facilitat-
ing mindfulness practices and training in XR environments (cf., [17]),
despite users not being embodied as avatars.

6 CONCLUSION

This work aimed at addressing how we might measure cardiac inte-
roception across screen-based and VR environments using a Polar
H10 HR monitor. This was done by devising a modality-dependent
cardiac recognition task that modifies displayed heartbeats (±15%,
±30%, None) and using different exteroceptive modalities (Audio,
Visual, Audio-Visual) for visualizing HR. In a mixed-factorial de-
sign (N=50) with Screen and VR as between-subjects factors, we
looked at how HR modality and the displayed real-time HR modi-
fications influence cardiac interoceptive accuracy, interoceptive aware-
ness, mind-body measures, and VR presence. We found that par-
ticipants routinely confused their actual HR with underestimates up
to 30%; the task environment did not affect CIAcc but influenced
mind-related subjective measures; the choice of modality did not in-
fluence CIAcc, however there was evidence that audio increased in-
teroceptive awareness; and IPQ General Presence in VR inversely
correlated with CIAcc. Our work contributes a lightweight and
extensible cross-environment method for measuring cardiac intero-
ception (https://github.com/cwi-dis/CardioceptionVR), and
empirically-backed insights and considerations for assessing cardiac
interoception in real and virtual environments. This furthers opportuni-
ties for HCI research to support cardiac interoception research through
designing multimodal biofeedback across mixed-reality environments.
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