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Abstract—This study predicts student performance at Universiti Pertahanan Nasional Malaysia (UPNM) based on their socio-

demographic profile; it also determines how a prediction algorithm can be used to classify the student data for the most significant 

demographic attributes. The analytical pattern in academic results per batch has been identified using demographic attributes and the 

student's grades to improve short-term and long-term learning and teaching plans. Understanding the likely outcome of the education 

process based on predictions can help UPNM lecturers enhance the achievements of the subsequent batch of students by modifying the 

factors contributing to the prior success. This study identifies and predicts student performance using data mining and classification 

techniques such as decision trees, neural networks, and k-nearest neighbors. This frequently adopted method comprises data selection 

and preparation, cleansing, incorporating previous knowledge datasets, and interpreting precise solutions. This study presents the 

simplified output from each data mining method to facilitate a better understanding of the result and determine the best data mining 

method. The results show that the critical attributes influencing student performance are gender, age, and student status. The Neural 

Networks method has the lowest Root of the Mean of the Square of Errors (RMSE) for accuracy measurement. In contrast, the decision 

tree method has the highest RMSE, which indicates that the decision tree method has a lower performance accuracy. Moreover, the 

correlation coefficient for the k-nearest neighbor has been recorded as less than one. 
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I. INTRODUCTION

Higher education institutions constantly strive to improve 

students' academic achievement to ensure their graduates are 

qualified professionals when they enter the job market. 

Students must have fundamental rational and numerical skills, 

such as originality, flexibility, curiosity, observation skills, 

analytical capability, the willingness to seek new knowledge, 
and be proactive in finding solutions to problems in their 

chosen professions [1]. Demographic profiling can reveal the 

crucial determiners of student achievement and 

accomplishment [2]. Student performance can be predicted 

using several data mining methods and algorithms, either 

classification or clustering methods.  

One of the Knowledge Discovery Database (KDD) 

processes is Data Mining [1], which identifies the unseen data 

and the pattern in a large volume of data collected from multiple 

sources, such as data warehouses and data marts. Data mining 

secretly pulls out data and provides vital information to make 

appropriate judgments. Data pre-processing involves 

information cleansing to reduce noise, conducting relevant 

research to reduce insignificant features, and improving the 

accuracy of forecasts, flexibility, and controllability [3]. Data 

mining is a method for extracting knowledge from large 

volumes of data. It is primarily used to collect the required data 

to achieve better results. This process includes quantitative and 

numerical models. Data mining involves exploring collected 

data, including text, online, two-image processing, and 
graphics [2]. The most crucial stage is obtaining information 

through knowledge discovery. Extraction of relevant data 

involves several steps [2], [3]. It combines techniques from 

various fields, including image processing, e-commerce, retail, 

and mining patterns. Data mining is beneficial in education data 

mining (EDM), a field for discovering information from 

extensive data on education [4]. The objective of EDM is to 
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identify educational data patterns and enhance the quality of 

education. EDM is the education research study of many 

techniques that assess economic, cultural, social, personal, 

geographical, environmental, and other elements [4]. In this 

research, education data mining helps educators predict 

student performance.  

Population research based on age, race, sex, and other 

variables is a demographic analysis. Demographic data relates 

to statistically stated socioeconomic information, including 

jobs, education, income, marriage, birth, and mortality rates 
[30]. The demographic attributes in this research are marital 

status, gender, UPNM student status (civilian or cadet officer), 

and whether the student is from a rural or urban area. Other 

demographic attributes are race (Malay, Chinese, Indian, and 

others) and whether the student is from Peninsular Malaysia 

or Sabah and Sarawak.  

The indicator for student achievement in the higher 

education system is the Cumulative Grade Point Average 

(CGPA), which measures the overall cumulative student 

performance throughout the enrolled academic session. This 

study uses a 3.0 CGPA and student demographic profile as 
student performance indicators each semester. The students' 

study status also indicates their educational performance. This 

study considers students with a 2.75 CGPA to pass the semester, 

while those with a CGPA less than 2.75 fail. Because university 

educators play a critical role in ensuring good student 

performance, this research analyzes the fundamental factors 

making learning easier [5], [6]. Besides being transparent 

regarding administration, performance prediction must also be 

implemented to provide evidence gathered during the learning 

process (for example, the metadata for education material, 

contextual data, data on student engagement, and demographics) 
[7]. University educators need help to observe student 

performance easily. Therefore, this study analyses the student 

demographic attributes and five achievement data to identify 

the positive patterns in the student study routine and formulate 

measures to improve their grades [8]. Moreover, it is 

impossible to manually observe the main factors that could 

contribute to decreasing or rising grades from students.  

This study predicted student performance by analyzing 

students' demographic attributes and their grades and CGPA 

each semester employing the Neural Network and Decision 

Tree from the supervised learning in Machine Learning 

methods and the k-Nearest Neighbor (k-NN) from 
unsupervised method [9], [10], [11]. Student performance is the 

primary indicator of achievement in higher education 

institutions [12], and poor student performance could tarnish 

the reputation of higher-learning institutions. Therefore, it is 

essential to implement measures that ensure good student 

performance. This study aimed to provide the UPNM 

management, lecturers, and students with fundamental insights 

for improving student performance by using analytical 

measurement and data mining methods to determine the 

optimum student-centered learning method and provide a 

conducive learning environment in UPNM. 

A.  Literature review 

Yaacob et al. [13] used supervised techniques in data 

mining, namely the Naïve Bayes, Logistic Regression Model, 

Decision Tree, and k-nearest Neighbor methods, to predict 

student performance and identify the fundamental data. The 

precision, precision gauge, ROC curve, and findings showed 

that Naïve Bayes produced better results than the other 

classification techniques. Tomasevic et al. [9] considered 

previous student performance, demographic data, and student 

engagement as the parameters for predicting student 

performance using Support Vector Machines (SVM), 

Decision Trees,), Naïve Bayes, Artificial Neural Networks 

(ANN), Logistic Regression and k-Nearest Neighbors (k-NN). 

The accuracy was reduced by Artificial Neural Networks 

(ANN) for both the categorization and regression assignments 
through the input of student engagement data and previous 

performance data. In comparison, demographics were used to 

demonstrate no significant impact on the performance 

prediction accuracy. Yang and Li [7] employed the 

classification in Back Propagation Neural Network (BP-NN) 

to propose an undergraduate attribute matrix. The student 

performance predictor can estimate undergraduate students' 

attribute points, such as subject scores and learning skills 

grades. Malini and Kalpana [14] used boosting, bagging, and 

artificial neural networks (ANN) to predict student 

performance based on the student's grades, social and 
demographic attributes, and school-related factors. This study 

has shown that economic status influences student 

achievement. The MLP had a 72% accuracy, 88% on Bagging 

classifiers, and 86% accuracy with economic background 

features from MultiBoost classifiers. The higher accuracy 

showed that economic background influenced the students' 

learning behavior.  

Khan et al. [15] utilized Random Wheel Classifiers, 

Artificial Neural Networks, and Naïve Bayes in their research. 

To predict student performance, they considered estimated 

teaching quality, scoring ease, past backlogs, student quality, 
and domain knowledge. The suggested classifiers 

successfully estimated more than 80% of failures and 

successes. Baradwaj and Pal [16] predicted student 

performance using the ID3, Naïve Bayes, SVM, and C4.5 

methods and found that SVM is the most accurate 

classification method.  

Widyahastuti and Tjhin [17] examined student 

demographic attributes using the Rule Based, Naïve Bayes, 

and Decision Tree to improve student standards and ability 

through active engagement. The performance predictions 

helped weaker students to recognize the difficulty of courses. 

Amrieh et al. [2] employed Artificial Neural Networks, 
Boosting Bagging, Naïve Bayesian, Random Forest, and 

Decision Tree to determine academic achievement and 

students' attitudes. The study showed that the suggested 

model accuracy using attitude features gained up to 22.1% 

improvement. The accuracy was 80% when assessing 

newcomer students. Moreover, [18] use Fuzzy Soft Set 

Classification (FSSC) reached up to accuracy results to be 

able to detect students at risk in the early stages of education. 

So, the study found that higher education can minimize 

students not graduating on time or dropout by providing 

appropriate treatment and designing strategic programs. 

II. MATERIALS AND METHOD 

A. Data Preparation 

This research conducted data mining using the database 

knowledge discovery (KDD) methodology. KDD is the 
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process of discovering practical data-gathering knowledge 

and comprises data selection, preparation, purification, 

incorporating previous dataset knowledge, and interpretation 

of precise solutions. The datasets consist of 97 instances of 

the students in the Department of Science Computer, Faculty 

of Defense Science and Technology, UPNM. The dataset has 

nine demographic attributes and performance measures: age, 

gender, race, marital status, student status, residential area, 

study status, geographic location, and CGPA.  

The first step in data processing involves cleaning, which 
aims to identify and rectify or remove inaccurate or inconsistent 

data within a dataset, index, or database. This research 

employed the Excel platform to clean the data manually, 

following steps such as eliminating duplicates and replacing 

missing values with the average points derived from the 

corresponding column. The subsequent step is merging data 

from multiple sources to ensure reliable data access and transfer 

across various topics and configurations. Afterward, the 

process continues with data selection, which involves 

determining and retrieving the pertinent data for analysis. This 

study guided data selection by Neural Networks, Decision 
Trees, and k-nearest Neighbor (k-NN) techniques, providing 

recommendations for selecting relevant data. Data 

transformation converts or compacts the data by executing 

summary and aggregate operations in the mining formats 

appropriate for the samples. The datasets were transformed into 

numerical attributes to make them readable in WEKA. The 

demographic characteristics are gender, residential area, race, 

state location, student status, marital status, CGPA, and study 

status. Table 1 presents the transformation data.  

Data mining is forecasting the results by distinguishing the 

abnormalities, forms, and associations in large datasets. The 
data mining techniques used in this research are the K-Nearest 

Neighbor, Neural Networks, and Decision Tree; the software 

for analyzing the data to predict student performances is the 

Waikato Environment for Knowledge Analysis (WEKA). 

Pattern evaluation identifies the patterns expressing 

knowledge using the provided measurements. Knowledge 

presentation uses visualization tools to describe strategies and 

present the outcomes of data mining. It involves generating 

statements, plotting graphs, establishing discriminant 

regulations, and categorizing the guidelines and regulations. 

TABLE I 

DATA TRANSFORMATION 

Data  Integer Datatype 
Gender {male} 100 

Gender {female} 200 

Residential area {city} 201 

Residential area {rural} 202 

Race {Malay} 101 

Race {Chinese} 102 

Race {Indian} 103 

Race {Others} 104 

State Location {Peninsular 

Malaysia} 

1 

State Location {Sabah and 

Sarawak} 

2 

Student status {cadet officer} 33 

Student status {civilian} 43 

CGPA {< 2.75} 10 

CGPA {> 2.75} 20 

Marital status {single} 10 

Study status {pass} 1001 

Study status {fail} 1002 

III. RESULTS AND DISCUSSIONS 

A. Neural Networks 

Artificial Neural Networks (ANNs) consist of node layers, 

each having an input and output layer and one or more 

unknown layers. Each node connects to another node and has 

a weight and threshold value. A node is triggered if the result 

exceeds a threshold value and transmits the data to the next 
level. In these classifiers, Multi-Layered Perceptron (MLP) 

formed in linked levels. The input level brings in the response 

patterns. The output layer consists of classification or output 

indicators represented by input samples. The network 

discovers by analyzing individual data, predicts each data, 

and modifies the weights if the prediction is incorrect. This 

process is repeated several times, and the network continues 

improving its forecasts until one or fewer uncertain conditions 

are reached.  

 

 
(i) 

 

 
(ii) 

Fig. 1 (i) Architecture Layer of Neural Network Output 1; (ii) Architecture 

Layer of Neural Network Output 2 

 

Figure 1(i) shows the results employed in the next layer of 

the neural networks. The nodes with heavier weights indicate 
a more significant contribution by the attributes. This 

technique has four hidden layers and four assigned nodes. The 

threshold of Node 0 is 0.4916, and the initial weight of Node 

1 is -1.769, Node 2 is 1.178, Node 3 is -0.036, and Node 4 is 

-0.486. The primary focus of the test mode is the Study Status, 

Pass or Fail. The threshold value for Node 1 is -0.0157; the 

demographic characteristics exceeding this threshold value 

are gender, age, residential area, student status, and CGPA, 

indicating that they are the most influential attributes in Node 

1. The threshold value for Node 2 is -0.0036; the demographic 

attributes exceeding this threshold value are gender, age, race, 
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marital status, and student status. Node 3 has a threshold value 

of -0.279. The analysis showed that the values for gender, age, 

race, marital status, student status, residential area, state 

location, and CGPA are above the threshold value. Similarly, 

the demographic and performance attributes have values 

higher than the - 0.166 threshold value for Node 4. 

TABLE II 

SUMMARY OF THE NEURAL NETWORK OUTPUT 1 

Summary  

Correlation Coefficient  1 

Mean absolute error 0.0004 

Root mean squared error 0.0006 

Relative absolute error 0.1009% 

Root relative squared error 0.1363% 

Total number of instances 97 

TABLE III 

SUMMARY OF NEURAL NETWORK OUTPUT 2 

Summary  

Correlation coefficient  1 

Mean absolute error 0.0001 

Root mean squared error 0.0002 

Relative absolute error 0.0285% 

Root relative squared error 0.0431% 

Total number of instances 97 

TABLE IV 

SUMMARY OF NEURAL NETWORK OUTPUT 1 

Classifier model (complete training set) 

Linear Node 0  
Inputs  Weights  

Threshold 0.19463625347114 
Node 1 -1.678892747987823 
Node 2 1.177531256577951 
Node 3 -0.036088061391542255 
Node 4 -0.486481985148401 
Sigmoid Node 1  
Inputs  Weights  

Threshold -0.01568404904205123 

Gender  -0.00312883786019948 
Age 0.0432760097560809 
Race -0.04927478698544483 
Residential Area -0.01338502461394065 
WM/EM -0.0907835812693506 
Marital Status -0.04708924872783642 
Student Status 0.04057432079317868 
CGPA 1.8650853127915232 

Sigmoid Node 2  
Inputs  Weights  

Threshold -0.0036759384361545583 
Gender  0.0034376799558019536 
Age 0.12763231001144554 
Race 0.0013795697693746109 
Residential Area -0.0083594463353499 
WM/EM -0.05935137855675985 
Marital Status -0.0016329809894899822 
Student Status 0.03397599586950739 

CGPA -1.1027923273449178 
Sigmoid Node 3  
Inputs  Weights  

Threshold -0.2793520743480427 
Gender  0.22425259305861237 
Age 0.22058504861237 
Race 0.24255716507127298 
Residential Area -0.11870716316688698 
WM/EM 0.1272793423797521 

Classifier model (complete training set) 

Marital Status 0.04719501209537452 
Student Status 0.12204991873302977 
CGPA 0.417091712081249 
Sigmoid Node 4  
Inputs  Weights 

Threshold -0.16574860884809206 
Gender  -0.004132928929352015 
Age 0.17073634385903924 
Race 0.17073634385903924 
Residential Area 0.013874870521445619 

WM/EM 0.03839982138436964 
Marital Status 0.048911715075140555 
Student Status -0.011320528541976684 
CGPA 0.787829744343726 

Compared to the neural network techniques tested with the 

hidden layer, Table 5 used a neural network output with two 

hidden layers with similar ten-fold cross-validation. The 

RMSE of two hidden layers is less than 0.0002, while the 

values for four hidden layers are 0.0006, indicating a higher 

accuracy of the method. The neural network with two hidden 

layers in the first node has a threshold value of -0.138, which 
displays that all the attributes pass the threshold value. Node 

2 has a threshold value of -0.214. The weight of all 

characteristics exceeded the attributes of the threshold values 

and thus contributed to the prediction. The hidden layers with 

higher weights indicate the more significant contribution of 

the characteristics. In other words, the hidden layers show the 

more accurate and precise neural networks method, where the 

characteristics' contribution increases as the weights of the 

hidden layer increase. 

TABLE V 

SUMMARY OF NEURAL NETWORK OUTPUT 2 

Classifier model (complete training set)  
Linear Node 0  

Inputs  Weights  

Threshold 1.3127788461512266 

Node 1 -2.006415105349033 

Node 2 -0.7221785464954951 

Sigmoid Node 1  

Inputs  Weights  

Threshold -0.138330427801449 

Gender  0.0024422870954161832 

Age -0.016550117708939317 

Race -0.0136560117708939317 

Residential Area -0.009744188878761717 

WM/EM -0.05412689389521921 

Marital Status 0.022429503357886876 

Student Status 0.00974005150793991 

CGPA 2.2681718613926494 

Sigmoid Node 2  

Inputs  Weights  

Threshold -0.2135816291708891 

Gender  -0.002754242948901339 

Age 0.019980977027931147 

Race 0.016842127646253962 

Residential Area .011433596818833876 

WM/EM 0.0715397088841275 

Marital Status 0.01773541612498744 

Student Status -0.011797327012342535 

CGPA 1.1583086724850309 

Node 2 has a threshold value of -0.214. The weight of all 

characteristics exceeded the attributes of the threshold values 

and thus contributed to the prediction. The hidden layers with 

higher weights indicate the greater contribution of the 
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characteristics. In other words, the hidden layers show the 

more accurate and precise neural networks method, where the 

characteristics' contribution increases as the weights of the 

hidden layer increase.  

In summary, the weights of all nodes indicate that gender, 

age, and student status contributed equally. These 

demographic characteristics are the most influential factors in 

predicting student performance [9], [19]–[24]. The nodes in a 

neural network can process numerical, algebraic, or signal 

data flow. Neural networks are excellent approximators of 
generic functions and often outperform other prediction 

methods [25]–[28], sometimes significantly. One only needs 

mathematical and statistical understanding to train or use 

neural networks. WEKA has several attributes that prevent 

some of the potential drawbacks of neural networks, including 

instantaneously discovering an adequate connectivity 

topology and sensitivity analysis (as shown in the variable 

importance chart) to aid in network interpretation, pruning, 

and validation to preclude overfitting. 

B. Decision Tree 

Decision Tree is a supervised learning method for solving 

regression and classification problems, although it is most 

frequently used to explain classification jobs [29]–[31]. The 

internal nodes in the tree-structured classifier contain dataset 
attributes, and the branches correspond to the decision rules. 

Each leaf node represents the result. The key challenge when 

using a Decision Tree is identifying the characteristics of the 

root node at each level. The test mode of the Decision Tree 

model was split by 20% of the test. The size of the decision 

tree is 11. Figure 2(i) shows that the characteristics of the 

Decision Tree are race, gender, age, and residential area. 

CGPA ≥ 2.75 indicates 20, which means the students passed 

the exam, while ≤ 2.75 shows 10 in the output as the students 

are Fail. 

 

 

Fig. 2 (i)  Decision Tree Output 

 

TABLE VI  

SUMMARY OF THE DECISION TREE OUTPUT 

 

Four students who failed the semester are from rural areas, 

and three are from urban areas. The seven students who 

passed the semester are ≥ 21 years old. Most students who 
pass the semester are male students less than 21 years old. 

Moreover, most students who passed the semester are Malay, 

given that there are many of the students in UPNM. Most 

Indian and Chinese students and those from other races passed 

the semester. These results are crucial in predicting student 

performances based on demographic characteristics. The 

RMSE for the Decision Tree technique is high because it did 

not detect all attributes, which means it has lower accuracy, 

as shown in Figure 3(ii). 

 

Fig. 3 (ii)  Decision Tree Output 

 

Summary  

Correlation Coefficient  0 
Mean absolute error 4.9804 
Root mean squared error 5.1604 
Relative absolute error 100% 

Root relative squared error 100% 
Total number of instances 78 
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C. k-Nearest Neighbor 

There are four ways to calculate the distance between data 

points and their closest neighbor [32], [33]: the Euclidean 

distance, Hamming distance, Manhattan distance, and 
Minkowski distance. The Euclidean distance (y) is the most 

frequently employed distance function or metric and is 

computed using the sum of the squared difference of the 

square root between the new point (x) and an old point (y). 

The k-value in this method is 3. The lower value was chosen 

as the optimal k value because it could be affected by the 

outliers and noise, and thus, there is a high probability of 

overfitting. The larger k-values often give a smoother 

outcome boundary, but the value should be manageable since 

the classes with smaller datasets will be outnumbered by the 

other datasets. Furthermore, large k values are 
computationally costly. In the output of the k-NN from Figure 

4, Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, 

to Figure 11. The summary of the output can be seen in Table 

7. 

TABLE VII 

SUMMARY OF THE K-NEAREST NEIGHBOR OUTPUT 

Summary  

Correlation coefficient  0.9892 

Mean absolute error 0.0089 

Root mean squared error 0.0622 

Relative absolute error 2.4812% 

Root relative squared error 14.5201% 

Total number of instances 98 

 

The Integer Datatype 1000 on the y-axis represents pass, 

while 1002 represents fail. Figure 4 is the plot for gender vs 

the predicted study status, where variable 100 on the x-axis 
represents male, and variable 200 is female. The output shows 

that more male students pass the semester than females. Most 

male students did not pass the semester, but no female 

students failed. Figure 5 shows that most students who passed 

the semester are ≤ 26 years old, and a few are ≤ 30 years old. 

Most students who failed the semester were ≤ 26 years old. 

Figure 6 shows that most students who passed the semester 

were Malay, followed by Indian, Chinese, and other races. 

However, the figure also shows that most Malay students 

failed the semester. Figure 7 shows that students who failed 

the semester were from rural areas. Figure 8 shows that most 
students who passed the semester are from Peninsular 

Malaysia.  

Figure 9 shows that all students who passed the semester 

are single because there were no married students for the 

dedicated semester. Figure 10 shows that fewer civilians 

failed the semester than cadet officers. The correlation 

coefficient of the k-nearest Neighbor technique was less than 

1, and the MAE and RMSE were low. On the other hand, the 

method's accuracy is recorded as second place in accuracy. 

 

 
Fig. 4  Gender (x) vs the predicted study status (y) by the k-Nearest Neighbor 

Output 

 

 

Fig. 5 Age (x) vs the predicted study status (y) by k-Nearest Neighbor Output 

 

 

Fig. 6 Race (x) vs the predicted study status (y) by k-Nearest Neighbor Output 

 

 
Fig 7  Residential Area (x) vs. the predicted study status (y) by the k-Nearest 

Neighbor Output 

2465



 

Fig. 8  Peninsular Malaysia/Sabah and Sarawak (x) vs the predicted study 

status (y) by the k-Nearest Neighbor Output 

 

 

Fig. 9  Marital status vs the predicted study status by k-Nearest Neighbor 

Output 

 

 

Fig. 10  Student status (x) vs the predicted study status (y) by the k-nearest 

Neighbor Output 

 

 

Fig. 11  Cumulative Grade Pointer Average (CGPA) (x) vs the predicted 

study status (y) by the k-Nearest Neighbor Output 

This study measured the accuracy of each data mining 

method. The regression analysis used the Mean Squared Error, 

Mean Absolute Error, Root Mean Squared Error, and R-

squared or Coefficient of the purpose metrics to evaluate the 

model performance. The values predicted by a well-fitting 

regression model are close to the actual values. The Mean 

Absolute Error represents the standard of the absolute 

distinction between the real and predicted values in the dataset. 

It computes the mean of the residuals in the dataset. Mean 

Squared Error is the median of the squared difference between 
the dataset's initial and predicted values and shows the 

variance of the residuals. The square root of the Mean 

Squared Error is the Mean Squared Error, which gives the 

residuals' standard deviation. Therefore, this study 

determined the accuracy of the data mining approaches using 

the Root Mean Squared Error (RMSE). Low MAE, MSE, and 

RMSE values indicate a more precise regression model, while 

smaller RMSE values indicate higher model accuracy. The 

Root Mean Square Error (RMSE) shows how accurately the 

model forecasts the reaction and is the most crucial fit 

criterion if the primary objective is prediction. The accuracy 
of the Neural Networks, k-nearest Neighbor, and Decision 

Tree was determined using the RMSE as in Table 8. 

TABLE VIII 

RMSE OF THE DATA MINING METHODS 

 

The accuracy of the data mining methods is crucial to 

ensure that the regressions are well-fitting models. The output 

of the models showed that each data mining method has a 
specific way of identifying, classifying, and analyzing the 

data. The Neural Networks method is a computer system with 

interconnected nodes that operate like the nerve cells in the 

human brain. It uses algorithms to recognize the unseen 

patterns and relationships in raw data, group and classify the 

datasets, and continuously discover and enhance the model 

over time. The Decision Tree method uses internal nodes in 

the tree-structured classifier containing the dataset attributes, 

where the branches represent decision rules, and each leaf 

node represents the result. The k-nearest Neighbor (k-NN) 

algorithm is a simple supervised machine learning algorithm 
that explains classification and regression problems. The 

RMSE of the data mining methods showed that Neural 

Networks predicted student performance with the highest 

accuracy. It classified most demographic attributes that 

influenced student performance. Gender, age, and student 

status attributes exceeded the threshold values for each node. 

K-Nearest Neighbor (k-NN) has the second-highest accuracy. 

It breaks down the data using the predicted study status as the 

independent variable. The remaining nine attributes were the 

dependent variables. The RMSE of the k-Nearest Neighbor is 

lower than the Decision Tree method because it used a 

grouping method to categorize the students. The Decision 
Tree method was the least accurate because it only predicted 

a few demographic attributes and classified selected datatypes 

in the datasets at the leaf nodes. 

 

Method RMSE  

Neural Networks 0.0006  
k-Nearest Neighbor (k-NN) 0.0622  
Decision Tree 5.1604 
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IV. CONCLUSION 

This study used data mining methods from supervised 

machine learning, namely Decision Tree and Neural Network, 

and unsupervised machine learning, k-Nearest Neighbor (k-

NN), to predict student performance. The data mining 

methods have different ways of predicting student 
performance. The Neural Networks method predicted most of 

the demographic variables influencing student performances. 

The k-Nearest Neighbor gave a more accurate student 

performance using 44 k-values and data types. The Decision 

Tree method failed to predict student performance 

comprehensively because of its limited ability, although it 

predicted the most influential variables in the datasets. Each 

method has a unique way of classifying and predicting the 

student's performances. The RMSE of the data mining 

methods indicates their performance accuracy. Neural 

Networks has the highest, followed by k-Nearest Neighbor (k-
NN) and Decision Tree.  

The data mining methods employed in this study have their 

advantages and disadvantages. The Neural Networks and 

Decision Tree methods are unsupervised learning methods 

which allow the datasets to act without supervision. It is a type 

of machine learning that trains prototypes using unlabeled 

datasets. The k-Nearest Neighbor method is a supervised 

machine learning method. This study ran all data mining 

methods using the WEKA analytical software.  

The Neural Networks method had the lowest RMSE value 

and was the most accurate, followed by the k-Nearest 

Neighbor method, which predicted student performance for 
each characteristic by clustering the data values using the k 

values. The Decision Tree method has the poorest accuracy 

because it only predicted a few demographic characteristics 

and classified only selected data types in the datasets at the 

leaf nodes. The accuracy of these models showed their 

abilities to classify, cluster, and analyze when making 

predictions. 
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