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Bursting phenomena and, in particular, square-wave or fold/hom bursting, are found in a wide variety of mathematical neuron models. These systems have different behavior regimes depending on the parameters, whether spiking, bursting or chaotic. We study the topological structure of chaotic invariant sets present in square-wave bursting neuron models, first detailed using the Hindmarsh-Rose neuron model and later exemplary in the more realistic model of a leech heart neuron. We show that the unstable periodic orbits that form the skeleton of the chaotic invariant sets are deeply related with the spike-adding phenomena, typical from these models, and how there are specific symbolic sequences and a symbolic grammar that organize how and where the periodic orbits appear. Linking this information with the topological template analysis permits us to understand how the internal structure of the chaotic invariants is modified and how more symbolic sequences are allowed. Furthermore, the results allow us to conjecture that, for these systems, the limit template when the small parameter $\varepsilon$, which controls the slow gating variable, tends to zero is the complete Smale topological template.
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[^0]Deciphering how the brain works is one of the main challenges of science of this century. An important step in reaching this goal is a deep understanding of how neurons behave. Both at an experimental level and in mathematical models with square-wave bursting, it has been detected that neurons may have chaotic behavior. The bifurcations that organize the different types of bursting have been extensively studied in recent years. However, the structure of chaotic attractors has been much less researched. In fact, the different chaotic invariant sets (both attractors and saddles) and their evolution in parametric space has not been previously studied. This analysis is necessary because these invariant sets condition the dynamics (both chaotic and regular) of the neurons. It is well known that the unstable periodic orbits (UPOs) foliated to a chaotic invariant set constitute its dynamical skeleton ${ }^{1}$, and with this information we can define the symbolic sequence of any orbit embedded in it. These symbolic sequences are organized according to a symbolic grammar that structures the existence of the different periodic orbits, both in the phase space and in the parameter space, that form the different chaotic invariant sets. As a prototype neuronal model, we use the Hindmarsh-Rose model, although we will show how analogous results are obtained in the leech heart neuron model. This suggests that these results are extensible to other neuron models with square-wave bursting behavior. Some of our results, related to the appearance of new symbolic chains in the spike-adding process, allow us to conjecture that the Smale topological template is completed at the limit when the small parameter (which controls the slow variable) tends to zero.

## I. INTRODUCTION

In 1952, Hodgkin and Huxley published a mathematical model of the membrane current of a squid giant axon. It was the first mathematical model of a neuron, and 11 years later they received the Nobel Prize in medicine. Since then, numerous models (mostly modifications of the original one) have been developed and used to study the behavior of neurons from different animals. All these models can be studied and classified in the first instance through fast-slow decomposition ${ }^{2,3}$. This decomposition is based on the existence of fast and slow variables and two manifolds obtained in the limit case (when the slow variables are considered as constants, we obtain the fast subsystem) to which the orbits of the full model are attached. In the neuron models, the fast manifold is
tubular（with open or closed ends）and the orbits move fast around it，later connecting with the slow manifold via some limit cycle bifurcation entering in a slow dynamics phase（see for more details Refs． 2 and 3）．Each turn around the fast manifold is called a spike．When the movement performs several spikes before returning to the slow manifold，the dynamics are said to be of bursting type．Besides，it is well known that the dynamics of the neuron models can be chaotic ${ }^{4-7}$ ， so，apart from classifying the regular bursting regimes，it is interesting to understand how chaotic behavior can appear in such systems，how this chaotic behavior is organized and how the spike－ adding phenomena influence chaotic behavior．The type of bursting orbits that we will focus on in this article is the square－wave or fold／hom ${ }^{8}$ bursting，so called because the limit cycles that make up the fast（tubular）manifold end abruptly in a homoclinic bifurcation of the fast subsystem．Here the orbit of the original system jumps to the slow manifold and leaves it at a fold bifurcation of the equilibria of the fast subsystem．This type of bursting is a common case in most neuron models and it has been observed that different models with this type of bursting present a region of the phase space with an alternation of chaotic and regular bands ${ }^{9-11}$ ，and these are the ingredients we need in the analysis．

Last few years，several articles connect different bifurcations in the generation of the spike－ adding phenomena and the chaotic attractors ${ }^{9-13}$ ，but what is missing is to study in detail if there are differences among the chaotic invariant sets that appear in the complete parameter space of a neuron model．That is，looking at the regular behaviors we have different bursting behaviors with distinct number of spikes．Are there differences in the topology of the different chaotic invariant sets？How the spike－adding phenomena organize them？In order to answer these questions we use the symbolic dynamics techniques designed for strongly dissipative 3D systems ${ }^{14-19}$ ．This is not a great limitation since most neuron systems are strongly dissipative．As the contraction of the flow along the stable manifold is much greater than the expansion along the unstable manifold of equilibria ${ }^{7,17}$ ，the Poincaré First Return Map（FRM）of the invariant chaotic sets can be obtained． These FRMs define one－dimensional maps that help in the characterization of the topological templates and allow the generation of symbolic dynamics．With these techniques，we will study （for the first time in the literature，as far as we know）the structure of both chaotic attractors and chaotic saddles．This analysis will allow us to understand the organization and evolution of both the chaotic dynamics and the skeleton of periodic orbits along the parametric region where such chaotic behavior exists．

In order to help in the analysis of neuron models simulated realistically within the Hodgkin－

Huxley framework ${ }^{20}$, a common approach is to use some simplified models. In this paper we use as first step a reduced version of the conductance-based Hodgkin-Huxley model, the HindmarshRose (HR) model ${ }^{21}$ :

$$
\left\{\begin{array}{l}
\dot{x}=y-a x^{3}+b x^{2}-z+I,  \tag{1}\\
\dot{y}=c-d x^{2}-y, \\
\dot{z}=\varepsilon\left[s\left(x-x_{0}\right)-z\right],
\end{array}\right.
$$

where $x$ is the membrane potential, $y$ the fast and $z$ the slow gating variables for ionic current. Some parameters are typically set as follows: $a=1, c=1, d=5, s=4, x_{0}=-1.6$. The remaining parameters $b, I$ and $\varepsilon$ (the small parameter which controls the slow gating variable) will be considered as bifurcation parameters. The dynamics are similar for most of the bursting models in the square-wave (or fold/hom) regime (as shown in Section V for the leech heart neuron model ${ }^{22}$ ).


FIG. 1. ( $b, I$ )-biparametric sweep of the Hindmarsh-Rose model based on the spike-counting approach for $\varepsilon=0.01$. The color-coded bar to the right gives the spike-number range. The white orbits represent 2D projections of typical attractors on the corresponding regions (abscissa corresponds to $z$ variable and ordinate to $x$ ). We remark the yellow line defined by $I(b)=(1-0.265 b) / 0.0691$, that is going to be studied in detail in the paper, and the six points in the thick yellow segment that are analyzed in Fig. 4.

Initially, we fix $\varepsilon=0.01$ and we use the Spike-Counting (SC) method ${ }^{23}$ to obtain a first bipara-
metric picture with a classification of the dynamics of the model inside the region with squarewave bursting. For each pair of the grid parameter values we integrate during a transient time, after that, we look for periodicity considering the maximum $z$ value. Thus, in Figure 1, we can distinguish regions where the periodic attractor is spiking (dark blue) or bursting (different colors for different number of spikes), or by contrast, the attractor is chaotic (dark red). In some of those regions we show (in white) a standard attractor from that region. We can see how there are several chaotic stripes separated by regular bursting stripes with an increasing number of spikes from one strip to another. In view of this biparametric picture, first we are going to study in detail a line that crosses all these stripes to analyze in depth the origin of the changes that occur and then we will extend the results to the biparametric case. The selected line is defined by $I(b)=(1-0.265 b) / 0.0691$ and it is represented by the yellow straight line in Figure 1.

In several recent articles ${ }^{9}, 11-13$ different aspects of the dynamics of the HR model have been considered, but focusing mainly on the bifurcations of the periodic orbits. How the chaotic attractors (and chaotic saddles) evolve in the parametric phase space has not been investigated in detail in literature, just briefly in Ref. 24 where a first approach to the characterization of the chaotic attractors is done, but without explaining how the changes are organized and why. Therefore, the main goal of this paper is to present a complete study on how the chaotic invariant sets of the HR model evolve via a careful analysis of the process of opening the symbolic sequences of the allowed periodic orbits embedded on the system. This study allows us to conjecture how the topological template of these invariant chaotic sets tends towards the complete Smale template. However, this not only shed light on chaotic invariant sets, it also provides new results on how new orbits are generated in the chaotic spike-adding region ${ }^{4}$ and on the interrelation between chaotic invariant sets and the periodic orbits that will end up being absorbed by these sets.

This paper is organized as follows: Section II introduces the basic definitions and results used on the symbolic dynamics, topological templates and FRM; Section III studies the symbolic dynamics and bifurcations on HR model; Section IV shows the location of the unstable periodic orbits, inside the chaotic invariant set, when the parameters change and presents a three-parameter study; Section V briefly explores the leech heart neuron model; Section VI presents a theoretical scenario of the way the chaotic invariant sets evolve towards the complete Smale horseshoe template in square-wave bursters; and finally, Section VII presents some conclusions.

## II. SYMBOLIC DYNAMICS AND TOPOLOGICAL TEMPLATES

To characterize the behavior of a dynamical system, several theoretical and analytical tools have been introduced in literature, but most of them focus on classifying the observed behavior as regular or chaotic. When a chaotic behavior is observed, a first task is to know if this dynamics is due to a transient phenomenon or if we really have a chaotic attractor, having in both cases a chaotic invariant set (saddle or attractor). What is more difficult is to classify the different chaotic invariant sets and the structure of the skeleton of periodic orbits embedded in it. In this section we compile the basic definitions and results on the techniques that we will use in the subsequent study ${ }^{18,19}$ and we make a first application to the HR model.

Given a suitable Poincaré section, we can define the First Return Map of an orbit as $F R M\left(x_{n}\right)=$ $x_{n+1}$ where $x_{i}$ are the values of the selected coordinate at the successive points of the Poincaré section of the orbit. On the HR model the FRM is calculated using the Poincaré section $x=0$, with $\dot{x}>0$, and selecting the $z$ component, so the FRM shows the map $\left(z_{n}, z_{n+1}\right)$. This Poincaré section generates a point for each spike that the orbit experiences. FRMs of the chaotic invariant sets on HR system are unimodal (see Figure 2(c)). Other more realistic biological models, like the leech heart neuron model, also present a unimodal FRM ${ }^{22}$. Note that, when the chaotic attractor exists, the FRM is obtained quite easily, but when there is a stable limit cycle coexisting with a chaotic saddle the problem is more complex numerically speaking. There are several numerical methods in literature to compute chaotic saddles. We use the "Sprinkle method" ${ }^{25}$, that works well when the transient time is large, as in this case. This method takes a uniform grid of points located in the transient region (the behavior of its trajectory is chaotic for a long time). The orbits started at these points will be moving very close to the chaotic saddle for a while and then they will depart towards the periodic attractor. For each of these starting points we save the intermediate part of its trajectory. With all the trajectories saved we have a good approximation of the chaotic saddle and we can get its FRM.

Let $P O^{n}$ be a periodic orbit with topological period $n$. Its FRM will have $n$ points $\left\{p_{i} \mid i=\right.$ $0, \ldots, n-1\}$, and we can assign a symbolic value, $s_{i}=" 0$ " or " 1 ", depending on which branch of the chaotic FRM the point $p_{i}$ is (symbol " 0 " denoting the positive slope branch, symbol " 1 " the negative one). So, we can assign a symbolic sequence $\Sigma$ to the orbit, $\Sigma\left(P O^{n}\right)=\left(s_{0} s_{1} \ldots s_{n-1}\right)^{\infty}$ where $s_{i} \in\{0,1\}$ and $(\cdot)^{\infty}$ represents the infinite repetitions of the substring of $n$ symbols. Actually, any cycle of $\Sigma\left(P O^{n}\right), \sigma^{k} \Sigma\left(P O^{n}\right)=\left(s_{k} s_{k+1} \ldots s_{n-1} s_{0} \ldots s_{k-1}\right)^{\infty}$ being $\sigma$ the "shift operator", is also
a symbolic sequence of that orbit. To obtain uniqueness in the representation and moreover make the subsequent study of the existing orbits easier, we have to start at the FRM point of the orbit furthest to the right (i.e., with the largest value of $z$ ). We will also define the (infinite) symbolic sequence $\Sigma_{c}$ of the chaotic invariant set starting at the rightmost point of its FRM, this is called the kneading sequence ${ }^{26}$ (equivalently, the critical point of the unimodal FRM is used instead in other references).

The Topological Template (or knot holder or branched manifold), was introduced by Birman and Williams ${ }^{14,15}$ to describe the topological organization of the unstable periodic orbits (UPOs) into the Lorenz dynamical system. This tool has played a very important role in the theoretical analysis of the Lorenz system ${ }^{16}$. The topological template for a dissipative three-dimensional dynamical system is generated by projection of its flow, squeezing it along the stable direction and, thus, going from a three-dimensional flow to a two-dimensional branched manifold. In fact we construct a version of the dynamical system in the limit of infinite dissipation. This projection is performed while maintaining the relative positions of the periodic orbits. So, crosses are not created or destroyed between them. Thus, through the organization of the UPOs among themselves, the template provides information on the stretching and squeezing processes that generate the chaotic attractor ${ }^{17,18}$.

A systematic procedure to calculate a topological template has been described in Refs. 17, 18, 27 , and 28 . Figure 2 shows schematically the complete process of topological analysis of the Hindmarsh-Rose model. The first thing we need is to obtain the low-period periodic orbits (in our case up to 5 spikes). Then, using topological periods (number of spikes) and linking numbers (number of turns one orbit makes around another ${ }^{29}$ ), we characterize the intertwining of these periodic orbits. The last step is to determine which is the simplest template that fits the previous characterization. For this last step there are two alternatives. The first one is to use the information that the FRM provides. In the case of HR, the FRM is unimodal (and therefore the symbolic dynamics is represented by two symbols), so its template will only need two branches. Similarly, to provide symbolic sequences to the periodic orbits of the dynamical system, we can assign a symbolic sequence to the periodic orbits in the template based on the branch of the template they pass through. Due to the properties of the topological templates, the periodic orbits embedded in the chaotic invariant set that have the same symbolic sequences as the periodic orbits of the template must also have the same topological invariants. From the symbolic sequences and the linking numbers of the periodic orbits, the template characteristic numbers can be obtained, determining


FIG. 2. Topological template analysis. (a) Chaotic invariant set and some foliated Unstable Periodic Orbits (UPOs). (b) Basis of the template analysis using the contraction direction. (c) First Return Map (FRM) of the invariant chaotic set and symbolic names of its branches. (d) Global template for the Hindmarsh-Rose model: Smale template. Each periodic orbit in the chaotic invariant set is related with a periodic orbit in the template.
therefore the template structure ${ }^{18,30}$. The second alternative does not use symbolic encoding. This algorithm calculates the topological invariants of all the possible symbolic names (starting with the simplest ones) of the orbits of the template until locating the set that makes these invariants coincide with those of the orbits of the dynamical system ${ }^{18,31,32}$. Actually, with this second algorithm, the symbolic sequences are obtained as a secondary final result. In our previous study ${ }^{24}$ we followed both alternatives and obtained the same results with both. Therefore, the analysis carried out makes sense both from a topological and a dynamic point of view.

With the above process, we verified $\mathrm{in}^{24}$ that the global topological template obtained in all cases was the Smale horseshoe template (see Fig. 2(d)). If the chaotic attractor is hyperbolic, all the orbits of the template exist in the attractor dynamics. If, as in our case, it is not hyperbolic, there are orbits in the template that do not exist in the dynamics of the chaotic attractor. But, the


FIG．3．Location of the forbidden symbolic sequences（illustrated the case of chain 00 forbidden）giving rise to a Cantor－like structure in the global template．The existing periodic orbits＂ 1 ＂and＂ 1011 ＂in the chaotic attractor are on the allowed＂roads＂，while the＂ 100 ＂orbit is on the forbidden＂roads＂，and therefore this orbit is not yet present in the chaotic invariant set．
existing orbits are organized within the template just as if the attractor were hyperbolic．Then， there are symbolic sequences of this template that do not appear within the chaotic invariant set． That is，the global template has certain closed lanes depending on the specific orbits that appear embedded in the chaotic set．The topological subtemplate reduced by these closed lanes has a Cantor structure，with holes caused by the symbolic sequences that do not appear（see Figure 3）． If we look at the chaotic invariant set，we find a structure of the same type，where now the holes are originated by the orbits whose symbolic sequences are forbidden．In this way，the templates explain and classify the dynamics in the non－hyperbolic case．It is important to remark that，when the parameters change，there are orbits that appear or disappear following a certain order．In fact this is one of the main goals of this paper，to study how the HR system evolves towards the complete Smale template and how that evolution conditions the periodic orbits that appear．To describe this arrangement in the appearance（disappearance）of the periodic orbits，we will make use of the grammar of the symbolic sequences．

Firstly，let us establish an order relation in the set of the defined infinite symbolic sequences ${ }^{18,19}$ ． Given a finite symbolic sequence，$S$ ，we define

$$
\rho(S)= \begin{cases}+1, & \text { if there is an even number of } 1 \text { 's in } S,  \tag{2}\\ -1, & \text { if there is an odd number of } 1 \text { 's in } S .\end{cases}
$$

Let $\Sigma=\Lambda s \ldots$ and $\Sigma^{\prime}=\Lambda s^{\prime} \ldots$ be two different symbolic sequences with a common leading sym－
bolic string $\Lambda$ and $s \neq s^{\prime}$ the first different symbol from $\Sigma$ and $\Sigma^{\prime}$, respectively. Then

$$
\begin{equation*}
\Sigma \prec \Sigma^{\prime} \Leftrightarrow \rho(\Lambda s)=+1 . \tag{3}
\end{equation*}
$$

As an example, we show all possible periodic orbits up to period 5, with their corresponding order:

$$
\begin{gather*}
0^{\infty} \prec 1^{\infty} \prec(10)^{\infty} \prec(1011)^{\infty} \prec(10111)^{\infty} \prec(10110)^{\infty} \prec(101)^{\infty} \prec(100)^{\infty} \\
(100)^{\infty} \prec(10010)^{\infty} \prec(10011)^{\infty} \prec(1001)^{\infty} \prec(1000)^{\infty} \prec(10001)^{\infty} \prec(10000)^{\infty} . \tag{4}
\end{gather*}
$$

Let's explain for example why $\Sigma=(10110)^{\infty} \prec \Sigma^{\prime}=(101)^{\infty}: \Sigma=1011010110 \ldots$ and $\Sigma^{\prime}=$ 101101101..., the common part $\Lambda=101101$ and the first symbol after $\Lambda$ is $s=0$ for $\Sigma$ (thus $\rho(\Lambda s)=+1)$ and $s^{\prime}=1$ for $\Sigma^{\prime}\left(\right.$ with $\left.\rho\left(\Lambda s^{\prime}\right)=-1\right)$. Therefore $\Sigma=(10110)^{\infty} \prec \Sigma^{\prime}=(101)^{\infty}$. One can observe that the canonical symbolic element selected for a periodic orbit (considering as first point the rightmost one in the FRM) is the greatest, with this order, of all the possible symbolic sequences of that periodic orbit, that is, $\Sigma\left(P O_{\text {canonical }}\right)=\max _{k}\left\{\sigma^{k} \Sigma\left(P O_{\text {canonical }}\right)\right\}$. For example, the period 4 periodic orbit $(1011)^{\infty}$ have other three different representations (see Fig. 3) with the corresponding ordination: $(0111)^{\infty} \prec(1101)^{\infty} \prec(1110)^{\infty} \prec(1011)^{\infty}$.

With this arrangement, a periodic orbit $P O^{n}$ exists (is admissible) for some parameters, if $\Sigma\left(P O^{n}\right) \prec \Sigma_{c}$, with $\Sigma_{c}$ the kneading sequence of the existing chaotic invariant set for those parameters ${ }^{18}$. If the chaotic set is an attractor, all UPOs embedded in the attractor are admissible. It is also clear that, given two periodic orbits $P O_{1}^{m}$ and $P O_{2}^{n}$, if $P O_{1}^{m} \prec P O_{2}^{n}$ and $P O_{2}^{n}$ is admissible, then also $P O_{1}^{m}$ is admissible. So, the periodic orbits appear from smallest to largest with the order given by $\prec$. In turn, the dynamics of the chaotic set will include more symbolic sequences (approaching the Smale horseshoe template) the higher its kneading sequence $\Sigma_{c}$. This arrangement could be disturbed by the fact that the system is not infinitely dissipative ${ }^{33}$. However, all the studied orbits fit this arrangement (except $0^{\infty}$, which does not appear in the dynamics of the HR system). This symbolic dynamics is going to be one of the fundamental tools to describe, in the following sections, how and where the different periodic orbits appear, building the topological structure of the chaotic invariant sets.

Going back to the HR model, we begin this analysis in the regular window whose basic stable periodic orbit has 3 spikes. The corresponding interval is marked with a thick segment on the yellow straight line plotted in Figure 1. The gray points that appear there correspond to the values used in Figure 4. In that figure, we represent the FRM of the existing chaotic set (blue line) for each selected value. As we can see in Figure 1, for the first and last values the chaotic set is an attractor, while for the other values it is a saddle invariant set and no longer an attractor.


FIG. 4. First Return Map (using the Poincaré section $x=0$, with $\dot{x}>0$, and selecting the $z$ component) of the chaotic invariant set (blue line) and of periodic orbits (different symbols) together with their symbolic sequences for different values of the parameters $b$ and $I$ : (a) $b=3.04$; (b) $b=3.037$; (c) $b=3.02$; (d) $b=2.995$; (e) $b=2.99$; (f) $b=2.98$, in the selected straight line $I(b)=(1-0.265 b) / 0.0691$ (see the dots in the thick yellow segment in Fig. 1 from right to left). The red lines determine the regions according to the behavior of their points when transformed by the map.

In addition to the FRM of the chaotic set, the FRMs of some existing low-period periodic orbits are represented in Figure 4 (with different symbols). Starting at $b=3.04$, the kneading
sequence of the existing chaotic attractor for this value begins with $(101)^{6}(01)^{3} 10 \ldots$. If we look at ordination (4), we can see that this sequence is between $(10110)^{\infty}$ and $(101)^{\infty}$. As we have already mentioned, the orbit $0^{\infty}$ does not appear in the model, but the next five periodic orbits of (4) will be embedded in the chaotic attractor. We only draw the first three orbits (of lower period) so as not to add unnecessary complexity to the figure. The red dashed lines, and the regions delimited by them, serve as a reference to indicate how one point of the FRM (and its symbol) is transformed to generate the next one through the map. Thus, in panel (a) we have four regions defined by these lines. The points to the left of the maximum have a symbol " 0 " and the points to the right symbol " 1 ". For the points that are at the top (regions R11 and R01), the next point will have " 1 " as a symbol; while, for the points that are at the bottom (region R10), the next point will have " 0 " as a symbol. Thus, the orange cross corresponding to the $1^{\infty}$ orbit is on the diagonal and therefore will remain fixed on the map. If we place ourselves in the green diamond at the bottom right (region R10), corresponding to the initial symbol (" 1 ") of orbit $(10)^{\infty}$, the map will take us to the diamond in the upper left (region R01) with symbol " 0 ". And this point will be transformed by the map into the original one, thus initiating a new cycle of the periodic orbit. Finally, if we start with the lower right red star (initial " 1 " of orbit $(1011)^{\infty}$ ), we go to the left star (with symbol " 0 "), from there it goes to the star just below the diagonal and, finally, before returning to the initial symbol, it becomes the upper star. Also, as we can see, in this case, the FRM of the chaotic set has no points in the lower left region (region R00, below the dashed horizontal line), so two consecutive " 0 "s cannot appear in the symbolic sequence of any orbit embedded in it. In contrast, two consecutive " 1 "s can appear since there are points in the upper right area (in fact the $1^{\infty}$ orbit is inside the chaotic attractor). The same observation can also be deduced from the ordering that we have defined since a sequence with two consecutive " 0 "s would have to start with 100 , but this sequence would be greater, in the defined ordering, than that of the kneading sequence of the chaotic attractor for this $b$ value. In fact $(101)^{\infty} \prec(100)^{\infty}$ and, as commented before, $(101)^{\infty}$ is not admissible, so neither of them is. In the following panels we will highlight in red the symbolic chains of those periodic orbits that appear for the first time or that have changed their symbolic chain with respect to the previous panel.

At $b=3.037$, panel (b), the system has a stable attractor consisting of a stable bursting periodic orbit with 3 spikes. In fact, we can see that there are two different orbits (one stable, blue circles, and the other unstable, black asterisks) of period 3, both with symbolic sequence (101) ${ }^{\infty}$. Later we will see in detail how these orbits have appeared, but what is evident is that the $(101)^{\infty}$ orbits
are now admissible. In panel (c), $b=3.02$, new regions delimited by new red dashed lines appear. The main novelty is that the FRM of the chaotic invariant set has points in the left region below the upper horizontal red dashed line (region R00). So now two consecutive "0"s are already allowed. Those points come from the transformation of points in the new lower right region (region R100, with symbol 1). So, three consecutive " 0 "s will remain a forbidden string in the symbolic sequence. If we study what has changed between panel (b) and (c), we can see that the last (upper) point of the stable periodic orbit has gone from the right side to the left side changing its symbol from " 1 " to " 0 ". At the same time, the lower left point has come down from the upper region. Therefore, this orbit now has the sequence $(100)^{\infty}$ (marked in red in panel (c)). At $b=2.995$, panel (d), orbit $(100)^{\infty}$ has become unstable (being embedded in the chaotic saddle) and, now, the stable orbit is formed by two cycles of 3 spikes whose sequence is $(100100)^{\infty}$ which, formally, is the same as the previous one, but we note that the periodicity is 6 . We see clearly a symbolic change at $b=2.99$, where the last (upper) point of the orbit passes from the left to the right, thus changing to sequence $(100101)^{\infty}$ (marked in red in panel (e)) and opening a new different sequence. In the last panel (f), with $b=2.98$, the attractor is again chaotic. Its kneading sequence begins with $(10010)^{2} 01011 \ldots$. We observe that all the (unstable) periodic orbits that have been appearing for the previous values (and many others that we have not seen) have been incorporated into the chaotic set. But the next periodic orbit that appears in (4), (10010) ${ }^{\infty}$, is not yet admissible (and of course also the three consecutive " 0 "s chain that must be in R000 region). With this figure we observe that the new periodic orbits with new symbolic sequences appear within the stability windows. This is why the fact of calculating the chaotic invariant set in its entire region of existence (regardless of whether it is an attractor or not) is a key element to explain where and how these orbits appear. We will discuss in the following sections the infinite process that will allow the forbidden sequences to appear.

Specifically, we will see that the two processes that we have observed in the description of this figure (the appearance of two periodic orbits with the same sequence, one stable and one unstable, on the one hand, and the change of the last symbol of the sequence of a stable periodic orbit, on the other) are sufficient to generate the infinite sequences corresponding to the infinite periodic orbits that shape the dynamics of the system.

## A. Symbolic-flip and infinite cascades of period-doubling bifurcations

In the previous section, we have seen that between the values of $b=3.04$ and $b=2.98$ several orbits are created and, with them, different symbolic sequences. In Figure 5 we show the bifurcation diagram with the Poincaré section (PSS) of the $z$-variable plotted against the $b$-parameter along the selected line on the interval $b \in[2.97,3.05]$, containing all the values discussed above. The attractor, chaotic or a stable periodic orbit, is represented in green; while UPOs (obtained by continuation techniques using $\mathrm{AUTO}^{34,35}$ software) are represented in solid lines with different colors. The symbolic sequences of some families of periodic orbits are shown. In addition, the dashed black line shows the position of the maximum of the FRM of the chaotic invariant set delimiting two zones, with symbol " 0 " (down) and " 1 " (up), respectively. Thus, we can observe in a continuous way how and where the new sequences are generated.

The set of UPOs embedded in the chaotic invariant set forms its skeleton ${ }^{1}$. As observed in Figure 5, none of these families cross the maximum line of the FRM, so their symbolic sequences remain unchanged. Let us now detail what happens to the family of the (green) stable orbit (101) ${ }^{\infty}$. Initially, at $b \approx 3.0382$, we can see how, of the three sections from the PSS of the family there are two in the upper region (right branch of the FRM, with symbol " 1 ") and one section in the lower region (left branch of the FRM, with symbol "0"). Specifically, the sections are visited starting from the top (symbol " 1 "), then the bottom (symbol " 0 ") and finally the central section (" 1 "). When $b$ decreases in Figure 5, we observe how the central section approaches the maximum curve (dashed black curve) until it reaches a point, $b \approx 3.0338$, where the section of the periodic orbit crosses the line (see remarked red point on the figure), that is, the corresponding point reaches the maximum of the FRM. Later, it moves from the right to the left branch of the FRM and, therefore, it changes the corresponding symbol (from " 1 " to " 0 "). We denote this change symbolic-flip bifurcation. Note that this is a symbolic bifurcation, not a topological one. In other words, what changes is the symbolic sequence of the periodic orbit, not its stability or any other topological property. After that, approximately at $b=2.998$, the family $(100)^{\infty}$ undergoes a period-doubling bifurcation and it becomes unstable. The new family of stable periodic orbits, $(100100)^{\infty}$, crosses the maximum line, experiencing a new symbolic-flip bifurcation, and becomes $(100101)^{\infty}$. A new period-doubling bifurcation makes this orbit unstable and creates the family $(100101100101)^{\infty}$,


FIG．5．Bifurcation diagram showing the PSS on the $z$－variable plotted against the $b$－parameter along the selected line $(I(b)=(1-0.265 b) / 0.0691)$ ．The corresponding attractors are shown in green，rest of con－ tinuous lines denote UPOs．Dashed black line identifies the position of the maximum on the FRM of the chaotic invariant set．When this line crosses the corresponding line of a stable periodic orbit，this periodic orbit experiences a symbolic－flip bifurcation（red points）．
which will be transformed in another symbolic－flip bifurcation to $(100101100100)^{\infty}$ ．This process is repeated throughout an infinite cascade of period－doubling bifurcations until ending，at approx－ imately $b=2.9881$ ，in a chaotic attractor．This chaotic attractor has therefore incorporated all the UPOs that have been generated in this process．

The process just described is repeated identically in each stability window with $\left(S_{f}\right)^{\infty}$ the sym－ bolic sequence of the basic stable periodic orbit of that window．Specifically，if $S_{f}=\Lambda s_{f}\left(s_{f}\right.$ being the last symbol），after the first symbolic－flip bifurcation the new symbolic sequence will be $\left(S_{s}\right)^{\infty}=\left(\Lambda\left(1-s_{f}\right)\right)^{\infty}$ ．And the infinite cascade of period－doubling and symbolic－flip bifurcations will occur：


FIG. 6. Magnification of a narrow strip of Fig. 5 at a stability window of basic period 5. It shows the pattern of the infinite cascade of symbolic-flip (pointed in red) and period-doubling bifurcations.

$$
\begin{array}{cccc}
\text { SF } & \text { PD } & \text { SF } & \text { PD } \\
\left(S_{f}\right)^{\infty} \rightarrow\left(S_{s}\right)^{\infty} \rightarrow\left(S_{s} S_{S}\right)^{\infty} \rightarrow\left(S_{s} S_{f}\right)^{\infty} \rightarrow\left(S_{S} S_{f} S_{s} S_{f}\right)^{\infty} \rightarrow\left(S_{S} S_{f} S_{S} S_{S}\right)^{\infty} \rightarrow \ldots & P D \\
\text { chaotic }
\end{array}
$$

Note that, given the considered ordination and that the symbolic-flip bifurcation only changes the last symbol of the basic sequence that is repeated, this basic sequence must have an even number of " 1 "s, while the transformed basic sequence will have an odd number. Therefore, all the basic periodic orbits of a stability window will have a basic sequence with an even number of " 1 "s and it must undergo a period-doubling bifurcation to return to an even number of " 1 "s and to be able to cross a new symbolic-flip bifurcation. Figure 6 shows this general process in a magnification of the remarked small stability window on the left side of Figure 5. Here the basic sequence is 10010 .

We have just seen how the infinite appearances of the symbolic-flip bifurcation on every (infi-


FIG. 7. Top: Bifurcation diagram showing the PSS on the $z$-variable plotted against the $b$-parameter along the 3-spikes basic stability window on the selected line $(I(b)=(1-0.265 b) / 0.0691)$ and different bifurcations (Red: period-doubling (PD), Yellow: saddle-node bifurcation of limit cycles (SN), Orange: symbolicflip bifurcation (SF)). Bottom: First and second Lyapunov exponents pointing out the different kinds of bifurcations.
nite) stability window that appears in a bifurcation diagram, open infinite symbolic sequences. In fact, we are going to see that this bifurcation is necessary to gradually generate the vast majority of periodic orbits that will end up forming the skeleton of the chaotic invariant set. Let us analyze in more detail some characteristics of the symbolic-flip bifurcation. As already mentioned, the
bifurcation occurs when one of the points in the FRM of the periodic orbit reaches the maximum of the chaotic FRM. Thus, that section passes from one branch to another and, therefore, changes the corresponding symbol. When this happens, the next point in the FRM of this orbit is on the far right side of the FRM and the next one on the far left side. That is, the PSS of the periodic orbit touches both ends of the PSS of the invariant chaotic set. Besides, for a map, when a periodic orbit contains a critical point of the FRM, then this periodic orbit is said to be superstable (the tangent at that point is horizontal and therefore the derivative of the map is 0 ). In the continuous system (1) this situation is also marked by a minimum in the second Lyapunov exponent of the periodic orbit (see Figure 7). Moreover, at saddle-node and period-doubling bifurcations, the second Lyapunov exponent takes the value zero. Between two consecutive saddle-node and PD bifurcations the behavior of the system is regular (no chaotic) and, therefore, the second Lyapunov exponent is negative. It follows that between the two bifurcations there must be at least a minimum of this Lyapunov exponent. And therefore, there is a symbolic-flip bifurcation before each period-doubling, enabling this bifurcation to occur and to generate a new stable periodic orbit that makes the previous one unstable. All these circumstances can be observed in Figure 7. The fact that the second Lyapunov exponent of the periodic orbit in the continuous system marks the point at which its symbolic sequence changes will allow us, in Section IV, to continue the symbolic-flip bifurcation curves without the need to obtain the chaotic saddle throughout the phase space. On the other hand, this also reaffirms, as in the case of the determination of topological templates, that the symbolic study carried out makes both topological and dynamic sense.

Thus, we have seen that the symbolic-flip bifurcation is fundamental for the generation of the infinite periodic orbits that configure the dynamics of the system. However, this is not enough since the infinite cascade of symbolic-flip and period-doubling bifurcations ends on a chaotic attractor that cannot by itself change its symbolic sequence or generate new periodic orbits. An additional bifurcation is necessary that makes the chaotic set stop being an attractor and generates a new periodic orbit with a new sequence. This bifurcation is a saddle-node bifurcation of limit cycles (SN), which actually generates two new periodic orbits, one stable and the other one unstable. We will see below how the orbits that arise from this bifurcation appear as a limit of orbits that are previously generated accumulating in the fold.

## B. Saddle-node bifurcation: a limit point

Let's continue with the 3 -spikes basic stability window whose symbolic sequence is $(101)^{\infty}$ and we will demonstrate the following result.

## Lemma 1 :

$$
\left((101)^{k} 0\right)^{\infty} \prec\left((101)^{k} 1\right)^{\infty} \prec\left((101)^{k+1} 0\right)^{\infty} \prec \ldots \prec(101)^{\infty}, \quad \forall k \geq 1
$$

Proof: Since $\rho\left((101)^{k} 0\right)=+1$ (and so $\rho\left((101)^{k} 1\right)=-1$ ), from (3) the first inequality is immediate. For the second inequality, we have to take into account that $\left((101)^{k} 1\right)^{\infty}=(101)^{k} 1101 \ldots$ and that $\left((101)^{k+1} 0\right)^{\infty}=(101)^{k} 1010 \ldots$ So, the leading common part is $(101)^{k} 1, \rho\left((101)^{k} 11\right)=+1$ and the second inequality is also satisfied. For the last inequality it is only necessary to observe that $(101)^{\infty}=(101)^{k+1} 101(101)^{\infty}$. Then, the leading common part is $(101)^{k+1}$ with $\rho\left((101)^{k+1} 0\right)=$ +1 .
$\boxtimes$
On the other hand, it is easy to see that when $k$ tends to infinity the last symbolic sequence is the limit of all other sequences. The previous result shows that, as $b$ decreases in our parametric line, the chaotic invariant set incorporates longer and more frequent substrings of the type (101) . Until, finally, the chaotic attractor becomes a chaotic saddle and a stable periodic orbit (and also an unstable one) with symbolic sequence $(101)^{\infty}$ appears. This occurs at a saddle-node bifurcation. This process can be observed in Figure 8, where we show the time series of the basic bursting orbits with 2 and 3 spikes and of several chaotic attractors as $b$ approaches the limit value where the saddle-node bifurcation takes place and the periodic orbit $(101)^{\infty}$ appears. In the figure we can see how, for the first considered values of $b(b=3.06$ and 3.05), pattern 101 appears scarcely, whereas pattern 10 is much more frequent. As $b$ decreases, pattern 101 repeats more frequently and the orbit resembles more to the basic orbit with 3 spikes. In fact, at the last considered value of $b$, it is necessary to extend the representation time to see that the dynamics are not yet periodic. This fact can also be appreciated from the kneading sequence of the corresponding chaotic attractor. Actually, this result can be generalized for any stability window.

Theorem 1 : Let $\left(\Lambda s_{f}\right)^{\infty}$ be the symbolic sequence of the basic periodic orbit of a stability window generated at a saddle-node bifurcation. Then it is fulfilled

$$
\left(\left(\Lambda s_{f}\right)^{k} 0\right)^{\infty} \prec\left(\left(\Lambda s_{f}\right)^{k} 1\right)^{\infty} \prec\left(\left(\Lambda s_{f}\right)^{k+1} 0\right)^{\infty} \prec \ldots \prec\left(\Lambda s_{f}\right)^{\infty}, \quad \forall k \geq 1
$$



FIG. 8. Time series of the basic stable bursting periodic orbits with 2 and 3 spikes and of the chaotic attractors for different values of $b$ approaching the value where the saddle-node bifurcation occurs when the basic orbit with 3 spikes appears, approximately at $b=3.0382$. The color code represents the transformation of each section of the orbit in the FRM. $\Sigma_{c}$ is the kneading sequence of the corresponding chaotic attractor.

Proof: The proof is similar to the previous Lemma 1 considering that $\Lambda s_{f}$ has an even number of
" 1 " and it begins with 10 due to the canonical representation we have chosen in Section II. Then, $\rho\left(\left(\Lambda s_{f}\right)^{k} 0\right)=+1$ and, using (3), the first inequality is immediate. For the second inequality, we have $\left(\left(\Lambda s_{f}\right)^{k} 1\right)^{\infty}=\left(\Lambda s_{f}\right)^{k} 110 \ldots$ and $\left(\left(\Lambda s_{f}\right)^{k+1} 0\right)^{\infty}=\left(\Lambda s_{f}\right)^{k} 10 \ldots$ So, the leading common part is $\left(\Lambda s_{f}\right)^{k} 1, \rho\left(\left(\Lambda s_{f}\right)^{k} 11\right)=+1$ and the second inequality is also satisfied. For the last inequality it is only necessary to observe that $\left(\Lambda s_{f}\right)^{\infty}=\left(\Lambda s_{f}\right)^{k+1} 10 \ldots$ Now, the leading common part is $\left(\Lambda s_{f}\right)^{k+1}$ and $\rho\left(\left(\Lambda s_{f}\right)^{k+1} 0\right)=+1$, what gives the desired result.

Obviously, between these inequalities we could introduce other infinite successions of symbolic sequences, corresponding to other infinite periodic orbits. All of them will converge to the symbolic sequence of the basic periodic orbit of the corresponding stability window.

## C. Self-similarity

As we have seen in the previous subsections, the same process occurs in each stability window. In a saddle-node bifurcation, originated as a limit of different families of previous periodic orbits, two periodic orbits are generated (one stable and the other one unstable). The stable orbit undergoes an infinite cascade of symbolic-flip and period-doubling bifurcations until the dynamics of the system become chaotic. This situation, which is reproduced in the infinite stability windows, generates a certain level of self-similarity ${ }^{36}$. However, that self-similarity is much deeper, as it is not limited to the process of transforming the families of periodic orbits within each separate window. But it also affects how different windows appear along a certain segment. To understand better this phenomenon we will make use of the ${ }^{*}$-composition law ${ }^{36}$. Let $\Lambda$ be a finite symbolic sequence and $\Sigma=s_{1} s_{2} \ldots$ a (finite or infinite) sequence, then $\Lambda * \Sigma$ is defined as

$$
\Lambda * \Sigma=\left(\Lambda * s_{1}\right)\left(\Lambda * s_{2}\right) \ldots, \quad \text { where }\left(\Lambda * s_{i}\right)=\left\{\begin{array}{l}
\Lambda 0 \text { if } \rho\left(\Lambda s_{i}\right)=+1  \tag{5}\\
\Lambda 1 \text { if } \rho\left(\Lambda s_{i}\right)=-1
\end{array}\right.
$$

Note that by construction $\rho(\Lambda * s)=\rho(s)$ and, so, $\rho\left(\Lambda *\left(s_{1} s_{2} \ldots s_{k}\right)\right)=\rho\left(s_{1} s_{2} \ldots s_{k}\right)$. Therefore,

$$
\Sigma_{1} \prec \Sigma_{2} \Leftrightarrow \Lambda * \Sigma_{1} \prec \Lambda * \Sigma_{2} .
$$

Then, if we take a symbolic dynamics interval $I_{\text {sym }}=\left[\Sigma_{1}, \Sigma_{2}\right]_{\text {sym }}$ with $\Sigma_{1} \prec \Sigma_{2}$ and a finite sequence $\Lambda$, the interval $I_{\text {sym }}^{\Lambda}=\left[\Lambda * \Sigma_{1}, \Lambda * \Sigma_{2}\right]_{\text {sym }}$ contains exactly the same bifurcations as $I_{\text {sym }}$ (and in the same order), with the only difference that the bifurcations and changes are applied to the orbit $\Lambda * \Sigma_{k}$ instead of $\Sigma_{k}$, where $\Sigma_{k} \in I_{\text {sym }}{ }^{36}$. Since $\Lambda$ can be any finite sequence and for each of them we obtain a symbolic interval $I_{\text {sym }}^{\Lambda}$ with the same bifurcations, any symbolic interval $I_{\text {sym }}$ has infinite



FIG. 9. Bifurcation diagrams for (a) $I_{\text {sym }}=\left[\Sigma_{1}, \Sigma_{2}\right]_{\text {sym }}=\left[(101)^{\infty},(1001)^{\infty}\right]_{\text {sym }}$ and (b) $I_{\text {sym }}^{\Lambda}=\left[\Lambda * \Sigma_{1}, \Lambda *\right.$ $\left.\Sigma_{2}\right]_{\text {sym }}=\left[(101110)^{\infty},(10111110)^{\infty}\right]_{\text {sym }}$ with $\Lambda=1$. It can be seen that the correspondence between the bifurcations of both intervals is not visually detected (see explanation in the text). (c) Invariant coordinate $\theta$ calculated for the symbolic sequences inside $I_{\text {sym }}^{\Lambda}$ and used for detecting stability windows for $\Lambda *(1001)^{\infty}=(10111110)^{\infty}$ and $\Lambda *(10010)^{\infty}=(1011111011)^{\infty}$ (represented on magnifications (d) and (f), respectively). Two more successive enlargements (plots (e) and (e2)) are necessary to begin to observe this correspondence.
replicas of itself. It should be noted that self-similarity refers to the bifurcations experienced by the families of the orbits, not to the length of the different stability windows. In fact, it is visually
very difficult to observe this level of self-similarity because the size of the corresponding stability windows between one symbolic interval and another can be very different.

We illustrate this phenomenon with an example. If we take $I_{\text {sym }}=\left[(101)^{\infty},(1001)^{\infty}\right]_{\mathrm{sym}}$ and $\Lambda=1$, then $(\operatorname{see}(5)) \Lambda *(101)^{\infty}=((1 * 1)(1 * 0)(1 * 1))^{\infty}=(101110)^{\infty}$ and $\Lambda *(1001)^{\infty}=((1 *$ 1) $(1 * 0)(1 * 0)(1 * 1))^{\infty}=(10111110)^{\infty}$, therefore $I_{\text {sym }}^{\text {s }}=\left[(101110)^{\infty},(10111110)^{\infty}\right]_{\text {sym }}$. Figure 9 (a) and (b) show the bifurcation diagrams on both intervals that englobe $I_{\text {sym }}$ and $I_{\text {sym }}^{\Lambda}$, respectively, within the line selected in Figure 1. Visually there is no similarity at first sight. In fact, it is necessary to carry out several successive magnifications (plots (d), (e) and (e2)) to observe what happens in the window that contains one of the ends of $I_{\text {sym }}^{\Lambda}$. The same goes for interior stability windows. Also, the window sizes in $I_{\text {sym }}^{\wedge}$ are so small that you must use the invariant coordinate ${ }^{26}$ of the searched symbolic sequence to locate them.

Given an infinite sequence $\Sigma=s_{0} s_{1} s_{2} \ldots$, its invariant coordinate $\theta(\Sigma)$ is defined as

$$
\theta(\Sigma)=\sum_{i=0}^{\infty} \frac{t_{i}}{2^{i+1}}, \quad \text { with } t_{0}=s_{0} \text { and } t_{i}=\left\{\begin{array}{cc}
s_{i} & \text { if } \rho\left(s_{0} \ldots s_{i-1}\right)=+1,  \tag{6}\\
1-s_{i} & \text { if } \rho\left(s_{0} \ldots s_{i-1}\right)=-1,
\end{array} \quad \forall i \geq 1 .\right.
$$

Then, $\theta(\Sigma) \in[0,1]$ and $\Sigma \prec \Sigma^{\prime} \Leftrightarrow \theta(\Sigma)<\theta\left(\Sigma^{\prime}\right)$. Using this definition, we can obtain the value of $\theta$ for the two ends of the interval, $\theta\left((101110)^{\infty}\right)=52 / 63 \simeq 0.82539682539 \ldots$ and $\theta\left((10111110)^{\infty}\right)=212 / 255 \simeq 0.831372549 \ldots$ (do not forget that the given ratios correspond to the infinite sequences), and for any interior orbit, for example $\theta\left((1011111011)^{\infty}\right)=850 / 1023 \simeq$ $0.830889540 \ldots$ (note that $1 *(10010)=1011111011)$. Thus, to locate the symbolic dynamics interval $I_{\text {sym }}^{\Lambda}$, we calculate $\theta$ from the sequences obtained with the points of the bifurcation diagrams of a wide interval and, using the fact that $\theta$ is a monotonically increasing function, we can detect the value of $\theta$ of the periodic orbits we are interested on and, with it, the value of $b$ where its stability window is located. This simple approach has allowed us to detect where a particular periodic orbit appears depending on the parameter $b$ and later to locate the corresponding periodic window independently its size. Plot (c) at the top of the Figure 9 shows the value of $\theta$ in the region that interests us. The values of $\theta$ for orbits $(10111110)^{\infty}$ and $(1011111011)^{\infty}$ are marked with a purple and blue horizontal line, respectively. The corresponding vertical dashed line indicates the approximate value of the parameter $b$ at which the orbit is located with these given sequences. Note that the jumps shown in the $\theta$ graph occur only at symbolic-flip bifurcations since perioddoubling bifurcations do not change the sequence of the created orbit and the saddle node appears as a limit. The regions shown enlarged in plots (d) and (f) have been located with this technique. It
is important to remark the difficulty of detecting and analyzing this level of self-similarity without using the symbolic dynamics of the system, and the crucial help of using the invariant coordinate as a numerical tool to locate particular periodic orbits.

## IV. GLOBAL ANALYSIS

In the previous section we have studied the different bifurcations that originate and modify the periodic orbits of the system along a particular parametric line $I(b)=(1-0.265 b) / 0.0691$, but we have not studied the influence of these bifurcations in the position of the periodic orbits in the chaotic attractors in the parametric plane $(b, I)$, and the global structure along the complete line. And moreover, it remains an important question, what happens when we move the small parameter $\varepsilon ?$

## A. Spike-adding and open sequences

We have described in detail what happens before, during and after the stability window whose basic bursting orbit has three spikes (Figures 5, 7 and 8). Among other things, we have seen that the originated stable periodic orbit whose symbolic sequence is $(101)^{\infty}$ undergoes a symbolic-flip bifurcation where its sequence changes to $(100)^{\infty}$. At that bifurcation the FRM of the chaotic invariant set (at that time a saddle invariant set) begins to have a region on the left part of the figure containing those points of the branch on the left (symbol " 0 ") that are transformed into other points also on the branch on the left. This opens the possibility of sequences with two consecutive " 0 "s that, for higher values of $b$, were forbidden (see Figures 4 and 5).

In Figure 1 you can see how the selected line crosses the different chaotic stripes and, after each one, the new stability window has a basic orbit with one spike more than in the previous window. A chaotic spike-adding has taken place ${ }^{10}$. As occurred in the previous stripe to the appearance of orbit $(101)^{\infty}$, families of orbits will be generated along each chaotic stripe, which will eventually converge to orbit $\left(10^{n} 1\right)^{\infty}$, which will undergo a symbolic-flip bifurcation where it will change its symbolic sequence to $\left(10^{n+1}\right)^{\infty}$ opening the possibility of new sequences with $n+1$ consecutive " 0 "s that will be generated along the next chaotic stripe. Therefore, as we move to the left the value of parameter $b$ inwards on the selected line, more consecutive zeros are allowed in the symbolic sequence of the orbit. In Figure 10 we present a 3D plot by combining a bifurcation diagram with


FIG. 10. Bifurcation diagram showing the PSS $z$-variable plotted against the $b$-parameter along the selected line crossing five chaotic layers. The third dimension presents several FRMs, red points delimit the boundaries between regions with different numbers of zeros in the symbolic sequence of the orbit (see the text).
the PSS $z$-variable plotted against the $b$-parameter in a portion of the selected line (crossing the first five chaotic stripes), and the third dimension showing several FRMs. As we have already seen, as $b$ decreases, new periodic orbits (with new symbolic sequences) are generated. These periodic orbits occupy new spaces that thicken the chaotic set when they are incorporated into it. This thickening can also be seen in the PSS shown in the figure.

The FRMs exhibit red points delimiting the boundaries between regions with different behavior according to the symbolic sequence of the orbit. This means that, if in the FRM there is only one red point (at the maxima), then only one consecutive " 0 " is allowed in the symbolic sequence as the FRM is not big enough to have opened the possibility of two zeros. In case of two red points we have in the FRM the option of two consecutive zeros, and so on. Each spike-adding bifurcation increases the maximum length of allowed chains of consecutive " 0 "s by one. As for the basic periodic orbit with two spikes the symbol 0 is allowed, but not the chain 00 , in the region with basic periodic orbit with $k$ spikes, the maximum number of consecutive " 0 "s is $k-1$. The dashed red lines on the floor plot mark the regions in the PSS with a different number of consecutive future " 0 "s. The dashed blue lines mark the values of $b$ where a symbolic-flip bifurcation transforms sequence $\left(10^{n} 1\right)^{\infty}$ into sequence $\left(10^{n+1}\right)^{\infty}$. Note that, at the $b$ value where the dashed black line
crosses the bifurcation diagram for the basic periodic orbit with $n+2$ spikes ( $n \geq 1$ ), that orbit experiments a symbolic-flip bifurcation (SF) and this is the value where the dashed red curves are originated. We just show the first SF bifurcations on some periodic windows. This process is repeated as many times as there are spike-addings. So, if orbit $\left(10^{k}\right)^{\infty}$ is generated but not $\left(10^{k+1}\right)^{\infty}$, then no sequence $\Sigma \succ\left(10^{k+1}\right)^{\infty}$ will be allowed. Therefore, the process of completing all the possible symbolic sequences is related with the spike-adding phenomena and how many there are.

## B. Position of periodic orbits

The different existing periodic orbits, when unstable, are incorporated into the skeleton of the chaotic invariant set. Next, we will analyze how the point in the parametric space where each periodic orbit appears determines the position that the periodic orbit will occupy physically inside the chaotic invariant set.

In Figure 11 we show some of the UPOs used in the template analysis of three different chaotic attractors inside the selected line $I(b)=(1-0.265 b) / 0.0691$ (for $b=2.625,2.69$ and 3.05). On this plot we observe that the chaotic attractors for $b=2.625$ and 3.05 are more similar between them than for $b=2.69$. The cases $b=2.625$ and 3.05 have their UPOs all along the chaotic attractor, but on the case $b=2.69$ the low multiplicity UPOs are located only on one side. The next figures will try to explain this fact.

Continuing with the previously selected line, Figure 12 shows at the bottom (plot (c)) the PSS of the attractor (in a fine green line) and of the periodic orbits (thick colored lines) up to multiplicity 4. As we can see, when a periodic orbit is created, it appears in the spatial region determined by the chaotic set (at that time of saddle type) existing for those parameter values. As we saw in previous subsection, the size of the FRM (originated by the size of the chaotic set) increases as $b$ decreases in the studied line (but close to the left end, as we will explain later). On the other hand, we have observed in Subsection III A that unstable orbits do not change their symbolic sequences (see Figure 5). Thus, the unstable orbits in our figures do not cross any of the curves that define the different regions that delimit the number of consecutive zeros (see Figure 10).

If we look closely at Figure 10, we can see how these curves delimiting the number of consecutive zeros divide the PSS of the stability window in regions, one per each spike-adding phenomenon. Each of these regions roughly correlates with each of the lobes generated by each


FIG．11．All UPOs up multiplicity four for three selected chaotic attractors $(b=2.625,2.69$ and 3.05 with $I(b)=(1-0.265 b) / 0.0691)$ ．Plotting these orbits over the chaotic attractor on faint color，we can see that not only the attractor，but also the periodic orbits，change with the increment of the parameter $b$ and how they are located spatially on the attractor on specific regions．
number of spikes of the basic stable orbit．In addition，these regions are ordered in the same order as they appear．That is，the family of orbits that has been generated in a set of parame－


FIG. 12. (a) and (b): chaotic attractor (thin green line) for two different values of $b$ in the selected line $I(b)=(1-0.265 b) / 0.0691$. The UPOs up to multiplicity 4 foliated to the chaotic attractor are shown with thick lines of different colors. (c): bifurcation diagram showing the PSS on the z-variable plotted against the $b$-parameter along the selected line. The same color code has been used for all the pictures.
ters in which the PSS of the chaotic set has been divided into $n$ regions will remain located in those $n$ regions throughout its entire existence. We can see this circumstance in Figure 12, where the curves corresponding to families with lower symbolic sequence (and so, they appear earlier) occupy only upper lobes of the PSS. Looking at the chaotic set, the periodic orbits that were generated previously cannot traverse physically to the part with lower values of $z$, corresponding to higher symbolic sequences (see the two chaotic attractors in the top of the figure).

In addition, we can observe that those pairs of periodic orbits that appear in the same saddlenode bifurcation, although initially they are indistinguishable, when $b$ decreases both orbits are distanced and the initially stable orbit (which is the one that changes its symbolic sequence) goes through more extreme values of $z$. This reinforces the fact that the symbolic sequence of the orbit conditions the regions of the chaotic invariant set that an orbit can visit.

The FRM and the bifurcation diagram have provided us information about the symbolic sequences that are appearing successively. Now the question is, taking one chaotic invariant set in the fast-slow system (the HR model in our case), how the loops around the fast manifold generate the route in the topological template and the possible symbolic sequences. In Figure 13 we show,





FIG. 13. Chaotic attractor projections for different parameter values. Different colors indicate different evolution on the symbolic sequence for the chaotic orbit (see the text for more details). Note how the different symbolic chains are located in different regions of the chaotic attractor.
for three parameter values on the selected line, the chaotic attractor, and we use different colors to show how the different spikes are connected with the symbolic sequence. For the case $b=3.05$,
the chaotic attractor is situated close to the band corresponding to 2-bursting (that is, a bursting orbit with two spikes in the active regime). The way the new spikes around the fast manifold are located corresponds with the symbolic sequence. We have used a color code to show this process. Blue color is related with a loop that goes from a symbolic value 0 to 1 , green from 1 to 0 , brown from 1 to 1 and red from 0 to 0 . Note that this chaotic attractor has forbidden the chain 0 to 0 , and so the red color is not present. In the case $b=2.97$, the chaotic attractor is located close to the band corresponding to 3 -bursting, and now the basic orbit is a 3 -spike bursting orbit. The situation is similar as before, but what is new is the existence of a new sequence, 0 to 0 (red color). In fact the top part of the attractor is quite similar to the one as the case $b=3.05$, and what is added is the red part with the new opened symbolic sequence 00 . If we go far away in the process of spike-adding, for instance $b=2.69$, the chaotic attractor is situated close to the band corresponding to 12 -bursting. The process now is quite similar to the one observed before in case $b=2.97$ with a 3-bursting. And also, the top part is again quite similar to the one as the case $b=3.05$ (the green, brown and blue parts), what is added is a long red part that adds all the new opened symbolic sequences (allowed up to 11 consecutive zeros). This process is the same for all the chaotic attractors along the spike-adding process. That is, as it is shown in Figure 12, the UPOs are located in regions depending on when they appear and the new regions are related with extra sequences with more " 0 "s located on one extreme of the chaotic invariant set.

## C. Three-parameter analysis

We have studied in detail the different bifurcations that originate and modify the periodic orbits of the system along the parametric line $I(b)=(1-0.265 b) / 0.0691$ for $\varepsilon=0.01$. Now, we are going to study these bifurcations, leaving the three considered parameters ( $b, I$ and $\varepsilon$ ) free.

Taking into account that the second Lyapunov exponent reaches a minimum at each symbolicflip bifurcation and using the continuation software AUTO, we have been able to locate the main bifurcations involved in the processes described above. Figure 14 shows the curves of these bifurcations, on the biparametric spike-counting sweep plate, in an area of the $(b, I)$ plane around the interval studied in sections III A and III B. We can see how the period-doubling (red), saddlenode (dashed yellow) and symbolic-flip (orange) bifurcations curves are born at the black curve of homoclinic bifurcation. In fact, they are born at codimension-two points (inclination-flip and orbit-flip homoclinic bifurcations ${ }^{37}$ ) located on the homoclinic bifurcation curve, but a detailed


FIG. 14. $(b, I)$-parametric spike-counting sweep of HR model for a region centered on the interval analyzed in Figure 5. Several bifurcation lines of limit cycles (Black: homoclinic bifurcation, Red: period-doubling (PD), Yellow: saddle-node bifurcation (SN), Green: spike-adding area (SA)) are overlapping. Orange lines correspond with symbolic-flip bifurcations (SF). They exist between two consecutive PD bifurcations, and between SN and the first PD bifurcation on each pencil of bifurcations. The bifurcation diagram of the interval centered in the stability window of the basic 3 -spike periodic orbit that has been previously studied in detail in Figure 5 is shown in the upper right corner.
study is far of the goal of this article and more details can be seen on references ${ }^{9,11,12}$. The bifurcation curves on the upper part of the homoclinic curve forms the chaotic bands detected in Figure 1. The intersections of these curves with the segment $I(b)=(1-0.265 b) / 0.0691$ selected in the previous sections give us the bifurcation points previously analyzed. The bifurcation diagram in the upper right corner is the same as in Figure 5, shown here to connect the previous uniparametric analysis with the current biparametric one.

If we expand the study region, we can see in Figure 15 how more stability regions appear on the left, separated by chaotic stripes. They are the successive spike-adding phenomena ${ }^{9,11,12}$ previously discussed and, in all of them, the same processes occur as in the one we have already


FIG. 15. (a): ( $b, I$ )-parametric spike-counting sweep of HR model for a region containing all the chaotic bursting (dark red) strips for $\varepsilon=0.01$. (b): Bifurcation diagram along the selected (white) line with dashed pink curves delimiting the intervals where each periodic orbit, with multiplicity lower or equal to 5 , exists.
described. The chaotic stripes stick to each other at the top and form a kind of onion layer structure that closes on the left side. That is, in the bursting region above the homoclinic bifurcation curve, as $b$ decreases, there are more and more periodic orbits, which are added to the chaotic structure. However, at some point, by an inverse process, if $b$ continues to decrease, the orbits disappear. At the bottom of Figure 15 we show this situation on the line $I(b)=(1-0.265 b) / 0.0691$. The
pink dashed curves show the values of $b$ at which the bifurcation that generates (or destroys) the periodic orbit occurs. The symbolic sequence on each curve is the one that corresponds to the orbit generated at the respective bifurcation. The last symbol shows two values because the corresponding stable orbit will soon undergo a symbolic-flip bifurcation that will change that symbol from the top to the bottom value. Therefore, in the selected line there are first period-doubling cascades and later period-halving cascades resulting in complete period-doubling cascades ${ }^{38}$ in the sense that all period-doubling cascades are paired with period-halving cascades on the left part of the parameter plane. In fact this phenomena is completely explained in the HR system due to the pencils of PD and saddle-node bifurcations that are generated at homoclinic codimension-two points and destroyed in other ones (see ${ }^{10}$ for the complete bifurcation structure).


FIG. 16. Magnifications of the bifurcation diagram for the left region of the interval analyzed in Figure 15(b) (blue arrow region). The different magnifications show how the creation process on the left is the same as on the right but with opposite direction (paired period-doubling and period-halving cascades).

From Figure 15(b) we see how the interval where a periodic orbit exists is inside the intervals
of the previously created orbits (some of them delimited by the dashed pink curves). That is, the intervals of existence are nested. The more interior is the interval, the more periodic orbits exist on it. Furthermore, we see that the left ends of the intervals are very close to each other (in fact they are exponentially close because all the bifurcation curves converge to a codimensiontwo inclination-flip homoclinic bifurcation point ${ }^{10}$ ). This is interesting from a biological point of view since small changes in the parameters generate important changes in the dynamics of the system. However, it makes the analysis of bifurcations in that area more difficult. For this reason, in Figure 16 we show several magnifications of the bifurcation diagram of Figure 15(b) for the left interval (pointed by a blue arrow) where we have located the corresponding main stability windows commented for the right area of the interval shown in Figure 9. Again, due to the very small size of some of these windows in this left area, the invariant coordinate $\theta$ of the basic orbit of the window has been useful to locate the different periodic windows. Note that without the use of this technique combining the invariant coordinate $\theta$, it is difficult to locate the intervals of interest due to their very small size. In the figure we can see that, in fact, despite the scale of the windows being different, the order (in opposite direction) in which the periodic orbits appear is the same as described in the previous sections for the right hand side.

In Figure 15 we also observe that the number of spike-adding processes is finite for a fixed value of the small parameter $\varepsilon$. Specifically, for $\varepsilon=0.01$, 17 spike-adding processes have been detected in the square-wave bursting regime, that is, the basic periodic orbit of the last generated stability window has 18 spikes, with the basic sequence $\left(10^{16} 1\right)^{\infty}$, which becomes $\left(10^{17}\right)^{\infty}$ and so, sequence $\left(10^{17} 1\right)^{\infty}$ cannot be reached for that value of $\varepsilon$. That is, the generation of orbits is limited to those lower than $\left(10^{17} 1\right)^{\infty}$. To observe what happens when $\varepsilon$ changes, we have calculated the spike-counting biparametric plot (with a grid of 1000 by 1000 points in the $(b, I)$ plane) for four different values of the small parameter $\varepsilon(\varepsilon=0.1,0.01,0.005$ and 0.001$)$ and we have represented them in Figure 17. The global picture is qualitatively the same: in all cases when $\varepsilon$ is small (see ${ }^{12,39}$ for a study far from the singular limit) there are spiking (dark blue), chaotic (red) and bursting (different colors) regions forming stripes. The main difference we observe is the increment in the number of chaotic-regular strips when $\varepsilon$ decreases (and so bursting behavior with much more spikes exists). That is, when $\varepsilon$ decreases, the number of spike-adding processes increases. Therefore, the number of periodic orbits that are generated is greater and, with it, the number of allowed sequences. This phenomena of how the number of spike-adding processes grows has been recently explained in ${ }^{12}$ and obeys on the way how different surfaces of homoclinic


FIG. 17. ( $b, I$ )-biparametric sweeps showing the spike-counting diagram for the Hindmarsh-Rose model for different values of the small parameter $\varepsilon$. The color-coded bar to the right of each picture gives the corresponding spike-number range.
bifurcation surfaces are generated, and that its number grows when $\varepsilon$ decreases.
This trend in the increase of the number of spikes for the basic orbits of certain stability windows as $\varepsilon$ decreases can be seen in more detail in Figure 18, where a $(\varepsilon, b)$ biparametric evolution of the number of spikes in the bursting orbit along the line $I(b)=14.4-4 b$ is shown. The small parameter $\varepsilon \in\left[10^{-2}, 10^{-4}\right]$ is displayed in logarithmic scale to see more clearly the exponential increment in the number of spikes. At three particular parameter values the bursting stable periodic orbit is shown. In any case, it is clear how the number of spikes grows, with a quite similar dynamics.

In summary, what we observe is that as $\varepsilon$ approaches 0 , there is a region in the parameter space where more and more symbolic sequences of the Smale template are opened. This suggests that the template is completed on the limit as more and more chaotic stripes are created in the spike-adding processes.


FIG. 18. $(\varepsilon, b)$ evolution of the number of spikes in the bursting orbit along the line $I(b)=14.4-4 b$. The change of $\varepsilon \in\left[10^{-2}, 10^{-4}\right]$ is given in logarithmic scale to show the exponential increment in the number of spikes. The bursting orbit is shown at three particular values.

## V. LEECH HEART NEURON MODEL

The previous analysis is focused on a simplified mathematical neuron model, the HindmarshRose model, in the square-wave bursting regime. In this section we show that the present analysis seems to be the general one for 3D square-wave bursters. We consider now an endogenous burster ${ }^{22,40}$ of the Hodgkin-Huxley type ${ }^{20}$ that describes the bursting phenomena in leech heart neurons ( $\mathrm{see}^{22}$ and references therein for an exhaustive description of the model):

$$
\left\{\begin{array}{l}
C V^{\prime}=-I_{\mathrm{Na}}-I_{\mathrm{K} 2}-I_{\mathrm{L}}-I_{\mathrm{app}}  \tag{7}\\
\tau_{\mathrm{K} 2} m_{\mathrm{K} 2}^{\prime}=m_{\mathrm{K} 2}^{\infty}(V)-m_{\mathrm{K} 2} \\
\tau_{\mathrm{Na}} h_{\mathrm{Na}}^{\prime}=h_{\mathrm{Na}}^{\infty}(V)-h_{\mathrm{Na}}
\end{array}\right.
$$

with

$$
\begin{aligned}
& I_{\mathrm{L}}=\bar{g}_{\mathrm{L}}\left(V-\mathrm{E}_{\mathrm{L}}\right), \quad I_{\mathrm{K} 2}=\bar{g}_{\mathrm{K} 2} m_{\mathrm{K} 2}^{2}\left(V-\mathrm{E}_{\mathrm{K} 2}\right), \\
& m_{\mathrm{Na}}=m_{\mathrm{Na}}^{\infty}(V), \quad I_{\mathrm{Na}}=\bar{g}_{\mathrm{Na}} m_{\mathrm{Na}}^{3} h_{\mathrm{Na}}\left(V-\mathrm{E}_{\mathrm{Na}}\right),
\end{aligned}
$$

where $C$ is the membrane capacitance; $V$ is the membrane potential; $I_{\mathrm{Na}}$ is the fast voltage gated sodium current with slow inactivation $h_{\mathrm{Na}}$ and fast activation $m_{\mathrm{Na}} ; I_{\mathrm{K} 2}$ is the persistent potassium current with activation $m_{\mathrm{K} 2} ; I_{\mathrm{L}}$ is leak current and $I_{\text {app }}$ is a constant polarization or external applied current. The steady state values of gating variables are given by the experimentally calibrated Boltzmann functions:

$$
\begin{aligned}
& h_{\mathrm{Na}}^{\infty}(V)=[1+\exp (500(V+0.03391))]^{-1}, \\
& m_{\mathrm{Na}}^{\infty}(V)=[1+\exp (-150(V+0.0305))]^{-1}, \\
& m_{\mathrm{K} 2}^{\infty}(V)=[1+\exp (-83(V-0.02))]^{-1} .
\end{aligned}
$$

The values of the fixed parameters in the model used in this paper ${ }^{22}$ are: $\mathrm{E}_{\mathrm{Na}}=0.045, \bar{g}_{\mathrm{Na}}=200$, $\mathrm{E}_{\mathrm{K} 2}=-0.07, \bar{g}_{\mathrm{K} 2}=30, \mathrm{E}_{\mathrm{L}}=-0.046, \bar{g}_{\mathrm{L}}=8, C=0.5$ and $\tau_{\mathrm{Na}}=0.0405$.

There is a principal parameter controlling the activity in the model of the individual burster: the magnitude of the external current $I_{\text {app }}$ that affects the fast voltage dynamics, and we also consider the parameter $\tau_{\mathrm{K} 2}$. Both $I_{\mathrm{app}}$ and $\tau_{\mathrm{K} 2}$ are independent bifurcation parameters. Their variations make the neuronal dynamics evolves and transitions between tonic spiking, bursting and quiescence. Figure 19 (a) represents the $\left(\tau_{\mathrm{K} 2}, I_{\text {app }}\right)$-biparametric sweep of the neuron model using the spike-counting method ${ }^{23}$. One can see, in a quite similar picture as the ones shown for the Hindmarsh-Rose model, the structures separated by spike-adding bifurcations ${ }^{9}$ with clearly demarcated regions corresponding to bursting, tonic spiking and quiescence states. A template analysis of the leech neuron model at the chaotic attractors for the selected parameter values (color circled points on the left picture, $\tau_{\mathrm{K} 2}=0.2,0.266$ and 0.316 ) in the white line marked in the figure confirms that the Smale horseshoe template is still the global template in this model. Therefore, the FRM (given by the values of the local minima of $V$ ) of these chaotic attractors are unimodal giving also a symbolic description of all the orbits with just two symbols. Besides, they show the same evolution in the apparition of symbolic sequences as the Hindmarsh-Rose model.

In Figure 20 we show on the (a),(c) and (e) plots the chaotic attractor projections on the plane $(y, z)$ for the selected parameter values. On the (b),(d) and (f) plots we show time series of the different attractors showing the symbolic sequence. As in the Figure 13 we use different colors to indicate different evolution on the symbolic sequence for the chaotic orbit: Blue color is related


FIG. 19. (a): $\left(\tau_{\mathrm{K} 2}, I_{\text {app }}\right)$-biparametric sweep of the leech heart neuron model (7) based on the spike-counting approach. The color-coded bar on the right gives the spike-number range. (b)-(d): FRM of the chaotic attractors for the selected values of parameter $\tau_{\mathrm{K} 2}$ (color circled points on the biparametric picture) on the white line $I_{\text {app }}\left(\tau_{\mathrm{K} 2}\right)=-0.065 \tau_{\mathrm{K} 2}-0.012$.
with a loop that goes from a symbolic value 0 to 1 , green from 1 to 0 , brown from 1 to 1 and red from 0 to 0 . When $\tau_{\mathrm{K} 2}=0.2$ the chaotic attractor has forbidden the chain 0 to 0 , and so the red color is not present. In the case $b=0.266$, the chaotic attractor has opened a new sequence, 0 to 0 (red color). Finally, when $\tau_{\mathrm{K} 2}=0.316$ more ' 0 ' chains are allowed. This process is the same
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)
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FIG. 20. Top left ((a),(c),(e) plots): Chaotic attractor projections on the plane $(y, z)$ for the selected parameter values of the leech heart neuron model. Different colors indicate different evolution on the symbolic sequence for the chaotic orbit. Top right ((b),(d),(f)): time series of the different attractors showing the symbolic sequence. We can see a similar situation to that observed with the chaotic attractors of HR model. Bottom ((g),(h),(i)): three views of the chaotic attractor and low multiplicity UPOs for $\tau_{\mathrm{K} 2}=0.316$.
for all the chaotic attractors along the spike-adding process and it is exactly the same situation as observed for the HR model in Section IV B. The bottom plots ((g),(h) and (i)) present three views of the chaotic attractor and the UPOs of low multiplicity for $\tau_{\mathrm{K} 2}=0.316$ to show their spatial
distribution.
Finally, we remark that the leech heart neuron model is directly based on the Hodgkin-Huxley model, and a large plethora of neuron models nowadays follows a similar model. Therefore, this section has shown that a quite similar phenomenon is expected to happen in numerous neuron models with square-wave bursting behavior and so the Smale topological template and the orderly generation of symbolic sequences at the chaotic spike-adding process seems to be a quite generic process.

## VI. DISCUSSION: GLOBAL SCENARIO

The main goal of this article is to provide a complete and didactic panorama of the organization of the chaotic invariant sets in square-wave neuron models, joining different techniques and linking the recent results on the bifurcation analysis on this kind of systems. The new results here presented, and the previous ones, show us the complex but completely organized structure of the set of periodic orbits embedded in the chaotic invariant sets, and how the spike-adding phenomena allow increasing such complexity. This article details all this process connecting symbolic dynamics and bifurcation theory.

In previous articles in literature ${ }^{9-11,24}$ it has been detected that in different neuron models there is a region with square-wave bursting where stripes of dominant chaotic behavior alternate with others of a periodic type. In addition, these stripes are structured in the form of onion layers. Therefore, a point in the parametric space that falls within the region determined by a layer is also inside the previous layers. Providing a graphical summary, in Figure 21 we show the global theoretical scheme ${ }^{9,10}$ of the organization of the chaotic regions in this "onion-like", and the location of some of the bifurcations associated to the creation of this scheme. The straight black line is the homoclinic bifurcation line (note that in fact it is a double line as the homoclinic bifurcation curve folds itself on the right side ${ }^{10,11}$ ), and the straight blue line is the selected line where a deeper numerical study has been done in this article. This line crosses all the interesting structures.

On the plot (c) we add to the classical blow-up around the orbit-flip (OF) codimension-2 bifurcation points ${ }^{37}$ of type C the location of another countable new set of pencils of countable symbolic-flip bifurcations (SF). Each SF line appears before each PD one, allowing a new combination of symbols for the symbolic sequences associated with the different orbits. These SF lines give the option to have a new PD bifurcation allowing the creation of new periodic orbits, as new
(a)


FIG. 21. Theoretical sketch of the bifurcation scenario. (a) Biparametric scheme of the "onion-like" structure of the main chaotic region ${ }^{9-11}$. The chaotic stripes are accumulated on the left side. The spike-adding process changes the stable periodic orbits outside the chaotic region and generates new allowed symbolic sequences. (b) Unfolding of the main bifurcation lines over the spike-counting diagram. (c) Theoretical blow-up around the Orbit-Flip (OF) codimension-2 bifurcation points. The OF points are of type C and therefore they originate countable pencils of PD and SN (of limit cycles) bifurcation lines, but also of symbolic-flip (SF) bifurcations. (d) Three-parametric scheme of the "onion-like" structure and the apparition of new spike-adding processes when $\varepsilon$ decreases.

FIG. 22. The maximal topological template, with forbidden symbolic sequences at a given $\varepsilon>0$, converges, when more and more spike-adding (SA) processes are included, towards the complete Smale topological template when $\varepsilon \searrow 0$.

symbolic sequences are permitted. We have observed that these processes are mainly grouped in the chaotic stripes between stability windows of $n$ and $n+1$ spikes. This grouping corresponds to the so-called chaotic spike-adding process. Thus we refine with this new set of pencils of bifurcations the fine tissue of this process. We have also seen that the further we go into the layers of the onion, the more symbolic sequences are allowed in the dynamics of the system. The number of existing spike-adding layers for a specific value of the small parameter $\varepsilon$ is finite, generating that not all possible symbolic sequences are allowed for specific values of the parameters. Thus, the topological template of the chaotic invariant set does not completely fill the Smale template, being a subtemplate with a Cantor type structure with gaps left by the forbidden sequences.

Figure 21(d) sketches the three-parametric scheme of the chaotic "onion-like" structures, showing how, when $\varepsilon$ grows, less and less of these structures are present. The reason of this phenomenon is explained in detail in ${ }^{10}$ where it is shown how the primary homoclinic bifurcation surfaces, where the codimension-two bifurcation points are located and therefore where the bifurcations are generated, disappear one by one when $\varepsilon$ grows.

Therefore, considering all the results shown in the article, it is possible to conjecture that (see

Figure 22) the topological template converges when $\varepsilon \searrow 0$ to the complete Smale template with all symbolic sequences allowed, and therefore, with all associated UPOs. This result provides a nice global organization of the structure of the chaotic invariant sets showing that closer to the "center" of the onion-like structure and with a smaller value of the small parameter, more and more symbolic sequences are opened and the topological template is more complete.

## VII. CONCLUSIONS

In this paper we have studied, for square-wave bursting neuron models, the evolution of the chaotic invariant set along the three-parameter region where the chaotic spike-adding studied by Terman ${ }^{4}$ occurs. The basic ingredient necessary to carry out our study is to have a region of the phase space in which there is a chaotic invariant set whose FRM is unimodal. We have seen that this situation occurs both in the HR model and in a realistic leech heart neuron model (although other neuron models seem to obey the same structure). We have shown the symbiosis between the periodic orbits and the coexisting chaotic invariant set in the dynamics of these neuron models. It is widely known that the periodic orbits, once they are unstable, are incorporated into the skeleton of the chaotic invariant set, thus giving shape to it. The dynamics of a point within the chaotic set will be conditioned by the constant visit of neighborhoods close to these unstable orbits. In this paper we also show how the chaotic invariant set conditions these periodic orbits before they are even absorbed by the chaotic invariant set.

Specifically, we have seen how the simple grammar defined with two symbols from the unimodal FRM of the chaotic invariant has allowed us to assign symbolic sequences to all the orbits of the system. The ordering of the symbolic sequences associated with the different orbits determines an analogous ordering in the appearance (and disappearance) of these sequences (and therefore of the corresponding periodic orbits) in the parametric space. This ordering in the parametric space, and the region of the phase space that the chaotic set occupies, also condition the position of the periodic orbits that are generated at any parametric conditions. This influence is maintained throughout the entire parametric region in which such family of periodic orbit exists.

In addition, we have detailed the bifurcations that generate the appearance of the different symbolic sequences and their corresponding periodic orbits. We have also shown that the different bifurcations appear following an infinitely repeating general sequence. This sequence shows various levels of self-similarity. Furthermore, we have shown how the basic orbits of each stability
window appear as the limit of a succession of orbits that have been previously generated. With all this we have been able to describe in fine detail the chaotic spike-adding process.

Moreover, this article shows that the topological template of the chaotic invariant sets of the neuron model is a subtemplate of the Smale topological template where some symbolic sequences are forbidden for fixed values of the small parameter, but the limit case $(\varepsilon \searrow 0)$ is the complete Smale template with all symbolic sequences allowed, and therefore, with all the associated UPOs.

In summary, we have illustrated how the symbolic analysis of the existing orbits in the dynamics of the system establishes an order in the chaos that underlies said dynamics.

## SUPPLEMENTARY MATERIAL

The supplementary material provides information on the stability transformation (ST) method that was used to calculate the necessary UPOs. Note that continuation techniques were also used to locate the periodic orbits. The initial conditions of these UPOs are provided. It also describes the use of successive return maps of a chaotic attractor to determine how many UPOs of a given multiplicity are foliated in it.
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