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Abstract

This paper investigates the robust stability of a multiagent system moving
to a desired rigid formation in presence of unknown time-varying communi-
cation delays and actuator faults. Each agent uses relative position measure-
ments to implement the proposed control method, which does not require
common coordinate references. However, the presence of time delays in the
measurements, which is inherent to the communication links between agents,
has a negative impact in the control system performance leading, in some
cases, to instability. Furthermore, the robust stability analysis becomes more
complex if failures on actuators are taken into account. In addition, delays
may be subject to time variations, depending on network load, availability of
communication resources, dynamic routing protocols, or other environmen-
tal conditions. To cope with these problems, a sufficient condition based on
Linear Matrix Inequalities (LMI) is provided to ensure the robust asymptotic
convergence of the agents to the desired formation. This condition is valid for
any arbitrarily fast time-varying delays and actuator faults, given a worst-
case point-to-point delay. Finally, simulation results show the performance
of the proposed approach.
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1. Introduction

1.1. Background and motivation

The problem of controlling a multiagent system can be useful in a broad
array of applications. To mention a few: autonomous multivehicle control
[1], entertainment [2], search and rescue missions [3], etc. A key issue in this
domain that receives particular interest is how to stabilize and maintain a
geometrical formation shape in a distributed manner [4, 5]. Such shapes can
be needed so as to ensure the team members can interact (via sensing or
communications) suitably or satisfy geometric task constraints given by the
environment, or for safety considerations (e.g., avoidance of collisions).

Two main approaches have been proposed depending on how the forma-
tion is defined: (i) in terms of absolute positions the agents must reach [6, 7],
and (ii) in terms of relative interagent distances [8] or relative interagent po-
sition vectors [9, 10, 11]. In particular, it is of practical interest to consider
that only relative position measurements between agents are available, and
that the agents’ measurements frames are not equally oriented [12, 13, 14].
The main advantage in this latter case is that no global reference has to
be shared by the agents, which increases the flexibility and autonomy. For
instance, they can operate in a GPS-denied environment by using the lo-
cally referred information coming from their independent onboard sensors.
However, this scenario involves significant challenges: linear consensus-based
controllers cannot be used in general, and control analysis and stability guar-
antees become harder to provide.

The coordinate-free formation control strategy proposed in [14] has the
advantage of achieving global convergence to a unique rigid shape in ab-
sence of a global coordinate system and leader agents, which brings more
robustness and flexibility. The misalignment between orientation references
is addressed by introducing in the cost function a rotation angle, on which the
agents implicitly agree, capturing the method’s independence of any global
reference. With this motivation, we focus on the control framework of [14]
to carry out our study.

A relevant issue to take into account in the stability analysis of formation
control systems is the presence of time delays [15, 16], which appear due
to multi-hop communication between agents. Indeed, our multiagent team
constitutes a networked system, in which the agents interact via communica-
tions. This connects with the important field of networked control systems.
Various communications-related aspects have fundamental effects in control
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performance, as reviewed in [17]. Some current challenges in the study of
multi-agent networked systems include addressing time-varying time delays
(as done here), switching network topologies, impulsive behaviors, or tem-
poral constraints for control execution. Aside from formation control, other
problems of interest include tracking and consensus [18, 19, 20], stability and
robust performance analysis under actuator degradation or failures [21, 22]
and disturbance rejection in the context of stochastic systems [23].

It is worthwhile mentioning that communication delays in networked sys-
tems are subject to time variations depending on different factors such as
time-varying network load, bandwith/communication resources availability,
scheduling policies in the dynamic routing protocols, or possible random
network failures [24], etc. Time-varying delays on control systems have been
mainly investigated under two approaches: (i) Lyapunov-Krasovskii function-
als [25, 26] and (ii) Input/Output approach/Small Gain Theorem [27, 28]. In-
deed, for systems with time-varying uncertainties, input/output approaches
allow finding an equivalent description by means of interconnected system
modeling, where the feedback system contains all sources of uncertainties of
the original system. In this way, the stability analysis can be addressed via
small-gain theory, exploiting the interconnected nature of the transformed
system. Other interesting applications where interconnected nonlinear sys-
tems and small-gain approaches are involved can be found in the analysis of
stochastic network systems [29].

In the context of multiagent systems, some contributions can be found
in the literature which face up with the robust stability analysis in presence
of time-varying delays [30, 31, 32]. However, such approaches consider that
all the agents share a common orientation reference, rely on central coor-
dinators/leader agents, or assume continuously differentiable functions for
time-varying delays with restrictions on their maximum time-derivative. No-
tably, the work presented here eliminates these assumptions, which results
in increased flexibility and applicability of the proposed method.

On the other hand, in [14], the analysis of time delays in the stability of a
coordinate-free formation control system is addressed by providing an upper
bound for time delays so that the overall system asymptotically converges
to the desired geometric configuration. Nevertheless, the following limita-
tions on its applicability can be found: (i) delays must be time-constant, (ii)
prior knowledge of the boundedness of the total disturbance created by the
time-delays is required [14, Assumption A2] and (iii) actuator faults are not
considered.
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Therefore, we believe that the robust stability analysis of the coordinate-
free/leaderless multiagent system to the case of unknown arbitrarily fast
time-varying communication delays and possible failures on actuators is in-
teresting from a practical point of view. It is worthwhile to recall that the
interconnected [33] and the nonlinear nature of the underlying control sys-
tem, combined with the presence of time-varying delays and actuator faults,
makes the robust stability analysis a complex issue, which motivates our
study.

1.2. Contribution

We extend the stability analysis of the coordinate-free formation control
strategy of multiagent systems in [14] to the case of unknown time-varying
communication delays and actuator faults. To this end, we provide a suffi-
cient condition based on Linear Matrix Inequalities (LMI) [34] which ensures
the asymptotic convergence of the coordinate-free formation control system
to the desired geometric configuration. Furthermore, we give an algorithm to
find the maximum upper bound delay (hereinafter, referred to as worst-case
point-to-point delay) to guarantee the stability of the multiagent formation
control system. The following aspects are noteworthy:

• The estimation of the worst-case point-to-point delay does not require
prior knowledge of the relative boundedness of the total disturbance due
to time-delays with respect to the tracking formation error (as opposed
to [14, Assumption A2]). The interest of eliminating such assumption
lies on the difficulty of having a reliable estimation of such bound in
advance.

• Time delays are allowed to be arbitrarily fast time-varying. In other
words, there are no constraints on their time-derivative, which might
be also difficult to estimate a priori. Further advantages of this key
aspect are discussed later (Remark 3).

• The robustness against time-varying delays and actuator faults is an-
alyzed in a single framework, which is generally difficult to prove in
multiagent systems under coordinate-free formation control strategies.

1.3. Organization

The remainder of the paper is organized as follows: Section 2 describes the
problem statement and gives the preliminary results and notation. Section 3
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finds a delay-free model description of the multiagent system, which is used in
Section 4 to obtain the proposed methodology for robust stability analysis.
Simulation results are provided in Section 5 and, finally, conclusions and
perspectives are gathered in Section 6.

2. Problem statement and preliminaries

Consider the following multiagent system formed by N agents, where the
kinematics of each agent is modeled as a single integrator:

q̇i = fiui, i = 1, ..., N, (1)

where fi is introduced to consider possible actuators faults, which are mod-
eled as in [21]:

fi = fi(t) =

{
1 : no actuator fault,

0 < f
i
≤ f̃i(t) ≤ f i ≤ 1 : actuatorfault,

(2)

where f̃i(t) is an unknown parameter which denotes the loss of effectiveness
of the fth actuator, and f

i
, f i are time-constant and known values. The

parameter qi = [qx,i, qy,i]
T is the 2-D vector position of the agent i = 1, · · · , N ,

expressed in an arbitrary reference frame, and ui is the control action. For
each pair of agents k, i ∈ [1, ..., N ] × [1, ..., N ], k 6= i, we define qki = qk − qi
and cki respectively as the current and the desired relative position between
them. The target formation is defined by the overall set of vectors cki. The
difference between the current and desired relative position between agents
k and i is captured by means of the error vector dki defined as:

dki = qki −R(α)cki, (3)

R(α) =

[
cos(α) −sin(α)
sin(α) cos(α)

]
,

where α is the rotation angle of the desired reference pattern which minimizes
the following cost function:

J =
∑
k

∑
j

||qkj −R(α)ckj||2 . (4)
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Specifically, the rotation angle has the following value 1:

α = atan2

(∑
k

∑
j

qTkjc
⊥
kj,
∑
k

∑
j

qTkjckj

)
, (5)

where c⊥kj =
[
−cy,kj cx,kj

]T
.

Let us formulate the following assumptions that will be used in our anal-
ysis:

Assumption 1 The following condition holds:
∣∣∣∑k

∑
j q

T
kjckj

∣∣∣ ≥ H, ∀t ≥ 0,

where

H =
1

2

(
min

(∣∣∣∣∣∑
k

∑
j

qTkj(t = 0)ckj

∣∣∣∣∣ , ∑
k

∑
j

||ckj||2
))

. (6)

The motivation of this assumption is discussed later, in Remark 5.

Assumption 2 The communication topology is complete, that is, all the
agents 1 ≤ i ≤ N receive the measurements of the relative positions vectors
of their neighborhood: qki, ∀k ∈ 1, ..., N, k 6= i.

Assumption 3 All the measurements of the relative positions qki received by
agent i may be affected by unknown time-varying delays τki(t). The delays are
not necessarily symmetric (τki(t) 6= τik(t)), and not necessarily continuously
differentiable functions.

Definition 1 Let us define the upper bounds for delays τ̄ki : τki(t) ≤ τ̄ki,
and the worst-case point-to-point delay δ as δ = maxk,i (τ̄ki). The normalized
upper bound delays are defined as τ̂ki = τ̄ki/δ. Note that 0 ≤ τ̂ki ≤ 1 and
τki(t) ≤ τ̄ki = δτ̂ki ≤ δ.

Remark 1 Assumption 2 does not imply that all the communication links
are necessarily active at the same time during control execution. In other

1The atan2(a,b) function gives the solution of α = arctan(a/b), given two scalars a, b,
for which the angle α is in the quadrant that corresponds to the signs of the two inputs
arguments a, b.
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words, if the communication link between agents k and i fails, the relative
interagent position between both agents can be transmitted to agent k and
agent i via multi-hop communication protocols through one or multiple dif-
ferent communication links involving other neighbor agents. Therefore, it is
reasonable to consider different upper bounds τ̄ki : τki(t) ≤ τ̄ki, depending on
the number of intermediate agents involved in the measurements exchange
between both agents. In this way, the conservatism in the estimation of the
worst-case point-to-point delay δ can be reduced by taking advantage of prior
knowledge of the communication graph and the multi-hop protocol. Note also
that each τ̄ki is related to δ through the normalized values τ̂ki, given in Defi-
nition 1.

Following the ideas on [14], the rotation angle is estimated by each agent
by adapting the expression (5) to the available delayed measurement data:

ατi = atan2

(∑
k

∑
j

(
qτkiki − q

τji
ji

)T
c⊥kj,

∑
k

∑
j

(
qτkiki − q

τji
ji

)T
ckj

)
, (7)

where qτkiki ≡ qki (t− τki(t)), q
τji
ji ≡ qji (t− τji(t)). In the sequel, the super-

script τ in ατi (and other possible terms) denotes dependence on time-delayed
data.

The coordinate-free control strategy which is proposed in our analysis is
the following static error feedback control:

ui = Kc

∑
k

dτki = Kc

∑
k

(qτkiki −R(ατi )cki)︸ ︷︷ ︸
dτki

. (8)

where Kc > 0 is the control gain, and dτki is the error defined in (3) affected by
time delays. A key property of the control law (8) is that it can be computed
by each agent in its own independently oriented local reference frame [14].

From (1), it can be deduced that q̇ji = q̇j− q̇i = fjuj− fiui. Replacing uj
and ui from control law (8), the following dynamics equations are obtained
for the multiagent formation control system:

q̇ji = Kc

(
fj
∑
k

dτkj − fi
∑
k

dτki

)
, [j, i] = [1, ..., N ]× [1, ..., N ], j 6= i (9)

Objective statement: find a systematic methodology to obtain the maximum
worst-case point-to-point delay δ (see Definition 1), under which the multia-
gent formation control system (9) is stable, for any unknown and arbitrarily
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fast time-varying delay pattern satisfying τki(t) ≤ τ̄ki ≤ δ, ∀k, i and actuators
faults modeled as (2).

2.1. Preliminary notation

The following notations are used: Rn and Rm×n denote, respectively,
the n dimensional Euclidean space and the set of all m × n real matrices.
The superscript “T” denotes matrix transposition. The notation X > 0
(respectively, X < 0 ), where X is a symmetric matrix, means that X is
positive definite (respectively, positive negative). The symbols In, 0n and
0m×n stand for the n × n identity matrix, the null n × n matrix and the
null m × n matrix, respectively. Given a vector v, we denote diag(v) as
a diagonal matrix whose diagonal entry is v. Given matrices A1, · · · , An,
we define diag(A1, ..., An) as the corresponding block diagonal matrix. The
symbol ⊗ stands for the Kronecker product. We denote the set of positive
integers as N = {1, 2, · · · }. Given m × n scalars t11, t12, ..., tmn, we define
[tij]m×n as the corresponding m × n matrix. Conversely, given a matrix
T = [tij]m×n, we denote col(T ) as a m ·n column vector formed by its entries
ordered as [t11, t12, ..., tmn]. For any integer n > 1 and 1 ≤ p ≤ n, the symbol
Ipn defines a n− 1× n matrix which is constructed from the identity matrix

In by removing its pth row (for instance I2
3 =

[
1 0 0
0 0 1

]
).

Note that we can rewrite fi(t) in (2) as the following convex combination:

fi(t) =

{
1 : no actuator fault,

fi(t) = λ̃i(t)f i + (1− λ̃i(t))f i : actuatorfault.
, (10)

where λ̃i(t) = f i−fi(t)
f i−f i

. Let nf be the number of faulty actuators and the

positive set of integers 0 < p1 < p2 < ... < pnf ≤ N be the indices of

each faulty actuator. Then, we define the vectors f ∗ =
[
f
p1
· · · f

pnf

]T
,

f ∗ =
[
fp1 · · · fpnf

]T
and the matrices L ∈ {0, 1}N×nf , V ∈ {0, 1}N×N−nf ,

built both from the identity matrix IN by removing the rows whose position
correspond to the non-faulty actuator indices (for L) and the faulty actuator
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ones (for V). Also, define the matrix π̄ ∈ {0, 1}2
nf×nf :

π̄ =


π̄1

π̄2

π̄3

· · ·
π̄2

nf

 =


π1,1 π1,2 · · · π1,nf

π2,1 π2,2 · · · π2,nf

π3,1 π3,2 · · · π3,nf

· · · · · · · · · · · ·
π2

nf ,1 π2
nf ,2 · · · π2

nf ,nf

 =


0 0 · · · 0
1 0 · · · 0
0 1 · · · 0
· · · · · · · · · · · ·
1 1 · · · 1

 . (11)

Thus, fi(t) in (2) can be written as a polytope: fi(t) =
∑2

nf

f=1 λf (t)f̂f , formed

by the convex combination of the vertices f̂f , f = 1, ..., 2nf given below:

f̂f = L
(
f ∗ + diag

(
π̄f
) (
f ∗ − f ∗

))
+ V · 1(N−nf)×1, (12)

λf (t) = Π
nf
s=1

(
(1− πf,s) λ̃ps(t) + πf,s

(
1− λ̃ps(t)

))
.

2.2. Preliminary results

Definition 2 [35] Given the system M with input/output e(t) and y(t) re-
spectively, the H∞ norm of system M represents the largest possible L2-gain
provided by the system under zero initial conditions:

||M ||∞ = sup||e||2 6=0
||y||2
||e||2

, ∀e ∈ L2 (13)

where L2 = {e(t) :
∫∞

0
||e(s)||2ds < ∞} denotes the set of square integrable

signals, and ||e||2 stands for the L2 norm of the input signal e(t), defined as

||e||2 =
√∫∞

0
||e(s)||2ds.

Lemma 1 [36] Consider the operator ∆F := (∆d − 1) ◦ 1
s
, where ∆d is the

time-varying operator: ∆d(v) = v(t − τ(t)), τ(t) is a time-varying delay,
which satisfies 0 ≤ τ(t) ≤ τ̄ , the symbol ◦ denotes the Schur product, and
1
s

denotes the integration operator. Then, the L2-induced norm of ∆F is
bounded by τ̄ .

2.2.1. Scaled Small Gain Theorem

The most elemental notion on the Scaled Small Gain (SSG) theorem
is given in this section (further details can be found in [15], Chapter 8).
Consider an interconnected system consisting of two subsystems:

(S1) : y(t) = Me(t), (S2) : e(t) = ∆y(t) (14)
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Figure 1: Interconnected system: M is a known system, and ∆ is some unknown unitary
norm-bounded system, which contains all sources of time-delays variations. Matrices T1, T2
are free and must satisfy T1∆ = ∆T2.

where e ∈ Rne , y ∈ Rny . The forward system S1 is a known system with
operator M mapping e and y. The feedback system S2 is an unknown system
with operator ∆ : y → e having unitary norm ||∆||∞ ≤ 1. A sufficient
condition for the robust asymptotic stability of the interconnection in (14)
is given as follows:

Theorem 1 (Scaled Small Gain Theorem)[15] The interconnected system on
Fig. 1 is robustly stable for any interconnected time-varying uncertain system
∆ with ||∆||∞ ≤ 1 if the following two conditions hold: (i) The system M
is internally stable and (ii) there exist nonsingular matrices T1, T2 such that
T1∆ = ∆T2 and ||T2MT−1

1 ||∞ < 1.

Indeed, provided that such free matrices T1, T2 exist, satisfying T1∆ = ∆T2,
it can be seen that: ∆ = T−1

1 ∆T2. It is straighforward that: (i) T1 = T2 if
∆ is square and (ii) T1, T2 are of block diagonal structure if ∆ is also block
diagonal.

3. Delay-free model description

Notice that the nonlinear nature of the control strategy (8), along with
time-varying delays on the measurements, makes the stability analysis a com-
plex issue. To overcome this challenge, we obtain a delay-free model for the
multiagent formation control system (1) and (8), consisting of the intercon-
nection of two systems (see Fig. (1)). The underlying idea is to embed all
sources of time-varying uncertainties coming from delays into the uncertain
feedback system ∆ through the introduction of some artificial inputs/outputs
(e(t) and y(t) respectively), suitably defined such that ||∆||∞ ≤ 1. In this
way, we will be ready to cope with the robust stability analysis of the mul-
tiagent formation control system (9) by applying small gain theory.
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Lemma 2 The multiagent formation control (1) and (8) described by the
closed-loop state-space realization (9) converges to the desired formation if
the following interconnected system is robustly stable:[

˙̂q
y

]
=

[
KcAs KcBsLδ
LKCs LKDsLδ

]
︸ ︷︷ ︸

M

[
d̂
e

]
, e = ∆y (15)

where ∆ is the uncertain feedback system, which satisfies ||∆||∞ ≤ 1, and

qTs =
[
qT21 · · · qTN1

]
, dTs =

[
dT21 · · · dTN1

]
, (16)

Lδ =

[
δI2N̄ 0

0 I2N

]
, LK =

[
KcI2N̄ 0

0 IN

]
,

(As,Bs, Cs,Ds) =
2
nf∑
f=1

λf (t)
(
Âs,f , B̂s,f , Ĉs,f , D̂s,f

)
,

Âs,f = T + ˆ̄AfT , B̂s,f = T +
[

ˆ̄Bq,f
ˆ̄BR,f

]
, (17)

Ĉs,f =

[
ˆ̄AfT

0N×2(N−1)

]
D̂s,f =

[
ˆ̄Bq,f

ˆ̄BR,f

D̄ 0N×2N

]
,

T + =
[
IN−1 0N−1×N̄−N+1

]
⊗ I2, N̄ = N(N − 1), (18)

T = (Q1 −Q2)
[
0N−1×1 IN−1

]T ⊗ I2,
ˆ̄Af =

(
Q̂f ⊗ 11×N−1

)
⊗ I2, ,

ˆ̄Bq,f =
((
Q̂f ⊗ 11×N−1

)
·Q3 · T̄

)
⊗ I2,

ˆ̄BR,f = −
(
Q̂f · diag

(
h̄
))
⊗ I2,

D̄ =
(
IN ⊗ 11×2N−2)

)
· diag ((Q1 ⊗ I2) · c̄) ·

(
T̄ ⊗ I2

)
,

Q̂f = (Q1 −Q2) · diag
(
f̂f

)
, (19)

QT
1 =

[
(I1
N)

T
, · · · ,

(
INN
)T] , Q2 = IN ⊗ 1N−1×1, Q3 = diag

(
I1
N , · · · , INN

)
,

T̄ = diag
(
col
(

[τ̂ij]
T
N,N

))
, c̄ =

[∑
j c
⊥T
1j , · · · ,

∑
j c
⊥T
Nj

]T
,

h̄ =
[
h1 · · · hN

]T
, h1≤i≤N =

1

H

∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣ ,
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where f̂f and λf (t) are defined in (12), IpN , p = 1, · · · , N are defined in
subsection 2.1, and H is defined in (6).

Proof : With the aim to put all sources of time-varying uncertainties due to
time delays into a feedback unitary norm-bounded system (namely ∆), we
define the inputs e(t) and outputs y(t) such that e(t) = ∆y(t). In (8), it is
possible to clearly distinguish the following two terms affected by time-delays:
qτkiki and R(ατi )

∑
k cki, respectively. Let us proceed with each of them:

(i) Input/output definition for qτkiki : For each delayed position measure-
ment qτkiki , we define the input eq,ki and output yq,ki respectively as:

eq,ki =
1

τ̄ki
(qτkiki − qki) , yq,ki = q̇ki (20)

where the L2-induced norm of the time-varying operator mapping the above
defined input eq,ki and output yq,ki is bounded by 1 (Lemma 3, in Appendix
A).

(ii) Input/output definition for R(ατi )
∑

k cki: Consider the rotation ma-
trix R0 = R(αi) defined in (3), where αi is the estimation of the rotation
angle by (7) unaffected by time delays. Define the input eR,i and output yR,i
as:

eR,i =
1

hi

(
R (ατi )

∑
k

cki −R0

∑
k

cki

)
, (21)

yR,i =
∑
k

∑
j

(
τ̄kie

T
q,kic

⊥
kj − τ̄jieTq,jic⊥kj

)
= 2

∑
k

(
τ̄ki
∑
j

c⊥Tkj

)
eq,ki.

where the L2-induced norm of the time-varying operator mapping the above
defined input eR,i and output yR,i is bounded by 1 (Lemma 4, in Appendix
A).

From the above input definitions eq,ki and eR,i, the following equivalences
can be easily deduced:

qτkiki = qτkiki + qki − qki = qki + τ̄kieq,ki, (22)

R(ατi )
∑
k

cki = R(ατi )
∑
k

cki + (R0 −R0)
∑
k

cki = R0

∑
k

cki + hieR,i.
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Replacing the terms qτkiki and R(ατi )
∑

k cki from (22) into (8) we obtain:

ui = Kc

∑
k

dτki = Kc

∑
k

(qki −R0cki)︸ ︷︷ ︸
dki

+
∑
k

τ̄kieq,ki − hieR,i

 . (23)

Thus, from the equivalences (22), the state-space model (9) can be rewritten
as the interconnected system formed by:

q̇ji = Kc

(∑
k

(fjdkj − fidki + fj τ̄kjeq,kj − fiτ̄kieq,ki)− fjhjeR,j + fihieR,i

)
,

(24)

with the outputs yq,ki, yR,i defined in (20), (21), and the feedback intercon-
nections:

eq,ki = ∆ki
q · yq,ki, eR,i = ∆i

R · yR,i, ∆ki
q =

[
δkiq 0
0 δkiq

]
, (25)

through the corresponding time-varying operator δkiq and ∆i
R mapping their

respective inputs and outputs. Note from Lemmas 3 and 4, in Appendix A,
that |δkiq | < 1 (and therefore ||∆ki

q ||∞ ≤ 1), and ||∆i
R||∞ ≤ 1, ∀k, i.

Define the following augmented column vectors q̄, d̄, ēq, ȳq ∈ R2N̄ , N̄ =
N(N − 1), ēR ∈ R2N and ȳR ∈ RN :

q̄ = U · col
(

[qij]
T
N×N

)
, d̄ = U · col

(
[dij]

T
N×N

)
, (26)

ēq = U · col
(

[eq,ij]
T
N×N

)
, ȳq = U · col

(
[yq,ij]

T
N×N

)
,

ēR =
[
eTR,1, · · · , eTR,2 , · · · , eTR,N

]T
,

ȳR =
[
yTR,1, · · · , yTR,2 , · · · , yTR,N

]T
,

where U = Q3 ⊗ I2 and Q3 = diag
(
I1
N , · · · , INN

)
.

With the augmented vectors (26), the equations (24) and (25) can be
written in matrix form and using polytopic description as the interconnected
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system model formed by:

M :


˙̄q = KcĀd̄+Kc

[
δB̄q B̄R

] [ ēq
ēR

]
,[

ȳq

ȳR

]
=

[
KcĀ

0N×2N̄

]
d̄+

[
δKcB̄q KcB̄R

δD̄ 0N×2N

][
ēq

ēR

]

∆ :

[
ēq

ēR

]
=

[
∆̄q 0

0 ∆̄R

][
ȳq

ȳR

]
,

(27)

where

∆̄q = diag
(
∆1
q, · · · ,∆N

q

)
, ∆i

q = diagNj=1,j 6=i
(
∆ji
q

)
(28)

∆̄R = diag
(
∆1
R, · · · ,∆N

R

)
.

and
(
Ā, B̄q, B̄R

)
=
∑2

nf

f=1 λf (t)
(

ˆ̄Af ,
ˆ̄Bq,f ,

ˆ̄BR,f

)
. Taking into account that

some of the elements qki of the augmented vector q̄ are linearly dependent, it
is possible to obtain an equivalent reduced state-space realization of system
(27) by defining the vectors qs, ds ∈ R2N−2 in (16) with linearly independent
entries. Through the matrix T defined in (18) and its left inverse T + =[
I2N−2 0

]
, we can write q̄ = T qs, d̄ = T ds and qs = T +q̄, ds = T +d̄. Then,

replacing q̄ = T qs and d̄ = T qs into (27) we obtain:

M :



T q̇s = KcĀT ds +Kc

[
δB̄q B̄R

] [ ēq
ēR

]
,[

ȳq

ȳR

]
=

[
KcĀT
0N×2N̄

]
︸ ︷︷ ︸

LKCs

ds +

[
δKcB̄q KcB̄R

δD̄ 0N×2N

]
︸ ︷︷ ︸

LKDsLδ

[
ēq

ēR

]
. (29)

Pre-multiplying the first equation in (29) by T + we have:

q̇s = Kc T +ĀT︸ ︷︷ ︸
As

ds +Kc T +
[
δB̄q B̄R

]︸ ︷︷ ︸
BsLδ

[
ēq
ēR

]
(30)

Finally, defining eT =
[
ēTq ēTR

]
and the unitary norm-bounded system ∆ =[

∆q 0
0 ∆R

]
(which embeds all the sources of time-varying uncertainties af-

14



fecting the relative position measurements and the rotation matrix), from
(29) and (30) we obtain the interconnected system model (15). �

4. Robust stability analysis

Small gain theorem (Theorem 1) can be applied to the interconnected
system model (15) to find a sufficient condition to prove the robust expo-
nential stability with decay-rate performance β (hereinafter, referred to as
β-stability) of the formation control system (1) and (8):

Theorem 2 Given positive scalars δ and Kc, if there exist scalars µ > 0, ξi >
0, i = 1, · · · , N − 1, and symmetric matrices Si > 0 (Si ∈ R2), with i =
1, · · · , N̄ such that the following LMI are satisfied, ∀f = 1, · · · , 2nf :

Ωf < 0, Ωf =

2µKcÂs,f + 2βµ µKcB̂s,fLδ ĈTs,fLKW2

(∗) −W1 LδD̂Ts,fLKW2

(∗) (∗) −W2

 , (31)

being

W1 =

[
Z

X∗

]
,W2 =

[
Z

X

]
, Z =

S1

· · ·
SN̄

 (32)

X∗ =


I2

ξ1I2

· · ·
ξN−1I2

 , X =


1

ξ1

· · ·
ξN−1


and Lδ, LK, Âs,f , B̂s,f , Ĉs,f , D̂s,f defined in (16), then the interconnected sys-
tem (15) is robustly β-stable. Therefore, the formation control system (1)-(8)
converges to the desired configuration fulfilling ||ds(t)|| ≤ Qd||ds(0)||e−βt,∀t ≥
0 (for some positive constant Qd and ds defined in (16)), regardless of the
value of time-varying delays satisfying τki(t) ≤ δτ̂ki and actuator faults (2).

Proof : Note from (12) the following properties: 0 ≤ λf (t) ≤ 1, f = 1, ..., 2nf

and
∑2

nf

f=1 λf (t) = 1, ∀t ≥ 0. Therefore, the fulfilment of the LMI in (31)

is a sufficient condition for ρT
(∑2

nf

f=1 λf (t)Ωf

)
ρ < 0,∀t ≥ 0 and any ρ 6= 0.

From the definition of q̇s in (30) and taking ρT =
[
d̂T eT

]
, it can be deduced

that (31) implies:

µdTs q̇s + µq̇Ts ds + 2βµ+ yTW2y − eTW1e < 0 (33)
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From the fact that W1,W2 > 0, we can find T1, T2 such that W1 = T T1 T1,
W2 = T T2 T2 and T1∆ = ∆T2, where ∆ is defined in (15). To prove the
stability of the interconnected system (15) (see Fig. 1), it suffices to prove
that the fulfilment of (33) implies the two conditions given in Theorem 1: (i)
the internal β-stability of system M , and (ii) the condition ||T2MT−1

1 ||∞ < 1:
(i) Proof of the internal β-stability of system M : consider the Lyapunov

function candidate:

V = µ ||ds||2 > 0 (34)

where µ is a positive scalar and ds is defined in (16). The time derivative V̇
yields:

V̇ =
∂V

∂ds
ḋs +

∂V

∂α
α̇ (35)

where α is the rotation angle of the desired target formation (5), unaffected
by delays. From the fact that V = µJ , where J ≡ Ji is the cost function (4),
we deduce that ∂V

∂α
= 0 and therefore:

V̇ =
∂V

∂ds
ḋs = µdTs q̇s + µq̇Ts ds (36)

From (36), the inequality (33) can be also written as:

V̇ + 2βV + yTW2y − eTW1e < 0 (37)

To prove the internal β-stability of system M , we need to guarantee the
fulfilment of the Lyapunov stability criterion V̇ + 2βV < 0, ∀d̂ with zero
input e = 0. From (37), if we set e = 0 we have:

V̇ + 2βV + yTW2y < 0 (38)

As long as W2 > 0, we have that (38) implies V̇ + 2βV < 0. In other
words, the fulfilment of (31) implies the existence of a positive function V
(34) satisfying the Lyapunov criterion for the internal stability of system M ,
along with the condition ||ds(t)|| ≤ Qd||ds(0)||e−βt,∀t ≥ 0, for some positive
constant Qd.

(ii) Proof of the condition ||T2MT−1
1 ||∞ < 1: By integrating the inequal-

ity (37) we obtain:

V (∞)− V (0) + 2β

∫ ∞
0

V (t)dt+

∫ ∞
0

(
yTW2y − eTW1e

)
dt < 0 (39)
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With the aim to verify ||T2MT−1
1 ||∞ < 1, by virtue of Definition 2, we have

to consider zero state initial conditions for system M . Therefore, we set
d̂(0) = 0 and, from (34), we obtain V (0) = 0. Then, (39) yields:

V (∞) + 2β

∫ ∞
0

V (t)dt <

∫ ∞
0

(
−yTW2y + eTW1e

)
dt (40)

If (31) is fulfilled, we have that V > 0 exists. Also, taking into account that
β are always positive, we obtain from (40) that:∫ ∞

0

(
−yTW2y + eTW1e

)
dt > 0 (41)

and therefore: ∫ ∞
0

yTW2y dt <

∫ ∞
0

eTW1e dt (42)

Finally, from Definition 2 and W1 = T T1 T1, W2 = T T2 T2, the inequality (42)
implies the fulfilment of:

||T2MT−1
1 ||∞ < 1 (43)

�
If δ is sufficiently small, the following corollary demonstrates that the

formation control system is exponentially stable with decay rate β, provided
that M in (15) is internally β-stable:

Corollary 1 Given a sufficiently small worst-case point-to-point delay δ >
0, the formation control system (1)-(8) exponentially converges to the desired
target formation with decay rate β if the system M in (15) is internally β-
stable.

Proof : Let T1 = diag(I2N̄ ,
1√
δ
I2N) and T2 = diag(I2N̄ ,

1√
δ
IN). The system

M∗ = T2MT−1
1 , where M is defined in (15), renders:

M∗ =

[
KcAs KcBsLδT1

T−1
2 LKCs T−1

2 LKDsLδT1

]
=

[
KcAs KcB∗s
LKCs LKD∗s

]
, (44)

where:

B∗s = T +

2
nf∑
f=1

λf (t)
[
δ ˆ̄Bq,f

√
δ ˆ̄BR,f

]
, B∗s =

2
nf∑
f=1

λf (t)

[
δ ˆ̄Bq,f

√
δ ˆ̄BR,f√

δD̄ 0N×2N

]
(45)
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From (45) it can be seen that B∗s and D∗s vanish when the worst-case point-
to-point delay δ → 0, leading to ||M∗||∞ → 0 and therefore the fulfilment
of ||T2MT−1

1 ||∞ < 1 for δ small enough. In such case, the formation control
system (1)-(8) will be β-stable, provided that the system M is internally
β-stable (condition (i) in the proof of Theorem 2). �

Note that the internal stability of M is achieved by properly choosing the
control gain Kc in (8). In absence of actuator faults and time delays, it is
sufficient to choose Kc > 0 for stability, (or Kc > β/N for β-stability) [14].

From Theorem 2 and Corollary 1, we propose the following algorithm to
easily obtain the maximum worst-case point-to-point delay δ, given β and
Kc, where εδ > 0 is the prespecified error tolerance on the estimation of δ:

Algorithm 1

• (i) Set k = 0 and some ∆δ > 0. Choose the initial value of the worst-
case point-to-point delay δ(0) sufficiently small to obtain a feasible so-
lution for LMI (31) 2.

• (ii) Set δ(k+1) = δ(k) + ∆δ, k + 1 := k, and solve LMI (31).

• (iii) If a feasible solution exists for LMI (31), go to step (ii). Otherwise,
set ∆δ = γ∆δ, for some 0 < γ ≤ 1, and go to step (iv).

• (iv) If ∆δ ≤ εδ stop. Otherwise, go to step (ii).

Remark 2 The control gain Kc can be adjusted by means of Algorithm 1 and
line search on Kc to improve robust performance, given a prescribed decay
rate β. On the one hand, if we set Kc = β/N+ε with ε small, the closed-loop
pole is very close to the limit of β-stability, taking into account that β = KcN
in absence of delays and actuator faults [14]. Therefore, small perturbations
might lead the system to instability (if β = 0), or not fulfilment of the decay
rate performance criterion (if β > 0). On the other hand, the robustness
against time delays decreases when Kc grows. Therefore, it is expected that
there will be some Kc > β/N which gives the best performance in terms of
robustness against time delays. Based on this fact, the control gain Kc can be

2By virtue of Corollary 1, a feasible solution for LMI (31) always exists for a sufficiently
small δ.
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adjusted by Algorithm 1 and line search by increasing Kc starting from some
initial value slightly greater than β/N .

Remark 3 One of the advantages of allowing arbitrarily fast time-varying
delays is that sampling-based sensors with zero-order hold mechanisms can be
taken into account. Indeed, the relationship between the transmitted measure-
ment and the resulting piecewise-constant data obtained from acquiring the
measurement at sampling instants th, (h = 0, 1, · · · ) and holding its value
during the inter-sample time period can be modeled through time delays of
sawtooth structure with positive unitary slope and discontinuities at each th,
that is, τ(t) = t − th, t ∈ [th, th+1). Such discontinuities imply that its
time-derivative τ̇(t) cannot be bounded. Therefore, our method can be ap-
plied to systems in which sampling-based sensors are implemented, and the
following condition can be easily deduced: th+1− th ≤ δ−max(τki(t)),∀k, i ∈
[1, ..., N ] × [1, ..., N ], ∀h ≥ 0,∀t ≥ 0, where th+1 − th is the sampling period
and max(τki(t)) is the maximum communication delay value.

Remark 4 Regarding computational complexity aspects, LMI can be effi-
ciently solved by means of semidefinite-programming tools [34]. Indeed, effi-
cient polynomial-time optimization algorithms (e.g., interior-point [37]) are
available in standard commercial libraries, such as the LMI Control Tool-
box [38] and SEDUMI [39]. Nevertheless, the number of decision variables
(NoV) and the size of LMI in (31) are related with the number of agents
N as 3N(N − 1) + N and 2(N − 1) + 4N(N − 1) + 3N respectively, which
clearly imposes numerical load limitations for large systems. To alleviate this
drawback, one can set Si = S and ξi = ξ in (31) leading to NoV = 5 regard-
less N , but at the expense of additional conservatism due to the inherent loss
of generality. The reduction on complexity of the given algorithm for large
systems is pointed out as a matter of future research.

Remark 5 Note that the parameter H defined in Assumption 1 plays a key
role to find an upper bound for the nonlinear term through the inequality (52)
in the proof of Theorem 2. In absence of time delays, one of the following
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two conditions:

(i)
1

p

∣∣∣∣∣∑
k

∑
j

qTkj(t = 0)ckj

∣∣∣∣∣ ≤ |∑
k

∑
j

qTkjckj| ≤ p
∑
k

∑
j

||ckj||2, (46)

(ii)
1

p

∑
k

∑
j

||ckj||2 ≤ |
∑
k

∑
j

qTkjckj| ≤ p

∣∣∣∣∣∑
k

∑
j

qTkj(t = 0)ckj

∣∣∣∣∣
always holds for any p ≥ 1, taking into account that limt→∞qkj(t) = ckj.
Nevertheless, this condition is not necessarily satisfied taking p = 1 when
time delays appear, because of the perturbations on the agents’ trajectories.
Therefore, the security factor p should be chosen to be high enough to ensure
(46) in presence of time delays. However, the larger p is chosen, the more
conservative will be the estimated worst-case point-to-point delay δ by Algo-
rithm 1 and Theorem 2. In practice, the choice p = 2 is a good trade-off
between security and conservativeness [14], leading to Assumption 1 by only
combining the left-side inequalities (i) and (ii) given in (46).

5. Simulations

In this section, simulation results are provided to show the robust perfor-
mance of the coordinate-free formation control system in presence of time-
varying delays and actuator faults. For all the performed simulations, each
time-varying delay pattern τki ≡ τki(t) is randomly generated with values
between [0, τ̄ki]. For simplicity, the upper bound for each τki is chosen to be
equal to the worst-case point-to-point delay: τ̄ki = δ, ∀k, i, obtaining all the
normalized upper bound delays τ̂ki = 1 (τ̂ki are introduced in Definition 1).

Simulation 1. Let us consider the following three target formations depicted
in Fig. 2, with number of agents N = 4, 6, 8 respectively. The idea is to
maximize the worst-case point-to-point delay δ by adjusting Kc so that the
exponential stability with decay rate β = 0.01 is achieved (which leads to a
5% settling time of around 300s). The following two cases are considered:

(i) No actuator faults: By means of Algorithm 1 and line search on Kc

(following Remark 2), we find the following values of Kc which give the
maximum δ (see Table 1, left-side). The parameters chosen for Algorithm 1
are γ = 0.5, δ(0) = 0.1s and εδ = 0.1s. The parameter H (which is necessary
to check LMI (31) by building B̂s,f from (16),(18) and (19)) is obtained from
Assumption 1 for each target formation given in Fig. 2. With the aim
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to cover a wide set of possible initial conditions for the relative interagent
positions qki(t = 0), we have taken the most unfavorable case from a large set
of possible values for such initial conditions, chosen randomly with maximum
interagent distance of 50m. The obtained values are H = 257, 638, 930 for
N = 4, 6, 8 with target formations in Fig. 2, respectively.

It is worthwhile to compare with the worst-case point-to-point delay in
[14] through the expression: 1

2(1+B)KeKc(N−1)
√
N

, where Ke = 1 + (4(N −
1)maxk,i||cki|| maxi||

∑
k cki||)/H. The parameter H is the same as Assump-

tion 1, and B comes from [14, Assumption A2]. The parameter B must be
obtained from the boundedness of the disturbance created by time delays.
The avoidance of this last assumption is pointed out as one of our contribu-
tions, along with the extension to time-varying delays. Moreover, it can be
seen from Table 2 that less conservative estimation of the worst-case point-
to-point delay is achieved through our method, even by considering a very
optimistic worst-case delay estimation through the expression given in [14]
(see above), by intentionally taking a small value for B of 10−3. For a fair
comparison, the same values for H and Kc have been considered at each case.

On the other hand, note from Fig. 3 (left-side) the existence of a value
for Kc which maximizes δ, as discussed in Remark 2. Simulation results
are depicted on Fig. 5 (left-side) for the hexagonal target formation given
in Fig. 2 with N = 6. It can be seen that the system converges to the
desired formation, as theoretically expected, when Kc = 4.1 · 10−3 and all
time-varying delays τki are bounded by δ = 10.8s.

(ii) Actuator faults: Let the agents 1 and 3 be subject to actuator faults
modeled by (2) with f

1
= 0.3, f

3
= 0.1, f 1 = 1, f 3 = 1. In this case, by

Algorithm 1 (considering the same values for γ, δ(0) and εδ) and line search
on Kc we obtain the values depicted on Table 1 (right-side) for the control
gain Kc maximizing δ for each case. For simulation purposes, we consider
the hexagonal target formation given in Fig. 2 with N = 6, and the actuator
faults f1(t) and f3(t) (see Fig. 4), corresponding to the agents 1 and 3
respectively. Simulation results are depicted on Fig. 5 (right-side): it can
be seen that the system converges to the desired formation, as theoretically
expected, when Kc = 21.7 · 10−3 and all time-varying delays τki are bounded
by δ = 1.4s.

In both cases, the trajectories followed by each agent and their estimation
of the rotation angle αi are respectively displayed in the first and second rows
of Fig. 5. Note that the velocity norm of each agent (third row on Fig 5)
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N No actuator faults Actuator faults
4 Kc = 5.0 · 10−3 (δ = 11.0s) Kc = 26.5 · 10−3 (δ = 1.8s)
6 Kc = 4.1 · 10−3 (δ = 10.8s) Kc = 21.7 · 10−3 (δ = 1.4s)
8 Kc = 3.8 · 10−3 (δ = 8.1s) Kc = 16.3 · 10−3 (δ = 1.0s)

Table 1: Maximum worst-case point-to-point delay δ for each target formation in Fig. 2.
The control gain Kc has been adjusted by Algorithm 1 and line search on Kc. Left-side,
no actuator faults; Right-side, actuator faults in agents 1 and 3, modeled by (2) with
f
1

= 0.3, f
3

= 0.1, f1 = 1, f3 = 1.

N Kc δ (Algorithm 1) δ [14] - for time-constant delays
4 5.0 · 10−3 11.0s 0.24s
6 4.1 · 10−3 10.8s 0.11s
8 3.8 · 10−3 8.1s 0.05s

Table 2: Comparison of the worst-case point-to-point delay δ obtained by Algorithm 1
with the obtained by [14] for time-constant delays. Target formations are depicted in Fig.
2

vanishes when the convergence to the target formation is reached. Note
also that the normalized cost function J(t)/J(0) (continuous line) is always
below the theoretical bound e−2βt (dashed line) with β = 0.01 (fourth row
on Fig. 5). This confirms the exponential asymptotic convergence of the
cost function J(t) with β = 0.01, even in presence of time-varying delays
τki ≤ δ, ∀k, i and actuator faults.

Simulation 2. Consider a 4× 3 rectangular formation composed by N = 12
agents, where the distance between agents is 6m both in X and Y axes.
Let the agents 1 and 11 be subject to actuator faults modeled by (2) with
f

1
= 0.2, f

11
= 0.2, f 1 = 1, f 11 = 1. Also, let us consider a prescribed

decay rate β = 0.01. By Algorithm 1 and line search on Kc, we obtain the

Figure 2: Different target formations for the three cases under analysis with number of
agents: N=4, N=6 and N=8 respectively.
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Figure 3: Worst case point-to-point delay δ (in seconds) obtained from Algorithm 1 for
different values of Kc and the target formations depicted in Fig. 2 for N = 4, 6 and 8
respectively. Left-side, no actuators faults; Right-side, with actuator faults in agents 1
and 3.
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Figure 4: Actuator faults f1(t) and f3(t) (see (2)) on agents 1 and 3 for the hexagonal
target formation depicted in Fig. 2 (N = 6).
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Figure 5: Formation control of hexagonal formation pattern N = 6 and time-varying
communication delays bounded by δ: left-side: no actuator faults, right-side: actuator
faults given in Fig. (4) for agents 1 and 3. First row: trajectories followed by each agent.
Second row: estimation of the rotation angle αi made by each agent. Third row: velocitiy
norm of each agent. Last row, comparison of the normalized cost function J(t)/J(0) with
the theoretical bound e−2βt, where β = 0.01 is the prescribed decay rate.
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Figure 6: Actuator faults f1(t) and f11(t) (see (2)) on agents 1 and 11 for the 4 × 3
rectangular target formation with N = 12.

control gain Kc = 10−2 which maximizes δ = 1s. The parameters chosen for
Algorithm 1 are γ = 0.5, δ(0) = 0.1s and εδ = 0.1s. The parameter H has
been obtained following the same criterion as in Simulation 1, and renders
H = 5538.

For simulation purposes, we consider the actuator faults f1(t) and f11(t)
(corresponding to the agents 1 and 11 respectively) such as depicted in Fig.
6. Simulation results are displayed in Fig. 7, in which it can be seen that
the system exponentially converges to the desired formation, as theoretically
expected.

6. Conclusions and perspectives

We have presented a sufficient condition based on LMI to ensure the ro-
bust asymptotic convergence of coordinate-free multiagent formation control
systems subject to time-varying delays and actuator faults, given an upper
bound for the worst-case point-to-point delay. In this application, the pro-
posed method generalizes with respect to previously reported approaches in
three aspects: (i) it deals with arbitrarily fast time-varying delays, (ii) prior
knowledge of the boundedness of the disturbance created by time delays is
not required and (iii), actuator faults are considered. Moreover, the estima-
tion may be less conservative than other existing similar results, as illustrated
through some simulation examples. Future developments could address how
to alleviate some practical limitations by, e.g., guaranteeing the maintenance
of connectivity and the absence of collisions during control, or improving
the trade-off between complexity on the given algorithms and conservatism
on the estimated maximum worst-case point-to-point delay. In addition, al-
lowing incomplete interaction topologies would avoid overloading the agents’
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Figure 7: Rectangular 4× 3 formation control (N = 12 agents) with random time-varying
communication delays τki bounded by δ = 1.02s and actuator faults given in Fig. (6) for
agents 1 and 11: Upper-left: trajectories followed by each agent converging to the desired
geometric configuration; upper-right: estimation of the rotation angle αi made by each
agent; lower-left: velocitiy norm of each agent; lower-right: normalized cost function vs
decay-rate e−2βt with β = 0.01.
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Figure 8: Representation of the error vector eR,i due to time-varying delays. The variables
are expressed in an arbitrary global frame.

resources in the case of very large networks.
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Apppendix A

Lemma 3 The L2-induced norm of the time-varying operator mapping the
input eq,ki in (20) and the output yq,ki = q̇ki in (20) is bounded by 1, ∀t ≥ 0.

Proof : From the definition of eq,ki in (20), it can be easily deduced that:

eq,ki = − 1

τ̄ki

∫ t

t−τki(t)
q̇ki(t)dt (47)

The rest of the proof can be outlined from Lemma 1. �

Lemma 4 The L2-induced norm of the time-varying operator mapping the
input eR,i in (21) and the output yR,i in (21) is bounded by 1, ∀t ≥ 0.

Proof : From Fig. 8, applying trigonometry it can be proved that:∣∣∣∣∣
∣∣∣∣∣R (ατi )

∑
k

cki −R0

∑
k

cki

∣∣∣∣∣
∣∣∣∣∣ = 2 |sin(αd,i/2)|

∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣ (48)
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where αd,i is the difference between the rotation angles encapsulated by R(αi)
and R(ατi ). From the definition of eR,i in (21), multiplying both sides of (48)
by 1/hi and squaring, we have:

||eR,i||2 =
4

h2
i

|sin(αd,i/2)|2
∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣
2

(49)

Taking into account that |sin(αd,i/2)| ≤ |tan(αd,i)|/2, from (49) the following
inequality can be deduced:

||eR,i||2 ≤
1

h2
i

|tan(αd,i)|2
∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣
2

(50)

On the other hand, noticing from (20) that τ̄kjeq,kj = q
τkj
kj − qkj, we can write

(7) as:

|tan(αd,i)| =

∣∣∣∑k

∑
j

((
τ̄kie

T
q,ki − τ̄jieTq,ji

)
c⊥kj
)∣∣∣∣∣∣∑k

∑
j

(
q∗Tkj ckj

)∣∣∣ , (51)

where q∗Tkj =
(
qτkiki − q

τji
ji

)T
is equivalent to the delayed qkj. From Assumption

1 and the above expression, we have:

|tan(αd,i)| ≤

∣∣∣∑k

∑
j

(
τ̄kie

T
q,kic

⊥
kj − τ̄jieTq,jic⊥kj

)∣∣∣
H

(52)

Therefore, combining the inequalities (52) and (50), and applying the defi-
nition of yR,i in (21), we obtain:

||eR,i||2 ≤
1

h2
iH

2

∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣
2

||yR,i||2

From the definition of hi in (19) the above inequality can be simplified as:

||eR,i||2 ≤ ||yR,i||2 (53)

Therefore, the L2 norm of eR,i can be bounded as follows:

||eR,i||22 =

∫ ∞
0

||eR,i||2dt ≤
∫ ∞

0

||yR,i||2 dt = ||yR,i||22 (54)

Finally, applying Definition 2, it is proved that the L2-induced norm of the
time-varying operator mapping eR,i to yR,i is bounded by 1. �
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