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Abstract The paper aims to develop an early warning model that separates previously
rated banks (337 Fitch-rated banks from OECD) into three classes, based on their
financial health and using a one-year window. The early warning system is based
on a classification model which estimates the Fitch ratings using Bankscope bank-
specific data, regulatory and macroeconomic data as input variables. The authors
propose a “hybridization technique” that combines the Extreme learning machine
and the Synthetic Minority Over-sampling Technique. Due to the imbalanced nature
of the problem, the authors apply an oversampling technique on the data aiming to
improve the classification results on the minority groups. The methodology proposed
outperforms other existing classification techniques used to predict bank solvency. It
proved essential in improving average accuracy and especially the performance of the
minority groups.
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1 Introduction

The banking sector is considered to be one of the most supervised sectors in the world
due to the impact that the bankruptcy of banking institutions can have on the economy
(Chortareas et al. 2012). Over the last three decades, banking crises have become
more frequent and severe both in emerging markets and in industrial countries. These
crises have resulted in a strong contraction in production and substantial fiscal and
financial losses for the economies concerned. During recent years we have realized
that the collapse of even massive non-financial firms is less likely to endanger an entire
economy than bank insolvencies; and that the latter can either result in systemic crises
with adverse consequences for the economy as a whole, or as experienced recently
(US and Europe), they can have a rapid impact worldwide (see, e.g., Rose and Spiegel
2012).

Thus, there exists a need for predictive techniques to provide an early warning
system to regulatory agencies and other stakeholders regarding distressed or failing
institutions. Once distressed banks are identified, regulator intervention may be able
to prevent ultimate failure, or at least minimize the impact of such failure. Developing
an early warning model that divides already rated banks into three groups, based
on their financial health and using a one-year window is the intention of this study.
While our model is based on the Fitch ratings, in assessing the soundness' of the
banks, we do not attempt to replicate all the ratings of Fitch.> We therefore follow
the approach of Gaganis et al. (2006) and classify banks into three general classes.
The first class includes very strong and strong institutions; the second class contains
adequate institutions, while banks with weaknesses or serious problems are placed into
the third class. By focusing only on banks that have not failed, and then distinguishing
between these three groups, the model can be useful in reducing the costs of bank
failure, either by minimizing these costs to the public or by taking action to prevent
failure.

The prediction of bankruptcy for banking firms is an area that has been extensively
researched using classical statistical techniques, such as discriminant, logit or pro-
bit (Martin 1977). However, all these methods have the disadvantage that they make

! The concept of soundness is commonly used to denote, for example, an ability to withstand adverse
events. Solvency is reflected in the positive net worth of a bank, as measured by the difference between
the assets and liabilities (excluding capital and reserves) in its balance sheet. The likelihood of remaining
solvent will depend, inter alia, on banks’ being profitable, well managed, and sufficiently well capitalized
to withstand adverse events. In a dynamic and competitive market economy, efficiency and profitability
are linked, and their interaction will indicate the prospects for future solvency. Inefficient banks will make
losses and will eventually become insolvent and illiquid. Undercapitalized banks, that is, those with low net
worth, will be fragile in the sense of being more prone to collapse when faced with a destabilizing shock,
such as a major policy change, a sharp asset price adjustment, financial sector liberalization, or a natural
disaster (Lindgren et al. 1996).

2 Fitch evaluates the current banks’ solvency however our intention is to develop an early waning model
in which we predict the solvency in a future time.
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assumptions about the model or the data distribution (independence of multiple fea-
tures, etc.) that are not usually satisfied. For example, most parametric models require
that the input variables be linearly separable. That is, no two input variables should
have similar influence on the dependent variables. When financial ratios and aggregate
account balances are used as inputs, this requirement can easily be violated.

So, in order to avoid the drawbacks of the classic statistical models, it has recently
been suggested in the field of economics that soft-computing techniques should be
used (Chen and Cheng 2012), such as neural networks or evolutionary algorithms
(Fernandez-Navarro et al. 2011). Artificial neural networks (ANNSs) have been used
as an alternative to these traditional techniques, and have gained popularity over the
past two decades. One of the most important advantages of an ANN is that it can auto-
matically approximate any non-linear mathematical function. ANNs are particularly
useful when statistical assumptions are not valid, or when the relationship between
variables is not known, or is complex and difficult to handle statistically. Moreover,
ANNSs are more robust with respect to outliers than classic parametric models. Con-
versely, the main disadvantages are to find the optimal framework for the ANN model,
and the corresponding training required to estimate the neural network weights (Huang
et al. 2012).

This paper uses a recent methodology named extreme learning machine (ELM)
as a learning algorithm for single-hidden-feed-forward neural networks (Huang et al.
2006a) . ELM appears to overcome the drawbacks mentioned above concerning the
ANN model, offering the advantages of a faster learning speed, better generalization
performance and ease of implementation. The imbalanced nature of the problem lead
us to applying an oversampling technique on the data aiming to improve the classifi-
cation results on the minority classes (the extreme ones, classes 1 and 3). Specifically,
synthetic patterns were generated on those classes as suggested in Chawla et al. (2002).
The suitability and robustness of the proposed methodology is examined and tested
through a set of variables (bank specific, regulatory and macroeconomic). It has been
necessary to resolve a complex problem as financial soundness prediction is.

The main empirical finding of this paper is to introduce a new hybrid methodol-
ogy to the banking field, even though it has been extensively used in other research
fields. The model proposed is able to resolving the limitations of the classical statisti-
cal techniques. The use of the oversampling technique implemented on the minority
classes (specially interesting in the problem) significantly improved the classification
performance on those classes. In addition, this methodology outperforms other exist-
ing classification techniques used for bank solvency prediction. At the same time, our
proposal could be used as an early warning system which distinguishes three classes
of banks based on financial health unlike traditional methods which only consider
two classes. This approach has rarely been used in the field of banking prediction. It
provides more information and may therefore reduce the cost of banks’ bailouts and
thereby minimize the fiscal cost (to the taxpayer) or place banks in a better position
to take action to prevent bankruptcies (Thomson 1991).

The rest of the paper is structured as follows: the next section provides a brief
literature review. Section 3 describes the data. Section 3 describes the methodology
applied. Section 5 presents the experimental framework. The results are showed in
Sect. 6, and finally Sect. 7 concludes the research.
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2 Literature Review

The challenge of forecasting insolvency and assessing bank soundness is an important
and widely studied topic (for a complete review of this literature and methodology
employed see, e.g., Demyanyk and Hasan 2010; Gramlich et al. 2010; Kumar and
Ravi 2007). Current empirical research can be divided into two strands. The first
strand involves studies that examine banks and try to classify them into two cate-
gories, distinguishing between solvent and insolvent banks, and taking into account
the influence of explanatory variables on banks’ solvency. One limitation of the studies
in this strand, in so far as the extensive literature reveals it, is that they have concen-
trated the classification of banks into only two groups, those that have failed and those
that have not. Obviously, the simple classification of banks as either “good” or “bad”
reduces the usefulness of a model and the information it provides. Also, they have
focused on the determinants of banks failures rather than on a correct out-of-sample
classification of the banks. Therefore, during the last few years, several studies have
tried to develop models capable of classifying banks into more than two categories,
thus giving rise to the second strand of literature. Following this last approach, and in
order to resolve the imbalanced problem, we propose a new hybrid method.

There are several interesting reviews related to the first strand. For example, the
U.S. financial crisis of the late eighties and early nineties served as the sample for
the work of Thomson (1991). He analyzed 16 independent variables based on the
CAMEL ratings. The model used was logistic regression, and obtained consistent
93% prediction results for failed banks between 6 and 12 months in advance.

Olmeda and Fernandez (1997) compared the accuracy of parametric and nonpara-
metric classifiers on the problem of predicting bankruptcy. They used a database from
1977 to 1985 when the Spanish banking system suffered a dramatic crisis, affecting 52
percent of the 110 banks that were operative at the beginning of this period. An Arti-
ficial Neural Network is found to be superior to both classical and recently developed
statistical classifiers. Also they found that when one combines two or more methods
by simple voting, the predictions are generally more accurate than the one obtained
by applying any single method.

Among the most important analyses of banking crises is that conducted by
Demirgii¢c-Kunt and Detragiache (1998). Their work analyzed the factors associated
with the emergence of banking crises throughout 65 developed and developing coun-
tries during the period 1980-1994. Regarding the dependent variables, the authors
set eight indicators to identify the fragility of the banking system, all of which were
macroeconomic in nature. They used a multivariate logit model, concluding that bank-
ing crises tend to emerge when there are weak macroeconomic conditions, low GDP
growth, high real interest rates, high inflation, strong growth of bank credit in the past,
and a large cash flow ratio of international reserves.

Gonzélez-Hermosillo (1999) analyzed the contribution of microeconomic and
macroeconomic factors in five episodes of banking crises in the Southeast of U.S.
(1986-1992), the U.S. Northeast (1991-1992), California (1992-1993), Mexico
(1994-1995) and Colombia (1982—1987). This author found that low levels of capital
ratios and coverage of nonperforming loans were the main indicators of bank stress,
indicating high probability of bank failure in the short term. Porath (2006) used a new
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database, which contained information on the financial stress of all savings banks and
credit cooperatives in Germany during the period 1995-2002. He covered the effect
of capitalization, profitability, credit risk, market risk and the macroeconomic envi-
ronment (regional macroeconomic data) to study their influence on the probability of
failure. Testing the importance of the microeconomic and macroeconomic variables,
he decided to use a discrete risk model, and concluded that the information provided
by regional macroeconomic variables was a significant element in forecasting banks’
defaults. Classification trees were used in banking crisis analysis by Duttagupta and
Cashin (2008) for a large sample of 50 emerging and developing countries during the
years 1990-2005, covering the geographical area of Asia, Africa , Europe, South and
Central America and the Caribbean. In explaining the crises a long list of indepen-
dent variables was considered, covering four blocks: macroeconomic fundamentals,
external liquidity, monetary conditions and financial soundness indicators. According
to their results, high inflation, low profitability and liquidity tensions were all related
to the precipitation of banking crises.

Cihdk and Poghosyan (2009) composed a database of 5,708 banks for the EU-25
during the period 1997-2008. The empirical technique used to calculate the proba-
bility of failure was multivariate logistics. Among their findings was that banks that
paid higher remuneration for their deposits were more likely to collapse. They also
showed that a higher concentration of banks in a market was associated with a greater
probability of failure in the financial system. Gutiérrez et al. (2010) tried to explain
the existence of systemic financial crises, linking these events to banking crises. Their
explanatory variables attempted to cover the main banking risks: credit risk, interest
rate risk, currency risk and liquidity risk. The authors used a novel model for the detec-
tion and prediction of crises, based on the hybridization of a logit regression model
with product unit (PU), with a neural network and radial basis function (RBF) neural
network. The new model they developed for the analysis of 79 countries obtained
robust results, classifying the dependent variables in crisis or no-crisis situations and
increasing the efficiency relative to other models they compared theirs with.

To complete the first strand, DeYoung and Torna (2013) contributed by studying
the failures of hundreds of U.S. commercial banks during the financial crisis lasting
from 2008 to 2010, using non-traditional banking activities as explanatory variables
estimated with a multi-period logit model. They found that non-interest income from
stakeholder activities, such as investment banking, insurance underwriting and venture
capital increased the probability of bank failure. They also discovered that Fee-for-
Service income from non-traditional activities, such as insurance sales, loan servicing
and securities brokerage actually reduced the probability of bank failure during the
crisis. Regarding the second strand, we highlight the research by Gaganis et al. (2006),
who used a sample of 894 banks from 79 globally distributed countries to develop a
multiclass decision model where banks were classified into groups based on their cred-
itworthiness. The method used was Discriminant Utilities Additives (UTADIS). Their
results indicated that asset quality, capitalization and the markets in which banks oper-
ate were the most important criteria in their classification. The method used (UTADIS)
correctly classified 68.91% of the banks in the validation sample, and was more accu-
rate and efficient than the other models that were compared with it (discriminant
analysis and ordinal logistic regression).
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Given the current context of crisis, which increases the importance of early warning
models to assess the solvency of banks, Ioannidis et al. (2010) presented a study to
classify banks into three groups. They used a database of 944 banks from 78 coun-
tries, using the ratings in late 2008 and the bank specific variables in 2007. Regarding
variables, the authors relied on the CAMEL model (for financial variables), using in
addition other qualitative variables and the regulation characteristics of the countries
where the banks were operating. The results showed a satisfactory level of precision
for the UTADIS model in that it correctly classified 78.45% of the banks in the holdout
sample. Working within the same context of crisis, Moore (2011) analyzed the deter-
minants required to classify banks according to their level of financial health, using
different thresholds of net income as a proxy for soundness. The model developed was
a decision tree, providing 78.8% correct classification, and increasing the robustness
of the model to 84.7% when possible classification groups were reduced from four to
three. Finally, Table 1 presents for all papers, the details such as the number of groups
in which the classification of banks is divided, techniques used in the study and the
typology of inputs used (microeconomic/macroeconomic variables).

3 Variables Involved in Financial Soundness Prediction

Table 2 presents descriptive statistics of the variables used in the model as criteria of
banks’ soundness. Credit agencies, auditors and bank regulators tend to evaluate banks’
performance on the basis of the CAMEL model. We followed the same approach and
selected financial variables that proxy for the five CAMEL dimensions, but included
financial efficiency and size. All these bank-specific data were obtained from the
Bankscope database. Being aware of the importance of incorporating regulatory vari-
ables, we constructed indices, obtained from the World Bank (WB) database, on bank
regulations and supervision (Barth et al. 2001a,b, 2008). Also, we add country-level
variables, which are obtained from the World Development Indicators, the Heritage
Foundation and the 2008 update of the WB database on financial development and
structure (Beck et al. 2000).

3.1 Bank-Specific Ratios

Capital adequacy measures have been found to be significant predictor of bank failures
in a number of studies (Bongini et al. 2001; Estrella et al. 2000). The Basel Committee
on Banking Supervision has emphasized the significance of capital adequacy, which
has become the main subject of regulation in all Basel Accords in the form of capital
requirement ratios. Due to this importance as emphasized in earlier literature, we use
four different ways to evaluate the equity funding of a balance sheet as an indicator
of capital strength: (1) the equity to total assets (C1) ratio that measures the amount
of protection offered to the bank by its equity; (2) the equity to net loans (C2) ratio,
which measures the equity available to absorb losses on the bank’s loan portfolio; (3)
the ratio of equity to customer and short term funding (C3), measuring the amount
of permanent funding (i.e. equity) with respect to customer deposits and short term
funding; and (4) equity to liabilities ratio (C4), which provides another way of looking
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Table 1 Details of each paper

Studies

Level

Methodology

Independent variables

Thomson (1991)

Olmeda and Fernandez (1997)
Demirgii¢-Kunt and Detragiache (1998)
Gonzélez-Hermosillo (1999)

Porath (2006)

Cihdk and Poghosyan (2009)

Gutiérrez et al. (2010)
DeYoung and Torna (2013)
Gaganis et al. (2006)

Toannidis et al. (2010)

Moore (2011)

B

o

™

Logistic regression

ANNs
Multivariate logit model

Fixed-effects logit model

Discrete risk model

Multivariate logistic

ANNs
Multi-period logit model
UTADIS

UTADIS

Decision trees

Variables based on

the CAMEL

ratings (microe-

conomic).
Microeconomic variables
Macroeconomic variables

Microeconomic
and
macroeconomic
factors

Microeconomic
and
macroeconomic
(regional)
variables

Microeconomic
and
macroeconomic
factors

Microeconomic variables
Microeconomic variables

Microeconomic
and
macroeconomic
factors

Microeconomic
and
macroeconomic
data

Microeconomic
and
macroeconomic
input variables

B binary, M multiclass or multigroup

at the equity funding of the balance sheet. Table 2 shows how the mean values of these
ratios decrease from the strongest group to the weakest one. This shows the importance
of these ratios in evaluating banking solvency. The higher these ratios are, the more
protection there is.

When a banking crisis emerges, factors such as profitability and asset quality show
a decline in their values. Related to this, both operating costs and interest margins
reflect notorious deterioration at the time of a crisis. Therefore, as a result of these
problems with their margins, financial institutions are motivated to increase their oper-
ating efficiency (Demirgiic-Kunt et al. 2006). Through these statements, we justify the
incorporation of asset quality, earnings and financial efficiency ratios into our model.

Thus, in order to measure asset quality, we use a loan loss provision to net interest
revenue ratio (A1), which is the relationship between provisions in the profit and loss
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Table 2 Descriptive statistics

Group 1 Group 2 Group 3
Mean Median  SD Mean Median  SD Mean Median  SD
Bank ratios
Cl 13.00 6.60 17.53 11.96 8.17 14.29 8.67 5.36 11.24
C2 31.74 12.06 97.20 28.48 1450  60.21 18.42 11.06 23.46
C3 43.01 10.64 125.21 25.77 11.25 73.44 20.14 7.92 59.93
C4 29.03 7.15 69.99 20.22 9.32 50.43 16.03 5.81 48.38
Al 20.35 18.20 21.29 23.32 2244  41.78 37.82 30.51 53.14
Ml 10.07 10.07 22.79 13.36 820  48.80 32.41 11.67 85.19
El 2.32 0.92 6.03 0.90 0.49 4.99 0.14 0.16 3.08
E2 3.47 1.74 4.45 3.18 2.46 3.41 2.63 2.14 2.21
E3 2.86 1.16 5.29 1.56 0.84 3.55 0.87 0.74 1.54
E4 18.28 12.29 48.73 3.61 5.72 19.08 —5.03 3.36 50.72
ES 3.24 1.62 6.08 1.45 1.27 1.92 1.34 0.79 245
L1 104.24 84.88 85.05 90.41 86.604  64.63 74.55 73.65 35.28
L2 27.00 16.30 39.32 22.11 13.53 24.23 21.44 18.29 17.56
EF1 3.62 3.60 2.10 3.67 3.57 2.01 5.81 5.26 3.64
EF2 2.78 2.28 2.53 2.71 2.71 1.83 2.71 2.49 2.51
EF3 1.94 1.92 1.66 1.81 1.81 1.20 1.74 1.74 2.03
S1 7.79 7.98 0.91 7.46 7.49 0.81 7.31 7.38 0.91
Regulatory
R1 5.05 5.00 1.72 5.18 5.00 1.30 4.65 5.00 1.64
R2 6.44 6.00 0.79 6.16 6.00 0.48 6.11 6.00 0.84
R3 11.25 13.00 2.36 11.15 12.00 2.24 10.80 11.00 1.99
R4 9.16 10.00 2.48 9.80 11.00 2.32 8.65 8.00 2.56
Country-level
MACI 77.21 81.00 5.93 74.42 73.00 7.42 71.12 81.00 8.05
MAC2  168.33  191.25 39.19  156.21  191.25 49.25 129.15 108.74  64.90
MAC3 026  —0.02 1.45 022 —-0.02 1.31 0.42 0.66 1.54

MAC4  120.39  112.49 48.65 111.20 93.34 43.74  109.69 93.34 42.74
MACS 59.94 60.85 24.04 53.56 42.43 20.35 62.79 64.75 20.57

account, and the interest income over the same period. Ideally, this ratio should be
as low as possible and, in a well-run bank, if the lender is at higher risk, this should
be reflected by higher interest margins. If the ratio deteriorates, this means that risk
is not being properly remunerated by the margins. Looking again at Table 2, we can
observe the increase of this variable through the three groups. In our case, earnings
and profitability are represented by the following variables: (1) returns to average
total assets (E1), which is perhaps the most important single ratio in the operational
performance of banks as it looks at the returns generated from the assets financed by
the bank; (2) non-interest expenses to average assets (E2) gives a measure of the costs
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of the bank’s performance with respect to the assets invested; (3) income from other
operations to the average assets (E3) ratio, which indicates to what extent fees and
other income represent a greater percentage of the bank’s earnings (as long as this is
not volatile trading income, it can be seen as a lower risk form of income); (4) return on
average equity (E4) is a measure of the return on shareholder funds; and (5) recurring
earning power (E5) provides a measure of after-tax profits, adding back provision for
bad debts as a percentage of total assets. In fact, this is a return-on-assets performance
measurement without deducting provisions. Regarding financial efficiency, three vari-
ables were studied: (1) interest expenses to average interest-bearing liabilities (EF1);
(2) net interest income to average earning assets (EF2), the higher this figure, the
cheaper the funding, or the higher the margin the bank is commanding; and, (3) net
interest income less loan impairment charges to average earning assets (EF3), which
is a financial efficiency ratio before impairment charges.

Another important bank aspect that influences the likelihood of bankruptcy is the
bank’s liquidity position. According to Friedman and Schwartz (2008), the 1930’s
economic deceleration caused by previous bank failures was not due to banking prob-
lems of insolvency but rather to an unexpected illiquidity in the financial institutions.
Therefore, we consider two ratios related to liquidity to demonstrate whether there is
an influence on bank soundness in the actual financial crisis context: (1) net loans to
deposit and short-term funding measures (L1) both highlight the association between
comparatively illiquid assets (loans) and moderately stable funding sources (deposits
and other short term funding), thus showing the extent to which the bank has lent
its deposits in illiquid form; (2) liquid assets divided by depositors and short term
funding (L2), which is a deposit run-off ratio and looks at the percentage of customers
and short term funds that could be met if they were suddenly withdrawn. A possible
description of management quality could be the competence of the board of directors
and management in recognizing, measuring and managing the risks of a financial insti-
tution’s activities to guarantee its safe, sound, and efficient operation in accordance
with applicable laws and regulations. We use growth of gross loan (M1) as a mea-
sure of management. Foos et al. (2010) have examined the relationship between loan
growth and loan losses, the interest income of banks, and bank solvency. As a result,
the ratio of loan growth is shown to have a positive and highly significant influence on
ensuing loan losses; nonstandard loan growth leads to a decline in the relative inter-
est income of banks, and finally, abnormal loan growth leads to lower capital ratios,
indicating a decrease in bank creditworthiness. Accordingly, monitoring loan growth
of institutions may be beneficial for banking supervisors and deposit insurers. Finally,
casual empiricism suggests that small banks may be more likely to fail (Wheelock and
Wilson 2000). So, in line with previous studies, a logarithm of total assets is used as
a measure of size (S1).

3.2 Regulatory Variables
This subsection contributes some variables from theoretical and empirical studies that

examine the impact of Basel Il type regulations on aspects related to bank performance,
especially related to their soundness. The three Pillars of Basel II (i.e., capital ade-
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quacy requirements, official supervisory power, and market discipline mechanisms),
as well as restrictions on bank activities, on cost and the profit efficiency of banks,
are examined under the following indices? (Barth et al. 2001a,b, 2008) : the first one
(R1), is an index of capital requirements that accounts for both initial and overall
capital stringency. Initial capital stringency indicates whether certain funds may be
used initially to capitalize a bank and whether they are officially verified. Overall cap-
ital stringency indicates whether risk elements and value losses are considered while
calculating regulatory capital.

The second Pillar of Basel Il emphasizes that supervisors will evaluate the activities
and risk profiles of individual banks to determine whether those organizations should
hold higher levels of capital than the minimum requirements that Pillar 1 would specify,
and to see whether there is any need for remedial action. Therefore, the second index
(R2)is constructed, which reveals the ability of the supervisory agencies to take specific
actions in banking decisions against the bank management and directors, shareholders,
and bank auditors to prevent and correct problems. The third index (R3) that represents
Basel II’s third Pillar, leverages the ability of market discipline to motivate prudent
management by enhancing the degree of transparency in banks’ public reporting to
shareholders and customers. Thus, we use R3, which reflects the degree to which
banks are forced to disclose accurate information to the public (e.g., disclosure of
off-balance sheet items, risk management procedures, etc.) and whether there are
incentives to increase market discipline, such as subordinated debt and an absence of
deposit insurance schemes. Finally, the fourth (R4) index is elaborated to determine
whether securities, insurance, real estate activities, and ownership of non-financial
firms are unrestricted, permitted, restricted, or prohibited.

3.3 Other Macroeconomic Variables

A number of additional independent variables are incorporated that include a set
of macroeconomic and banking sector ratios. The role that macroeconomic factors
can play in determining the soundness of individual banks has been examined by
Gonzélez-Hermosillo et al. (1997). It seems that bank fragility is determined not only
by bank-specific ratios but also by the condition of the banking sector as a whole, as
well as by the macroeconomic environment in which the banks operate.

We use the Heritage Foundation indicator of the protection of property rights,
which is an assessment of the capacity of individuals to accumulate private property,
secured by clear laws that are fully enforced by the state (MAC1). It also assesses the
likelihood of private property being expropriated, and analyzes the independence of the
judiciary, the existence of corruption within the judiciary and the ability of individuals
and businesses to enforce contracts. It can take values between 0 and 100. The more
certain the legal protection of property is, the higher a country’s score; similarly, the
greater the chances of government expropriation of property, the lower a country’s
score. Normally, excessive risk-taking and fraud occur in countries with high financial

3 In the Appendix we explain how all these indexes-variables, which are proxies of regulatory aspects, are
constructed.
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liberalization, which assumes an increase in banking sector fragility (Demirgii¢-Kunt
and Detragiache 1998). As an alternative for financial liberalization, we use the ratio
of domestic credit to the private sector over GDP (%) (MAC2).

Trying to understand economic growth, and its positive influence on decreasing non-
performing loans and the banking crisis (Davis and Karim 2008), we use real annual
GDP growth (%) (MAC3). Low liquidity in the banking sector appears to be linked
to a susceptibility to crisis (Demirguc-Kunt and Detragiache 1997). Accordingly, the
ratio of bank credit to bank deposits is used (MAC4) as a proxy for banking sector
liquidity.

As a final factor, and a controversial point, we attempt to look at a measure of
concentration. Illustrating this controversy, Liang (1989) found that bank risk and
market concentration are positively related. In contrast, Beck et al. (2006) found that
a systemic banking crisis would be less likely to occur in more concentrated national
systems. Hence, we use the percentage of assets held by the three largest commercial
banks in relation to the total assets of the commercial banking sector in the country to
measure concentration (MACS).

4 Methodology
4.1 Extreme Learning Machine

In recent times, computational intelligence techniques have been employed for a wide
range of applications, such as marketing and sales, manufacturing, finance, risk assess-
ment, etc. The application of artificial neural networks (ANNs) to finance issues started
in the 1990s, gaining popularity as an alternative to traditional statistical techniques
due to their flexibility and their non-parametric nature (Tam and Kiang 1990). How-
ever, beyond doubt, the learning speed of forward neural networks is generally far
slower than required, and it has shown poor computational scalability. A new learning
algorithm called the Extreme Learning Machine (ELM) Huang et al. (2006a) appears
to overcome these drawbacks. The ELM scheme proposed by Huang et al. (2006a)
overcomes the problems associated to gradient-based methods by randomly assigning
weights to the input layers and analytically computing the weights for the output layer
using a simple generalized inverse operation. This finding has recently attracted the
attention of computational intelligence and the machine learning field, in both theory
and application.

Suppose that there are N training patterns (X,,y,), n = {1,2,..., N}, where
X, = (Xp1, Xn2, .-, Xpk) and y, = (Vn1, Yn2, - - -, Yus) are the n-th input pattern
and its target, respectively (assuming a classification problem with J classes and K
input variables). Let’s note as vy = (vs1, Us2, - .., Uskx ) the weight vector connecting
the input nodes to the s-th basis function, for s = {1,2,...,S} and with ﬁj =
(,31] ey ﬂ§) the weight vector connecting the basis functions to the j-th output node
for j = {1, ..., J}. During the training process, ELM determines the parameters 8/,
for all j values, by minimizing the following error function:

min_(IH8 - YI2 18] (M

BeRS xR
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where || - || is the L2 norm, H is the hidden layer output matrix of the SLFN:

H = (hy, hy, ..., hy)
d1(X1; V1) ... Ps(X1;Vs)

= e RV x RS (2)
P1(XN; V1) ... Pps(Xn; Vs)
Y=(.y2....yn»)" eRY xR, 3)
and
B=@B' B> ....8") e RS x R’. (4)

where ¢ (x,; Vy) is the activation function of the n-th pattern for the s-th basis function.
The ELM algorithm starts choosing the activation function ¢(x, v) (generally the
sigmoidal one) and the number of basis functions S. In the first step, random values
are assigned to the input weight vectors v,. Thus, the problem of minimizing the error
reduces to solve:

HB =Y. 5)

The output weights, B, are estimated as:
B=H'Y, 6)

where

—1
.| (% + HHT) for N < S,
Hf = %)

—1
(%—i—HTH) HT otherwise,

and C € R is a user-specified parameter that promotes generalization performance.
The output function of the ELM classifier is defined as (just for the case N < §)

f(x) =hxB

I —1

=hx)H’ (E + HHT) Y, (8)

where h(x) is a mapping function which corresponds to the basis functions output
in the ANN literature or it is unknown to users in the kernel machines literature.
Therefore, the output function can be kernelized (obtaining in this way the so-called

kernelized extreme learning machine, K-ELM), as suggested in Huang et al. (2012),
as

I —1
fx) =Kx’ (E + szELM) Y, ©)
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where K(x) : RK — RV is the vector of kernel functions
K& = (K& x1), ..., KX xy)).
The Gaussian kernel function implemented in this study is
K(X,X,‘)=€Xp(—k||X—Xi||2), i={l,...,N}, (10)

where k € R is the kernel parameter. The kernel matrix grv = [2;,;]i,j=1,...~ 1S
defined as:
Qi’jZK(Xi,Xj). (11)

4.2 SMOTE: Synthetic Minority Over-Sampling Technique

The success of machine learning algorithms is classically evaluated using predictive
accuracy. Even so, the performance of machine learning algorithms is limited when
the data is imbalanced and/or the costs of different errors vary markedly Akbani et al.
(2004). The SMOTE algorithm oversamples the minority class by taking each minor-
ity class sample and introducing synthetic examples along the line segments joining
any or all of the k minority class’ nearest neighbors. Depending on the amount of
over-sampling required, neighbors are randomly chosen from the k nearest neighbors.
Synthetic samples are generated as follows: take the difference between the feature
vector (sample) under consideration and its nearest neighbor. Multiply this difference
by arandom number between 0 and 1, and add it to the feature vector under considera-
tion. This results in the selection of a random point along the line segment between two
specific features. This approach effectively forces the decision region of a minority
class to become more general (Chawla et al. 2002; Ferndndez-Navarro et al. 2011).
In this study, k& was set to five and the number of instances for classes 1 and 3 were
doubled (with synthetic patterns) in the training set (the minority classes).

5 Experimental Framework
5.1 Data Description

In the present study, we use the Fitch Individual bank ratings, which are based on
an A to F scale and represent Fitch’s opinion on the financial strength of a bank
independently. This is complemented by a support rating that expresses the likelihood
and sources of external support in the event that a financial institution undergoes
hardship. As mentioned earlier, the purpose of the present study is not to explain or
replicate the ratings of Fitch, but rather to use them as the basis for the development
of a general model to assess the soundness of banks. We, therefore, classify the banks
into three broad groups. The first consists of banks with ratings A and B, the second
of banks with rating C, and the third includes banks rated D, E and F. Hence, banks
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in Group 1 can be considered as very strong or strong banks, banks in Group 2 can
be considered adequate banks, and those in Group 3 can be considered as banks with
weaknesses or serious problems.

An advantage in using ratings as an indicator of bank soundness rather than indi-
vidual measures, such as non-performing loans, coverage ratio or Z-scores, is the
consensus of the analysts, which indicates that rating agencies are believed by the
market to have superior information, and in addition, to support a comprehensive mea-
sure of the ability of a bank to meet its obligations to depositors and other creditors*
(Demirgiic-Kunt et al. 2008). Another benefit of Fitch’s ratings is that they evaluate
bank solvency independently of the safety net, so that cross-country differences in the
safety net, which are difficult to observe and measure, should not affect the results.
A limitation of using Fitch’s ratings is that the sample is restricted to larger banks,
as smaller banks are not rated. Thus, our investigation will not address the impact
of financial health on smaller banks. As these banks are not likely to be of systemic
importance, this limitation should be relatively minor.

Our dataset consists of 337 banks from 28 countries with data and Fitch individual
bank ratings available in the Bankscope database.’ The ratings were obtained at the
end of 2009, while the bank specific characteristics correspond to the end of 2008. The
distribution of banks into the three groups is as follows: 64 (Group 1), 179 (Group 2),
and 94 (Group 3). Table 3 presents the definitions of the Fitch individual bank ratings,
together with the coding used in the present study and the distribution of banks into
the three groups. Table 4 presents the number of banks in the sample by country and
group.

For all the methods, we adopted a 10-fold cross validation in the experimentation
in order to assess how the results generalize. The procedure was repeated 10 times
resulting in a total of 100 training and test splits. The same partitions were used for
all the methods. Furthermore, we did a simple linear rescaling of the input variables
over the interval [—2, 2], with X* being the transformed variables.

5.2 Evaluation Metrics

Two metrics were used to assess the performance of each method in the generalization
set:

— Accuracy rate (Acc) It is the number of successful hits (correct classifications)
relative to the total number of classifications. It is the most widely used metric in
the Machine Learning community.

4 In support of this view, Sironi (2003) finds that credit ratings outperform the balance sheet variables
in predicting spreads on bank subordinated notes and debentures in Europe. Other studies have shown
that changes in credit ratings cause changes in equity prices of banks in the United States (Billett et al.
1998; Schweitzer et al. 1992) and in Europe (Gropp and Richards 2001), indicating that rating agencies are
believed by the market to have superior information.

5 Thisis a comprehensive, global database containing information on public and private banks commer-
cialized by the Bureau van Dijk Group. The database is updated to December 6, 2012 (version number
1349).
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Table 3 Definitions of Fitch’s bank individual ratings and bank soundness

Fitch rating Code Sample Fitch definition

A Group 1 64 A very strong bank. Characteristics may
include outstanding profitability and
balance sheet integrity, franchise,
management, operating environment or
prospects

B Group 1 A strong bank. There are no major concerns
regarding the bank. Characteristics may
include strong profitability and balance
sheet integrity, franchise, management,
operating environment or prospects

C Group 2 179 An adequate bank which, however, possesses
one or more troublesome aspects. There
may be some concerns regarding its
profitability and balance sheet integrity,
franchise, management, operating
environment or prospects

D Group 3 94 A bank, which has weaknesses of internal
and/or external origin. There are concerns
regarding its profitability, substance and
resilience, balance sheet integrity,
franchise, management, operating
environment or prospects. Banks in
emerging markets are necessarily faced
with a greater number of potential
deficiencies of external origin

E Group 3 A bank with very serious problems, which
either requires or is likely to require
external support

F Group 3 A bank that has either defaulted or, in Fitch’s
opinion, would have defaulted if it had not
received external support. Examples of
such support include state or local
government support; (deposit) insurance
funds; acquisition by some other corporate
entity or an injection of new funds from its
shareholders or equivalent

Fitch also uses the following intermediate assignments among the major five categories: A/B, B/C, C/D,
and D/E

— Minimun Sensitivity (M S) The accuracy for the worst classified class. This measure
has been recently used in Machine Learning to evaluate the performance of a
classifier in imbalanced classification environments. For example, accuracy Acc
and M S are optimized through an evolutionary process in Ferndndez-Navarro
etal. (2011), while, the optimization is carried out by a Pareto-based multiobjective
optimization methodology based on a memetic evolutionary algorithm in Caballero
et al. (2010).
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Table 4 Distribution of banks by country and soundness group

G-1 G-2 G-3 G-1 G-2 G-3

Austria - 1 3 Italy 2 18 1
Australia 7 4 1 Japan 1 11 4
Belgium - - 3 Korea (Rep. of) - 9 2
Switzerland 1 6 - Luxembourg - - 1
Chile - 1 - Mexico - - 4
Czech Republic - 3 - Netherlands 1 4 2
Germany - 7 14 Norway 2 5 -
Denmark 1 1 - New Zealand 4 - 1
Spain 6 6 2 Poland - 2 4
Finland 2 - - Portugal - 2 3
France 3 9 3 Sweden 3 2 -
United kingdom 6 14 7 Turkey - 5 12
Greece - - 5 USA 25 68 16
Hungary - - 1

Treland - 1 5 Total 64 179 94

5.3 ELM Algorithms Selected and Parameter Selection

The proposed method is compared to the following ELM approaches:

— The Extreme learning machine (ELM) (Huang et al. 2006a) with the sigmoidal

basis function. In this method, the number of basis functions has been selected
by a nested five fold cross-validation procedure over the training set, i.e., once
the lowest cross-validation error alternative was obtained, it was applied to the
complete training set and test results were extracted. The criteria for selecting
the best configuration was the Acc metric. The values considered in the cross-
validation procedure were {10, 20, ..., 100}.

The optimally pruned extreme learning machine (OP-ELM) (Miche et al. 2010).
The OP-ELM extends the original ELM algorithm wrapping it around with a
methodology that prunes the hidden neurons. Again, the sigmoidal non-linear
transformation was the one considered in this study. The number of basis functions
in the OP-ELM algorithm is set at the beginning to 100.

The incremental extreme learning machine (I-ELM) (Huang et al. 2006b). This
algorithm proposes a procedure that increases the network architecture adding
random nodes till the residual error is bigger than a threshold.

The pruned extreme learning machine (P-ELM) (Rong et al. 2008) uses statistical
methods to measure the relevance of basis functions (which are ranked using the
chi-square and information gain statistical techniques). Irrelevant nodes are pruned
by considering their relevance to the class labels. The optimal number of hidden
nodes is estimated considering the performance of the classifier on a (stratified)
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validation set constructed with the 25% of the training set patterns as suggested
by the authors.

— The principal component analysis extreme learning machine (PCA-ELM) (Cas-
tafio et al. 2013). The parameters of the hidden layer are estimated using the
information retrieved from principal components analysis and, therefore, the num-
ber of basis functions is calculated deterministically (according to the accumulated
variance expressed into the eigenvectors).

The optimal two hyperparameter values for the method proposed (the K-ELM
model) were selected using a nested five fold cross-validation over the training set (k €
{1073,1072,...,10%} and C € {1073,1072, ..., 10%}). These methods have been
selected for comparison as they share the same foundations as the method proposed
and furthermore they are some of the best performing algorithms of recent literature
on ELM. Some of these models (with or without some slight modifications) have also
been tested before in bankruptcy detection problem (Yu et al. 2014; Zhao et al. 2016).

6 Results

Table 5 shows the overall generalization results obtained with the different techniques
tested. As can be seen in Table 5, the K-ELM method achieved the best results in
all the cases considered. In the first part of Table 5, models were tested using all the
bank-specific variables. The K-ELM yielded 72.44% of accuracy using only this set of
variables (and a minimum sensitivity of 55.14%). Thus, we can affirm that the variables
proposed are able to adequately resolve the challenge of predicting bank classification
into the three groups. In addition, we achieved low levels of extreme misclassification
of banks. So, extensive lists of variables that reflect the main features of banks (i.e.
capital, assets quality, management, earnings, liquidity, financial efficiency and size)
seem to be good predictors of bank soundness.

The classification results, after the incorporation of some regulatory variables and
other country specific characteristics, are displayed in the second part of Table 5. At
this point, the model is in a position to distinguish the banks in class 3 more accu-
rately® (with an improvement of 10.79% points). This means that the macroeconomic
variables have helped to differentiate, above all, the banks that have weaknesses or seri-
ous problems. Furthermore, the overall performance has improved to achieve 77.31%
accuracy.

Last part of Table 5 presents the results of the model when all the input variables
are considered and the Synthetic Minority Over-sampling Technique (SMOTE) tech-
nique is applied on the minority classes. The results showed that the weakest previous
performance (MS) has improved almost 3% points if compared with the previous
case. Consequently, we achieved the results expected, confirming the advantages of
implementing the novel hybrid model (combining ELM and SMOTE) for this type of
problem.

Finally, each pair of algorithms was compared by means of the Wilcoxon test
(as the normality assumption was rejected) (Demsar 2006). A level of significance

6 The class which reports the minimum sensitivity value.
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Table 5 Generalization results of the Acc and MS of the ELM methods along with the p values of the
Wilcoxon rank sum test

Acc MS p value g p valueyss

Using only bank-specific variables

ELM 66.87201 50.204 56 1.8E-4* 1.8E-4*
OP-ELM 62.653.17 45.864.53 1.8E-4* 1.8E-4*
I-ELM 67.232.20 48.995 23 1.8E-4* 1.8E-4*
P-ELM 67.197 29 4711503 1.8E-4* 1.8E-4*
PCA-ELM 71.923 32 52.074.04 0.0781 0.0257*
K-ELM 72.44; 45 55.145 04 - -

Using all variables

ELM 76.531.90 54.20¢ 12 0.1276 0.0455%*
OP-ELM 71.652.42 5721534 1.8E-4* 1.8E-4*
I-ELM 7223173 59.135.04 1.8E-4* 1.8E-4*
P-ELM 71.991 45 59.055 85 1.8E-4* 1.8E-4*
PCA-ELM 75.22137 63.47¢6 54 0.0318* 0.0210%*
K-ELM 77.313. 05 65.933 91 - -
Including SMOTE on the training set

ELM 78.327 88 66.955 89 0.0253* 0.0371*
OP-ELM 7341501 60.83¢6.09 1.8E-4* 1.8E-4*
I-ELM 75.943 34 64.265 11 1.8E-4* 1.8E-4*
P-ELM 76.035 29 63.874.28 1.8E-4* 1.8E-4*
PCA-ELM 78.681.89 67.594.34 0.0123* 0.0785
K-ELM 80.051 43 68.215 12 - -

The best result is in bold face and the second one in italics
* The null hypothesis that results provided by the comparison method the results of K-ELM are samples
with equal medians is rejected

of « = 0.05 was considered, and the corresponding correction for the number of
comparisons was also included. The control method was the K-ELLM method, since it
got the best mean ranking in Acc and MS. As shown in Table 5, the K-ELM method
achieved significantly better results than the remaining methods, except PCA-ELM
in the MS metric when the whole set of variables was considered and SMOTE was
applied on the training set.

7 Conclusions

The cost of the financial crisis which peaked in 2008 was felt by all the members of
the international banking system. Six years of deep banking turbulence have revealed
the critical importance of these institutions to the overall economy. Therefore the
need to develop early warning models that will help to maintain a healthy bank-
ing system and avoid similar problems in the future has become a priority. Using
a sample of 337 banks from 28 countries, we developed a quantitative model and
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examined their accuracy in classifying banks into three groups. We presented a recent
methodology called Extreme learning machine (ELM) combine with an oversampling
technique (SMOTE). This hybrid method resolves the drawbacks related to paramet-
ric models, as mentioned in the introduction, which are easily violated when financial
ratios and aggregate account balances are used as input. In addition, it overcomes
the main disadvantages of needing to find the optimal framework of the ANN model
and the corresponding training required to estimate the neural network weights, and
finally, solve the imbalanced nature of the problem. The application of the hybrid
model to the evaluation of bank soundness in OECD countries resulted in a 80.05%
correct classification. The model proposed thus provides a useful tool for meet-
ing the aims of the “prudential” supervision of banks as it presents a low ratio of
misclassification.

The results and comparison with other classification models confirmed the suit-
ability and robustness of the hybrid methodology proposed, as it presents better
performance rates than all other methods tested. We believe that the model devel-
oped in the present study could be beneficial in measuring the solvency of banks, and
in helping to identify potential deterioration when financial institutions move from
a “strong group” to a “weaker group” . Also, due to the easy implementation and
accessibility of the data used, supervisors, investors and analysts could all use this
model.

Moreover, the methodology allows for the addition of multiple variables that
have no correlation problems. As a result, we added different perspectives on the
CAMEL variables as well as information regarding financial efficiency and size.
This additional information proved essential in improving average accuracy and espe-
cially the performance of the minority groups. Thus, the advantages provided by the
methodology in incorporating more information constitute a significant gain. Once reg-
ulatory and macroeconomic variables were included, the model recorded an important
improvement in classification accuracy of Group 3 banks, and an improved overall
accuracy.

Future research could be extended in various ways: first, different criteria could be
used to rate banks into three groups, other than the ratings of Fitch, thereby spreading
the analysis to more banks. A second possible direction would be to do a sensitivity
analysis of the variables employed in the model. Third, it would be interesting to study
the temporary effects of this type of model by making a longitudinal study instead of
a cross-sectional one.
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supported by the TIN2014-54583-C2-1-R project of the Spanish Ministry of Economy and Competitiveness
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Appendix A: Definition of Regulatory Variables

See Table 6.
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Table 6 Definition of regulatory variables

Var. Category Description

R1  Capital requirements index This variable is determined by adding 1 if the answer is yes to
questions 1-6 and 0 otherwise, while the opposite occurs in
the case of questions 7 and 8 (i.e. yes=0, no=1). (1) Is the
minimum required capital asset ratio risk-weighted in line
with Basel guidelines? (2) Does the ratio vary with market
risk? (3-5) Before minimum capital adequacy is determined,
which of the following are deducted from the book value of
capital: (a) market value of loan losses not realized in
accounting books? (b) unrealized losses in securities
portfolios? (c) unrealized foreign exchange losses? (6) Are
the sources of funds to be used as capital verified by the
regulatory/supervisory authorities? (7) Can the initial or
subsequent injections of capital be done with assets other than
cash or government securities? (8) Can initial disbursement of
capital be done with borrowed funds? Higher values indicate
higher capital stringency

R2  Official disciplinary power index This variable is determined by adding 1 if the answer is yes and
0 otherwise, for each one of the following fourteen questions:
(1) Does the supervisory agency have the right to meet with
external auditors to discuss their report without the approval
of the bank? (2) Are auditors required by law to communicate
directly to the supervisory agency any presumed involvement
of bank directors or senior managers in illicit activities, fraud,
or insider abuse? (3) Can supervisors take legal action against
external auditors for negligence? (4) Can the supervisory
authorities force a bank to change its internal organizational
structure? (5) Are off-balance sheet items disclosed to
supervisors? (6) Can the supervisory agency order the bank’s
directors or management to constitute provisions to cover
actual or potential losses? (7) Can the supervisory agency
suspend a director’s decision to distribute dividends? (8) Can
the supervisory agency suspend a director’s decision to
distribute bonuses? (9) Can the supervisory agency suspend a
director’s decision to distribute management fees? (10) Can
the supervisory agency supersede bank shareholder rights and
declare banks insolvent? (11) Does banking law allow a
supervisory agency or any other government agency (other
than court) to suspend some or all ownership rights of a
problem bank? (12) Regarding bank restructuring and
reorganization, can the supervisory agency or any other
government agency (other than a court) supersede shareholder
rights? (13) Regarding bank restructuring and reorganization,
can a supervisory agency or any other government agency
(other than a court) remove and replace management? (14)
Regarding bank restructuring and reorganization, can a
supervisory agency or any other government agency (other
than a court) remove and replace directors? Higher values
indicate more powerful supervisors
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Table 6 continued

Var. Category Description

R3 Market discipline index This variable is determined by adding 1 if the answer is yes to
questions 1-7 and 0 otherwise, while the opposite occurs in
the case of questions 8 and 9 (i.e. yes=0, no=1). (1) Is
subordinated debt allowable (or required) as part of capital?
(2) Are financial institutions required to produce consolidated
accounts covering all bank and any non-bank financial
subsidiaries? (3) Are off- balance sheet items disclosed to
public? (4) Must banks disclose their risk management
procedures to public? (5) Are directors legally liable for
erroneous/misleading information? (6) Do regulations require
credit ratings for commercial banks? (7) Is an external audit
by certified/licensed auditor a compulsory obligation for
banks? (8) Does accrued, though unpaid interest/principal
enter the income statement while a loan is non-performing?
(9) Is there an explicit deposit insurance protection system?
Higher values indicate a regulatory framework that promotes
market discipline

R4 Restrictions on banks activities index The score for this variable is determined on the basis of the
level of regulatory restrictiveness for bank participation in: (1)
securities activities (2) insurance activities (3) real estate
activities (4) bank ownership of non-financial firms. These
activities can be unrestricted, permitted, restricted or
prohibited, which are assigned the values of 1, 2, 3 or 4
respectively. We use an overall index by calculating the
average value over the four categories. Higher values indicate
higher restrictions

Source of the variables: Bank Regulation and Supervision World database
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