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Abstract
Machine learning is a class of algorithms able to handle a large number of predictors with potentially nonlinear relationships. By

applying machine learning to obesity, researchers can examine how risk factors across multiple settings (e.g., school and home)
interact to best predict childhood obesity risk. In this narrative review, we provide an overview of studies that have applied machine
learning to predict childhood obesity using a combination of sociodemographic and behavioral risk factors. The objective is to
summarize the key determinants of obesity identified in existing machine learning studies and highlight opportunities for future
machine learning applications in the field. Of 15 peer-reviewed studies, approximately half examined early childhood (0–24 months
of age) determinants. These studies identified child’s weight history (e.g., history of overweight/obesity or large increases in weight-
related measures between birth and 24 months of age) and parental overweight/obesity (current or prior) as key risk factors, whereas
the remaining studies indicated that social factors and physical inactivity were important in middle childhood and late childhood/
adolescence. Across age groups, findings suggested that race/ethnic-specific models may be needed to accurately predict obesity
from middle childhood onward. Future studies should consider using existing large data sets to take advantage of the benefits of
machine learning and should collect a wider range of novel risk factors (e.g., psychosocial and sociocultural determinants of health)
to better predict childhood obesity. Ultimately, such research can aid in the development of effective obesity prevention inter-
ventions, particularly ones that address the disproportionate burden of obesity experienced by racial/ethnic minorities.
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Introduction

D
espite efforts to curtail the obesity epidemic, most
behavioral interventions to prevent and treat
childhood obesity have produced only small re-

ductions in BMI.1 Thus, there is a need to reassess the
design and targets of childhood obesity prevention inter-
ventions, particularly for racial/ethnic minorities.2 Obesity
is the result of complex interactions between numerous
biological, behavioral, sociocultural, and environmental
factors.3 Machine learning is a relatively novel statistical
approach in the field of epidemiology suitable for identi-
fying predictors of obesity due to its ability to handle a
large number of potentially collinear predictors.4,5 Defini-

tions of machine learning vary, but in this review, machine
learning is defined as any statistical approach that identifies
the most predictive model for a given outcome using
methods that are capable of analyzing large data sets (e.g.,
number of predictors > number of observations).6,7

By applying machine learning to obesity epidemiology,
researchers have the opportunity to examine a variety of
predictors across multiple settings (e.g., school and home)
describe how these predictors interact to affect obesity risk,
and potentially identify previously undiscovered determi-
nants of obesity.4 The purpose of this narrative review is to
summarize the findings of studies that have used machine
learning to examine risk factors for childhood obesity
across multiple domains (i.e., sociodemographic and
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behavioral risk factors). To be included in this review,
studies must have (1) applied at least one machine learning
method to predict obesity, (2) examined a combination of
sociodemographic and behavioral risk factors, (3) pre-
dicted obesity in youth 0–18 years old, and (4) have been
peer-reviewed, published, and available in PubMed or
Google Scholar before August 2020. Reference lists of the
selected articles were reviewed to identify additional rel-
evant publications. Our goal is to promote the development
of more effective childhood obesity prevention interven-
tions by identifying key determinants of childhood obesity
and to highlight opportunities for future machine learning
applications. This review is organized according to the age
at which risk factors were assessed, given that the deter-
minants of childhood obesity vary across the life course.

Machine Learning Applications
to Childhood Obesity Epidemiology

Although machine learning methods are capable of ex-
amining large data sets, the studies reviewed have largely
consisted of small to moderately sized data sets and a
limited set of variables conceived to be causal by experts
(Supplementary Tables S1–S3). This is likely due to the
limited size and scope of data sets available to the authors
at the time as well as concerns over model overfitting
and interpretability—concerns that characterize machine
learning methods in general.8 For example, when a long
list of variables is placed into a machine learning model,
the model will identify the best predictors of obesity, ir-
respective of whether they could plausibly be related to or
cause the outcome. If statistical safeguards such as cross-
validation are not used, the resulting model may (1) not be
generalizable (overfitting) or (2) not make sense for pre-
dicting the outcome (poor interpretability).

Early Childhood
One of the earliest applications of machine learning to

childhood obesity was in a 2004 prospective cohort study by
Agras et al.9 The authors created a decision tree to predict
childhood overweight/obesity at 9.5 years of age using data
collected before 5 years of age in 150 predominately non-
Hispanic white middle-class families living in the United
States.9,10 In brief, decision trees are flowchart-like struc-
tures built through a series of if–then statements. The most
important feature for predicting obesity is the first node of
the tree.8 Different algorithms can be used to determine
node sequence, but in this study, the method was not
specified.9 The authors limited their examination to five
predictors that were significant in a logistic regression
model. Greatest risk for childhood overweight/obesity was
seen when the parent had a BMI >27.5 kg/m2, had low
concern about child’s thinness, and had a child enrolled in
the study with a highly emotional personality.

Another early application of machine learning by
Toschke et al.11 used classification and regression trees
(CART)12 to identify early childhood risk factors for

overweight and obesity, separately. CART is one type of
algorithm used to create decision trees; notably, it allows
for continuous and categorical features and missing data.13

This retrospective cohort study predicted obesity among
4289 5–6-year-olds in Germany. The highest prevalence of
overweight corresponded to children with a combination
of, in order of feature importance, high early weight gain,
parents with normal weight, parental education <10 years,
and birth weight ‡3800 g. Youth with high early weight
gain and at least one parent with obesity had the second
highest prevalence of overweight, irrespective of any other
risk factors. Results for obesity were similar, with the
primary difference being the identification of maternal
smoking as an additional determinant.

Zhang et al.14 was the first to assess the utility of different
machine learning techniques for predicting childhood obe-
sity but only included sex, gestational age, and anthropo-
metric measures as features due to their limited database.
Dugan et al.15 expanded on this study using longitudinal
data collected from a clinical decision support system to
compare different machine learning techniques using 167
features, spanning child’s physical health, development, and
sleep; mother’s anxiety and relationship; and financial sta-
bility during the first 24 months of life. In their sample of
7519 primarily racial minority, low-income US children,
they found that an Iterative Dichotomiser 3 (ID3) decision
tree16—a simple decision tree algorithm that requires
complete categorical data13—had the highest accuracy of
predicting obesity across the 2–10 year age span. A history
of overweight before 24 months of age was the most im-
portant predictor. Children who were overweight before 24
months of age and had short stature before 6 months of age
had a high prevalence of obesity. Among children who were
not overweight before 24 months of age, the child’s race/
ethnicity was an important determinant of obesity, with the
highest prevalence of obesity being seen among individuals
of Asian Pacific Islander descent, followed by individuals of
Hispanic/Latino ethnicity. Individuals who were of Asian
Pacific Islander descent and had a mother with evidence of
depression had the highest prevalence of obesity.

Three additional studies used US-based cohorts. Kit-
santas and Gaffney17 examined 6540 non-Hispanic white,
non-Hispanic black, and Hispanic children enrolled in the
Early Childhood Longitudinal Study-Birth Cohort. Of 12
features, 7 were associated with overweight/obesity at 4
years of age using CART: overweight/obesity at 24 months
of age (most important), elevated pregravid BMI, low/
middle socioeconomic status (SES), maternal Hispanic
ethnicity, elevated birthweight, low duration of breast-
feeding, and low parity. Children with overweight/obesity
at 24 months had the highest prevalence of overweight/
obesity, but among children without overweight/obesity at
24 months, high pregravid BMI and maternal Hispanic
ethnicity predicted the highest risk.

Robson et al.18 examined 166 Latino mother–child dy-
ads from pregnancy through 5 years of age in a prospective
cohort study. A random forest classifier19 was used to



history, school information, and individual-level child
characteristics, including weight history, birth and physical
activity, diet, and early childhood factors. A J48 decision
tree with 29 features was the best predictor of obesity.

Van Hulst et al.5 examined 512 non-Hispanic white
8–10-year-olds in Canada from the Quebec Adipose and
Lifestyle Investigation in Youth (QUALITY) study.24

Using CART, they found that, of the 11 features exam-
ined, 6 determined obesity cross-sectionally at 8–10 years
of age. The highest prevalence of obesity was seen when
the child had ‡1 parent with obesity (most important
predictor), followed by not meeting physical activity
guidelines and having 2 parents with abdominal obesity,
average to high neighborhood disadvantage, and zero
neighborhood parks.

Ortega Hinojosa et al.25 used a random forest classifier
in cross-sectional data to predict obesity in *800,000
ninth, seventh, and ninth graders in the United States ac-
cording to 124 features representing individual, school,
neighborhood, and school county risk factors assessed
during the mandatory annual fitness test in California. The
top three contributors to obesity across all grades included
low academic performance index, a high percentage of
individuals learning English as a second language, and
young age. Additional predictors across all grades included
having more crime that is violent, a high diversity index,
and more teachers per student and being of Hispanic/
ethnicity and male.

Finally, Gray et al.26 examined 3847 9–10-year-olds
from the Adolescent Brain Cognitive Development
(ABCD) study in the United States. They used cross-
sectional data including 43 features related to demo-
graphics, psychological health, lifestyle behaviors, and
cognition to predict the percentage of the 95th BMI per-
centile (see Flegal et al. for a definition of ‘‘percentage of
the 95th BMI percentile’’27) with ridge, LASSO, and
elastic net regression. These three regression approaches
all penalize overfitting by shrinking regression coefficients
using varying regularization approaches.7 LASSO per-
formed best, resulting in the selection of 25 features. The
most important features were no stimulant medication use
followed by being of Hispanic ethnicity, nonwhite race,
male sex, and lower SES and having unmarried parents.
The authors also examined sex- and race/ethnicity-specific
models, finding similar predictors for males and females
(nonwhite race, stimulant medication use, and Hispanic
ethnicity were top five predictors in both). In exploratory
race/ethnicity-specific models, models for Hispanic and
non-Hispanic black participants performed significantly
worse than those for non-Hispanic whites. For Hispanic
youth, key predictors were no stimulant medication use;
being male; and having high screen use time, unmarried
parents, and low matrix reasoning (i.e., nonverbal abstract
problem solving and inductive reasoning). For non-
Hispanic black youth, key predictors were no stimulant
medication use and having high behavioral inhibition,
sleep initiation problems, and low matrix reasoning.

identify key determinants of childhood obesity. Random 
forests are an ensemble approach for decision trees, 
meaning they combine parameter estimates from multiple 
iterations of a decision tree to produce a more stable or 
efficient model than could be produced from a single it-
eration.8 From 10 prenatal/maternal and early postnatal 
features, 5 were identified as important. High pregravid 
BMI was the most important predictor, followed by high 
birth weight, large weight gain from birth to 6 months, 
nonexclusive breastfeeding 4–6 weeks of age, and low 
maternal age.

Hammond et al.4 used data from 3449 children before 
24 months of age to predict obesity at 5 years of age in a 
racially/ethnically diverse community. They merged 
longitudinal electronic health records with census data, 
resulting in 1509 features. Of the six machine learning 
techniques they examined, Least Absolute Shrinkage 
and Selection Operator (LASSO) regression20 performed 
best in both males and females. LASSO regression is a 
type of linear regression that implements feature selec-
tion to improve model interpretability and reduce over-
fitting concerns.7 Although nonanthropometric measures 
were included as candidate features, weight- and height-
related features (e.g., average weight-for-length z-score, 
13–16 months of age; BMI gain, 0–24 months of age) 
accounted for 28 of the 35 features selected for females 
and 122 of the 144 features selected for males. High 
postpartum weight was also an important predictor for 
females.

Finally, Lee et al.21 examined 1,001,775 children aged 
24–80 months in South Korea using 33 features across four 
national databases including sociodemographics, child’s 
diet, maternal behaviors/health, paternal health, child’s 
weight history, and health claims that were merged for a 
retrospective cohort study. A J48 decision tree, an ap-
proach similar to CART13 and that is also referred to as a 
C4.5 decision tree,15,22 was used in this study. The authors 
identified 11 features that predicted obesity at 24–80 
months, with pregravid obesity being the strongest pre-
dictor, followed by paternal obesity and whether the family 
received public assistance for health care (a proxy for low 
SES). The highest prevalence of obesity was seen when 
children had mothers with pregravid obesity, had fathers 
with obesity, were not part of a family receiving public 
assistance for health care, and had mothers with gestational 
hypertension.

Middle Childhood
A limited number of studies have applied machine 

learning to examine risk factors for obesity during middle 
childhood (8–12 years of age). One of these, a conference 
article by Abdullah et al.,23 explored the best combination 
of feature selection, attribute evaluators, and classifiers to 
predict BMI category in 12-year-olds in Malaysia using 
cross-sectional data. Depending on the combination of 
classifiers and feature selection, 17–29 features were se-
lected that spanned sociodemographics, family medical



Late Childhood/Adolescence
Two of the four articles that applied machine learning to

studying obesity in adolescence were conference articles,
both of which used cross-sectional data from the National
Youth Risk Behavior Survey (YRBS) in the United States.
Pochini et al.28 examined nine risk factors related to sleep,
diet, physical activity, tobacco use, and screen time in
15,425 high school students. Using an unspecified decision
tree, they found that obesity was best predicted by not
being active during all previous 7 days, followed by to-
bacco use in the past 30 days and not consuming breakfast
during all previous 7 days. Using similar lifestyle vari-
ables, Zheng and Ruggiero29 compared the performance of
different machine learning approaches in a subset of the
YBRS (n = 5127). All models indicated that frequent
physical activity and breakfast intake were inversely as-
sociated with obesity, whereas frequent consumption of
sugar-sweetened beverages and excessive computer use
were directly associated with risk for obesity.

Nau et al.30 examined 10–18-year-olds (n = 22,497)
living in the United States to predict average community-
level BMI z-score. Of the 44 cross-sectional community-
level variables entered into their conditional random
forests model,31 13 features consistently contributed to
prediction of obesity across 50 different runs, 6 of which
were social factors, including the top 3 determinants:
unemployment, greater population density, and social
disorganization. Removal of the social features, leaving
food and physical activity features only, resulted in
similar model accuracy.

Finally, Kim et al.32 used cross-sectional data from ado-
lescents in South Korea to examine the performance of
multiple machine learning methods for determining associa-
tions with BMI category. They used data from 11,206 indi-
viduals in the Korean Youth Behavior Survey and examined
10 risk factors for obesity. Risk factors included traditional
SES measures (parental education and wealth), novel SES
measures (pocket money, smartphone service, and academic
performance), a novel measure of stress, and novel measures
of sedentary behavior (time spent studying while seated, time
on smartphone, and sleep quality). Using Bayesian Network33

with Markov Blanket feature selection—a machine learning
approach where class membership is predicted by probabili-
ties and features are assumed to be dependent14—they found
that a moderate amount of pocket money, followed by limited
time sleeping, moderate time studying while seated, modest
academic performance, and middle family economic level
were the most important factors.

Discussion

Childhood Obesity Determinants by Age Group
The studies included in this review identified combina-

tions of features that are most important for identifying
childhood obesity, as well as their relative importance for
predicting obesity. Approximately half of these studies
examined early childhood determinants of obesity during

‘‘the first 1000 days’’ (conception through 24 months of
age). This is a critical period for obesity prevention, par-
ticularly with respect to diet as infants transition from
formula/breastfeeding to solid foods and begin to develop
dietary preferences and habits that may affect lifelong
obesity risk.34,35 The majority of these early childhood
studies predicted obesity between 4 and 7 years of age, a
period referred to as the ‘‘adiposity rebound’’36 that is as-
sociated with risk of persistent overweight/obesity.37

Across these early studies, elevated weight or weight gain
(as assessed by varying weight-related measures),4,11,15,17,18

parent overweight/obesity,9,11,21 and maternal weight his-
tory (i.e., high pregravid BMI17,18,21 and high postpartum
weight4) were generally identified as important determi-
nants of childhood obesity. These findings are consistent
with previous research.38–42

Fewer studies examined obesity determinants during
middle childhood, an important period for obesity inter-
vention,3 as children spend as much time in school as they
do at home during the weekdays.43 One of the four studies
in this review focused on the school environment, finding
that social environment features, such as learning English
as a second language in school and more teachers per
student, were particularly important for predicting obesity
risk.25 The other studies focused on a combination of in-
dividual, family, and neighborhood characteristics, and
found that parental obesity5,23 and child’s history of obe-
sity23 were again key determinants of childhood obesity
risk, along with physical inactivity.5 This is consistent with
existing literature,44,45 including the importance of physi-
cal activity in childhood obesity prevention trials.3

Adolescence is a critical period for obesity prevention,46

but studies among adolescents were scarce. One of the four
studies examined novel predictors of obesity specific to
this age range and reported that having some financial
independence (i.e., adolescents’ pocket money) was an
important determinant of obesity, particularly for individ-
uals from low-income families.32 The remaining three
studies highlighted the importance of physical activity for
obesity prevention,28–30 as would be expected given ex-
isting literature.3 Interestingly, findings from Nau et al.30

indicated that, although social factors were the most im-
portant determinants of childhood obesity risk, they ap-
peared to operate through physical activity and diet factors.

Childhood Obesity Determinants
among Racial/Ethnic Minorities

Six of the studies reviewed here examined whether race/
ethnicity predicted childhood obesity risk in a US popu-
lation, and four found that Hispanic/Latino ethnicity of the
child15,25,26 or mother17 was a top predictor of obesity risk.
This echoes national statistics in the United States that
indicate a disproportionate burden of obesity among racial/
ethnic minorities.2 Existing literature has shown that psy-
chosocial and sociocultural determinants of health, such as
weight perception and acculturative stress, may play a
greater role in determining obesity risk in racial/ethnic



vened on or that could reasonably be associated with obesity,
researchers could avoid this issue while also identify novel
determinants important for effective childhood obesity in-
terventions. Furthermore, using longitudinal instead of cross-
sectional data in future research will improve interpretability
of the machine learning models by establishing clear tem-
porality between the risk factors and outcomes. Such studies
should also consider using ensemble approaches that com-
pare multiple machine learning and classical approaches in
one algorithm. For example, SuperLearner in R statistical
software55,56 compares 12 approaches and selects prediction
function with the best cross-validated mean squared error.57

Using such an approach helps researchers avoid committing
to a poor model for their data a priori and produces the best
prediction model for their data.57

Conclusions
During early to middle childhood, child’s weight history

(e.g., history of overweight/obesity or large increases in
weight-related measures)4,11,15,17,18,23 and parental over-
weight/obesity (current or prior)4,5,9,11,17,18,21,23 are key de-
terminants of childhood obesity risk, whereas social
factors25,26,30 and physical inactivity5,28–30 appear to be
important risk factors for obesity during middle childhood to
adolescence. However, given the relative paucity of re-
search in middle childhood and late childhood/adolescence,
we caution against drawing firm conclusions on the most
important determinants of obesity during these periods.

Future research should focus on using machine learning
to (1) examine determinants of childhood obesity during
middle childhood and adolescence, (2) identify how tradi-
tional risk factors for childhood obesity interact with novel
sociocultural and psychosocial risk factors, and (3) identify
the most pertinent determinants of obesity for racial/ethnic
minorities. Such research should consider using existing
large data sets to examine a wide range of features longi-
tudinally and thus take full advantage of the benefits of
machine learning approaches. Ultimately, this future re-
search will aid in the development of effective obesity
prevention interventions that address the disproportionate
burden of obesity experienced by racial/ethnic minorities.
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minority groups compared with non-Hispanic whites.47–49 

The lack of inclusion of sociocultural variables in Gray 
et al.26 may explain why the obesity prediction models for 
non-Hispanic black individuals and Hispanic/Latino indi-
viduals were less accurate than those for matched non-
Hispanic white individuals.

Social determinants of health were not measured in the 
three studies that examined predominately racial/ethnic 
minorities in the United States.4,15,18 However, in contrast 
to the race/ethnic-specific models of Gray et al.,26 their 
models performed well in terms of overall accuracy. One 
potential explanation for the discrepancy is that the 
aforementioned three studies focused on early childhood 
determinants (to predict obesity at 5 years of age4,18 or 
2–10 years of age15), whereas Gray et al.26 examined 
middle childhood determinants (to predict obesity at 9–10 
years of age). Traditional early childhood risk factors may 
accurately predict childhood obesity at *5 years  of  age  
across race/ethnic groups, but more novel sociocultural 
measures may be needed to accurately predict obesity during 
middle childhood and onward in racial/ethnic minorities. It is 
also possible that the discrepancies in accuracy were due to 
differences in study design (cross-sectional vs. longitudinal).

Irrespective of the race/ethnicity examined, studies 
included in this review primarily confirmed existing 
knowledge on the sociodemographic, behavioral, and en-
vironmental risk factors that predict obesity rather than 
identifying novel determinants of obesity, perhaps due to 
the fact that most studies examined a limited range of risk 
factors (£12).5,9,11,17,18,28,29,32 An examination of a spec-
trum of sociocultural and psychosocial risk factors (e.g., 
social support, stress, and acculturation) was notably 
lacking. Future studies should aim to incorporate these 
measures as well as more biological factors, such as the 
microbiome, genetics, or metabolomics, which have only 
been examined in machine learning studies that do not 
include features from other domains.50–52

Evaluation of Existing Machine Learning Algorithms
Only 4 of the 15 studies reported sensitivity or speci-

ficity,15,17,18,29 with findings indicating good predictive 
validity (sensitivity: 62.2%–89.0%, specificity: 76.7%–
99.5%). Some studies reported overall accuracy or area 
under the curve (53.7%–93%) in addition to or in place of 
sensitivity and specificity,15,17,23,29,30,32 but these measures 
conflate sensitivity and specificity and can thus lead to 
misleading conclusions about the accuracy of obesity 
prediction.53 Risk factors identified from a model with a 
high sensitivity, rather than high specificity, will be most 
relevant for designing future obesity interventions as 
higher sensitivity indicates that youth with obesity were 
accurately identified as such.54

The ideal data set for future machine learning applications 
would examine a wide range of features longitudinally, but 
researchers should also be mindful that including hundreds of 
variables may lead to overfitting or issues of interpretability.8 

By only including variables that could plausibly be inter-
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