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A B S T R A C T

We develop a lattice-based, hybrid discrete-continuum modeling framework for SARS-CoV-2 exposure and
infection in the human lung alveolar region, or parenchyma, the massive surface area for gas exchange.
COVID-19 pneumonia is alveolar infection by the SARS-CoV-2 virus significant enough to compromise gas
exchange. The modeling framework orchestrates the onset and progression of alveolar infection, spatially and
temporally, beginning with a pre-immunity baseline, upon which we superimpose multiple mechanisms of
immune protection conveyed by interferons and antibodies. The modeling framework is tunable to individual
profiles, focusing here on degrees of innate immunity, and to the evolving infection–replication properties
of SARS-CoV-2 variant strains. The model employs partial differential equations for virion, interferon, and
antibody concentrations governed by diffusion in the thin fluid coating of alveolar cells, species and lattice
interactions corresponding to sources and sinks for each species, and multiple immune protections signaled
by interferons. The spatial domain is a two-dimensional, rectangular lattice of alveolar type I (non-infectable)
and type II (infectable) cells with a stochastic, species-concentration-governed, switching dynamics of type II
lattice sites from healthy to infected. Once infected, type II cells evolve through three phases: an eclipse phase
during which RNA copies (virions) are assembled; a shedding phase during which virions and interferons are
released; and then cell death. Model simulations yield the dynamic spread of, and immune protection against,
alveolar infection and viral load from initial sites of exposure. We focus in this paper on model illustrations
of the diversity of outcomes possible from alveolar infection, first absent of immune protection, and then
with varying degrees of four known mechanisms of interferon-induced innate immune protection. We defer
model illustrations of antibody protection to future studies. Results presented reinforce previous recognition
that interferons produced solely by infected cells are insufficient to maintain a high efficacy level of immune
protection, compelling additional mechanisms to clear alveolar infection, such as interferon production by
immune cells and adaptive immunity (e.g., T cells). This manuscript was submitted as part of a theme issue
on ‘‘Modelling COVID-19 and Preparedness for Future Pandemics’’.
1. Introduction

The COVID-19 pandemic has had a devastating worldwide impact
that continues at this writing. The pandemic has and will continue to
have many long lasting effects, yet one lesson learned is the essential
need for detailed scientific understanding of infection from respiratory
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viruses with sufficient fidelity to inform medical and public health
responses. Clearly, our understanding of the science of respiratory
infections from a novel coronavirus was woefully insufficient. The
scientific community has responded with a full-scale effort since early
2020 to identify and fill the many gaps in understanding of exposure
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risks, and both within-host and host-to-host transmission of infection.
he promises of rigorous understanding of respiratory infections from
 novel virus are to inform the public of behavior for their and others’ 
afety, to guide public policy, and to inform medical prevention and 
reatment. Mathematical modeling and simulation are key elements to
ach of these promises.

Mathematical modeling of host-to-host transmission of infection
s one of the hallmark achievements of modeling, and adaptation of
hese modeling advances to the SARS-CoV-2 respiratory virus has had

positive impacts on public communication and policy, as covered by
ther articles in this special issue. The focus of our paper is on within-
ost respiratory infection, a less developed and data-supported area of 
athematical modeling of infectious disease for various reasons. One
ajor roadblock to within-host modeling of respiratory viral exposure

nd infection is the egregious lack of data to validate or benchmark
odel predictions. Indeed, the primary human in vivo data is from

nasal swab and sputum tests that are commonplace in the COVID-19
pandemic (Wölfel et al., 2020; Kissler et al., 2021). On the flip side,
all human data on alveolar infections, the very condition that leads to
pneumonia, hospitalization, and sometimes death, comes from donor 
human lungs. There is little possibility of in vivo human data on the 
rogression of alveolar infection and the reaction and adaptation of the
mmune system to deep lung infection to arrest and eliminate infection.
 few studies indicate that the worst clinical outcomes appear corre-

ated with high alveolar viral loads (Blot et al., 2021) and heightened 
mmune cell activity (Grant et al., 2021; Lv et al., 2021).

Thus, the available insights into the dynamics of human alveolar 
nfection are provided by ex vivo cell cultures where donor alveolar
issue is grown and exposed to viruses (Hui et al., 2022), and inferences 
ained from primate studies (Goyal et al., 2022). Additionally, there 
re ongoing studies on the dynamics of infection in animal models, 
.g., mice (Dinnon et al., 2020)and ferrets (Vaidya et al., 2021). Yet 
he pathology of COVID-19 alveolar pneumonia also has distinct char-
cteristics in comparison with other pneumonia that warrant further
tudy, such as its relatively slow progression and severe inflammatory
esponse (Grant et al., 2021; Gattinoni et al., 2020; Bost et al., 2020;
hou et al., 2020). However, without analogous data from human
eep lung infection, the equivalence or lack thereof between ex vivo 
lveolar culture infection, animal models, and human parenchymal
alveolar) infection remains open, compelling the potential value of
hysiologically faithful, quantitative modeling of the dynamics of in
ivo deep lung infection.

This gap in current and future possibility of in vivo data is our
otivation to develop a focused modeling framework, or platform, 

or alveolar infection. The goal is to orchestrate: the physiology and
natomy of the alveolar space; the degrees (from absent to maximal) of
nnate and adaptive immune and other protective response mechanisms
uch as drugs to a target virus (here, SARS-CoV-2); the timing of protec-
ive responses or interventions relative to exposure and infection; and,
nfection–replication properties of the target virus (that have changed
ith new SARS-CoV-2 variants through numerous mutations Korber 

t al., 2020; Bar-On et al., 2020; Sender et al., 2021; Hui et al., 2022;
eacock et al., 2022; Jung et al., 2022). In Chen et al. (2022a), a
tochastic spatial model of a novel viral exposure and infection in

the respiratory tract, including the alveolar space, was developed. The
odel predicts outcomes of the spatial distribution and progression of

nfected cells and viral load from local, generation-specific, seeds of
exposure, assuming the complete absence of immune protection in the
immediate hours and days following exposure to a novel virus. In a
companion submission (Chen et al., 2022b) to the present paper, the 
tochastic model is extended to include antibodies, and to explore the
echanisms of protection by antibodies at locations throughout the

espiratory tract.
Here, we replace the stochastic model of individual virions, anti-

odies, and infectable alveolar type II cells with a hybrid continuum-
tochastic model focusing exclusively on the alveolar space. This singu-
ar focus on the alveolar space is motivated by the result in Chen et al.
(2022a) that alveolar infection results from direct deposition of infectious
irion seeds into the alveolar generations, from which the seeds grow
nd spread. That is, alveolar infection does not arise from retrograde
rogression of infection from generations in the lower respiratory tract
own to the lung parenchyma. Furthermore, many physically separated
nfectious seeds are necessary to infect a measurable percentage of the
40 square meters of alveolar epithelial surface area. Likely sources of
eed depositions directly into the deep lung parenchyma are discussed
n Chen et al. (2022a), with the primary source due to aspiration of
nfected nasal and pharyngeal fluid boluses. Experimental evidence for
his self-infection pathway is given in Hou et al. (2020). An alterna-

tive deterministic ODE model of self-transmission along the ‘‘oral-lung
aspiration axis’’ is given in Ke et al. (2021). We also call attention
to the work by Pearson et al. (2011) and the powerful agent-based
espiratory tract infection model SIMCoV (Moses et al., 2021). The
aunting challenge of understanding respiratory exposure and infection
ompels multiple strategies, including those cited above and the present
aper, for mathematical modeling and simulations that can evolve with
nd learn from experimental and clinical data, and from the strengths
f each modeling strategy.

The present hybrid model of alveolar or parenchymal infection
without and with immune protection) consists of continuum partial
ifferential equations governing the species concentrations of viri-
ns, antibodies, and interferons that diffuse and interact over a two-
imensional lattice of alveolar cells. Since the primary targets for
nfection are type II cells (Lamers and Haagmans, 2022), we assume
hat the lattice consists of uninfectable type I and infectable type II
ells. Meanwhile, a stochastic model governs switching dynamics of
ype II cell lattice sites from uninfected to infected with a proba-
ility governed by virion concentration. Once infected, type II cells
volve deterministically between three phases: a latency or eclipse phase
uring which infectious RNA copies are assembled and replicated,
et to a fixed duration between 2 h and 12 h that is conjectured
n Pearson et al. (2022) to be the dominant mutational consequence

of the SARS-CoV-2 variants; a shedding phase during which infectious
RNA copies are released at a fixed, uniform shedding rate between
500 and 2000 per day for a fixed number of days between 3 and 5;
finally, cell death with a possible replacement after some prescribed
time by a healthy type II cell. The deterministic evolution of infected
type II cells is further allowed to be interrupted by interferon-signaled
macrophages that abruptly terminate the latency or shedding phases,
or by interferon-signaled reduction in replication and shedding rate of
infectious viral progeny. Another protection mechanism in the model
is interferon-signaled immune cells (e.g., macrophages) that envelop
infectious virions, modeled as a virion sink proportional to interferon
concentration. Simulations of this coarse-grained alveolar infection
model are first compared with pre-immunity results of the stochastic
model (Chen et al., 2022a) and then implemented to explore immune
protection scenarios for several presumed individual profile conditions
and SARS-CoV-2 variant properties. For this study, we focus simulations
exclusively on the direct and indirect mechanisms and ranges of innate
immune protection provided by interferons.

2. The model

Our SARS-CoV-2 alveolar infection model incorporates the concen-
trations of infectious virions 𝑣, interferons (IFN) 𝑢, and antibodies (Ab)
𝑤, their transport properties, direct and implicit interactions, and their
interactions with alveolar cells. We consider a square domain 𝛺 and use
a lattice-based model to represent the alveolar space where each lattice
site 𝐱 in the square lattice is either occupied by a healthy type II cell (in
state 1, 𝜉(𝐱) = 1), an infected type II cell (in state 2, 𝜉(𝐱) = 2), a type I
cell (in state 0, 𝜉(𝐱) = 0), or a dead (type II) cell (in state −1, 𝜉(𝐱) = −1).
An infected type II cell has an ‘‘internal clock’’, which starts counting
at 𝜏 = 0 when the cell has just been infected; for 0 ≤ 𝜏 ≈ 𝜏1 hours

the virus reprograms the cell to assemble and replicate RNA copies of
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itself, often termed the eclipse phase; for 𝜏1 ≤ 𝜏 ≈ 𝜏2, the infected
cell sheds RNA copies into the alveolar fluid (we only track viable,
infectious RNA copies, i.e., infectious virions) with rate 𝜆, providing
a virion source term; for 𝜏 ≥ 𝜏2 the infected cell dies and ceases 
irion shedding. As discussed next, in the presence of immune protec-
ion triggered by interferons from the infected lattice site or nearby 
nfected cells, this deterministic clock can be interrupted either by

interferon-induced partial immunity (interference in cell infectability
or in infected cell replication and shedding of infectious progeny) or by
death of the infected cell by the action of interferon-signaled immune
cells. The parameter values of 𝜆, 𝜏1 and 𝜏2 are predicted in Pearson 
et al. (2022) to not only vary with, but to distinguish nasal infection 
outcomes from, the SARS-CoV-2 variants. Here we explore the impacts
f these parameters on alveolar infection outcomes, explored recently
n alveolar cell cultures (Hui et al., 2022).

Infected type II cells produce and release signaling molecules called 
interferons, a class of cytokines. Interferons signal both the infected cell
and nearby cells, directly interfering with and limiting the ability of 
virions to infect those cells, and also signal nearby macrophages as well
as other immune cells (macrophages, killer cells, 𝑇 cells). We do not 
include adaptive immune protection by 𝑇 cells in the present model.

nce cells are infected, interferons also limit the assembly, replication,
and shedding of infectious progeny McNab et al. (2015) and Iyer 
et al. (2017). Specifically, interferons signal neighboring epithelial cells 
to increase the numbers of class I major histocompatibility complex
proteins (or MHC class I) on their surface, enabling immune cells
(macrophages, killer cells) to identify and eliminate the infected cell via
phagocytosis or other cytotoxic factors Hagemann et al. (2022). In our
model interferons are released at a prescribed rate 𝜆𝑢 by infected cells
in the shedding phase; since we do not model macrophages explicitly,
this rate includes the potential source of interferons from macrophages.
Considering infected type II cells and macrophages to be the primary 
IFN producers in the lung is supported by Swiecki and Colonna (2011)
and Wang et al. (2009). Interferons trigger the following protection 
mechanisms proportional to interferon concentration: an infected type 
II cell occupying a lattice site has a probability of being eliminated
by macrophages; virions are eliminated at a rate 𝜅𝑣; type II cells are 
immunized (Domingo-Calap et al., 2019; Michael Lavigne et al., 2021;
Segredo-Otero and Sanjuán, 2020; Sa Ribero et al., 2020; Voigt et al.,
2016) using a Poisson probability density at a rate 𝐽 (Segredo-Otero 
and Sanjuán, 2020) and stay immunized for a certain time (Iyer et al.,
2017; Michael Lavigne et al., 2021) before becoming infectable again
(called paracrine protection); once a type II site becomes infected,
interference of cellular assembly and replication processes imposes a 
reduced rate of shed virions during the shedding phase by introducing
a pre-factor (1 − 𝜉(𝑢)), where 𝜉(𝑢) = 𝑢 

𝑢
𝑢 (called autocrine protection).

Virions can also be disarmed by the action of antibodies. Antibodies
Ab) transiently bind to virion spikes, and accumulate at a prescribed
ate that depends on [Ab] (Ab concentration) as well as Ab-spike
inding and unbinding rates. We refer to the companion paper (Chen
t al., 2022b) for details of the stochastic model for Ab protection; in
ur hybrid model, we choose the [Ab]-dependent accumulation rate
nd the saturation level of Ab-coverage of spike binding sites consistent
ith the stochastic model in Chen et al. (2022b). This process of Ab-

overage of viral spikes, thereby preventing spike binding to receptors
n type II alveolar cells, is called neutralization. There are additional
b-protection mechanisms that have been explored for other viral

nfections that are not explicit in the current model. One mechanism
s agglutination, where Ab crosslink multiple virions, creating easier
argets for immune cells. Yet another mechanism is opsonization, where
b crosslink bound virions to Fc receptors on the surface of phagocytic
ells, triggering phagocytosis whereby an immune cell engulfs and de-
troys the virion. Another, potentially potent Ab-protection mechanism
s modeled and explored in Chen et al. (2022b), whereby Ab crosslink
irions to domains on the polymeric molecules either in mucus layers
f the respiratory tract or in alveolar fluid. Since the current focus of
 f
ur hybrid model is not to track individual Ab or virions, nor explicitly
esolve the alveolar liquid, all Ab-induced depletion effects on virions
re implicitly modeled with a virion depletion term with rate 𝜈𝑤𝑣.

Evolution of the concentrations of infectious virions 𝑣, interferons 𝑢
nd antibodies 𝑤 is modeled by the following PDEs in domain 𝛺,

𝑡 = ∇ ⋅ (𝐷∇𝑣) + 𝜒𝜉(𝐱)=2 𝜒𝜏1≤𝜏≤𝜏2 (1 − 𝜉(𝑢))𝜆

− 𝑑𝑣 − 𝜅𝑢𝑣 − 𝜈𝑤𝑣 − 𝜎𝑣 𝜒𝜉(𝐱)=2 𝜒0≤𝜏≤𝜏3 , (1)

= ∇ ⋅
(

𝐷𝑢∇𝑢
)

+ 𝜒𝜉(𝐱)=2 𝜒𝜏1≤𝜏≤𝜏2 𝜆𝑢, (2)

= ∇ ⋅
(

𝐷𝑤∇𝑤
)

− 𝜇𝑣𝑓 (𝑤), (3)

quipped with appropriate boundary conditions on 𝜕𝛺 and initial
onditions on all species concentrations. Here 𝐷, 𝐷𝑢, 𝐷𝑤 are the diffu-
ivities of virions, interferons (IFN) and antibodies (Ab), respectively,
n the alveolar fluid taken constant for simplicity. All rates, 𝑑, 𝜆, 𝜆𝑢, 𝜇,
, 𝜎, 𝜅, 𝑑, are described in Table 2. In Eqs. (2) and (3) we set the

derivatives 𝑢𝑡 = 0, 𝑤𝑡 = 0 due to the fact that interferon and antibody
molecules diffuse far more rapidly than virions, thereby imposing and
updating a quasi-steady state of interferons and Ab. The 𝑓 (𝑤) term
is an Ab depletion function that could be linear, e.g., just 𝑤, or a
more complicated nonlinear form given justification. The parameter 𝜇
is nonzero when Ab experience a depletion relative to the quasi-steady
concentration levels. This scenario is to accommodate outlier scenarios,
such as immuno-compromised individuals with sufficiently low [Ab]
that Ab-binding to viruses would cause a measurable depletion.

We simulate the cell dynamics of type II cells as an interacting parti-
cle system (Liggett, 1985), which is a continuous time Markov process,
with transition rates dictated by virion and interferon concentrations
at a cell site, 𝛷(𝐱, 𝑡; 𝑣), 𝛹 (𝐱, 𝑡; 𝑢). We typically use a monod function for

𝛷(𝐱, 𝑡; 𝑣) ∶= 𝑣(𝐱, 𝑡)
𝑣(𝐱, 𝑡) + 𝜃𝑣

and 𝛹 (𝐱, 𝑡; 𝑢) ∶= 𝑢(𝐱, 𝑡)
𝑢(𝐱, 𝑡) + 𝜃𝑢

, rather than a linear

function with a cutoff (such that above 𝑣 = 𝜃𝑣 or 𝑢 = 𝜃𝑢, the transition
ates hit a maximum of 1), since biological processes are seldom purely
inear. For the monod choice, the parameter 𝜃𝑣 ≥ 0 is the virion
alf-saturation concentration and 𝜃𝑢 ≥ 0 is the IFN half-saturation
oncentration.

A healthy type II cell occupying site 𝐱 becomes infected at rate
𝛷(𝐱, 𝑡; 𝑣) if 𝛷(𝐱, 𝑡) > 0, and an infected type II cell is killed by
mmune cells at rate −𝛿𝛹 (𝐱, 𝑡; 𝑢) if 𝛹 (𝐱, 𝑡) > 0. The parameters 𝛽 and 𝛿
re key model parameters, the former chosen consistent with alveolar
nfection results in Chen et al. (2022a); the latter tunes the degree of
mmune response by macrophages or natural killer cells. In our model
e incorporate the option of a dead type II cell to be replaced by mitosis
ith probability 𝑝𝑟, by differentiation of nearby living type I cells.

. Implementation

The domain 𝛺 is a square lattice containing 𝑁 ×𝑁 equally spaced
attice nodes. The width of a cell, ℎ μm, dictates the two-dimensional
attice spacing so the total surface area of 𝛺 is 𝑁ℎ ×𝑁ℎ.

We define 𝑉 𝑛
𝑖,𝑗 𝑈𝑛

𝑖,𝑗 , 𝑊 𝑛
𝑖,𝑗 to be the numerical approximations of

(𝐱𝑖,𝑗 , 𝑡𝑛), 𝑢(𝐱𝑖,𝑗 , 𝑡𝑛), 𝑤(𝐱𝑖,𝑗 , 𝑡𝑛), respectively, where 𝐱𝑖,𝑗 = (𝑥𝑖, 𝑦𝑗 ) is the grid
ode at time 𝑡𝑛 = 𝑛𝛥𝑡. For the numerical solution of the system (1)–
3) we use for simplicity the finite difference method. At each time
tep, we first solve the quasi-steady Eqs. (2), (3). In Eq. (3) we use the
alue of 𝑉 𝑛−1 on the previous time step, i.e., at 𝑡 = 𝑡𝑛−1. This allows
s to decouple the equations and solve them sequentially. Observe
hat Eq. (2) is linear and does not depend explicitly on the other vari-
bles (i.e., 𝑉 or 𝑊 ), but depends on the cell states, which change every
ime step. For the solution of the linear system resulting from the finite
ifference discretization of Eq. (2) we use a sparse banded solver by
tilizing routines found in Davis (2006). For the potentially nonlinear
quation (3) we use ‘‘artificial time stepping’’ by employing a type of
ixed point iteration known as ‘‘pseudo-transient continuation/gradient

low’’ (Liu and Atluri, 2008).
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Algorithm 1 Model for SARS-CoV-2 Infection in the Alveolar Space

1: Create a finite square lattice 𝑇ℎ of 𝛺 in Z2, with 𝛥𝑥 = 𝛥𝑦 = ℎ;
2: Let Type I (empty sites) and type II (occupied sites) cells;
3: Impose the initial virion state, 𝑉 0

𝑖,𝑗 = 𝑣0;
4: Calculate time scale ratio, 𝑟𝑎𝑡𝑖𝑜 = 𝛥𝑡𝑠∕𝛥𝑡;
5: Define the stochastic update counter, stoch cnt = 0;
6: Define the time state update, 𝑇 (𝐱) = 𝑚 = 0, for each node 𝐱 of 𝑇ℎ;
7: for 𝑛 = 1,⋯ , 𝑛𝑚𝑎𝑥 do
8: if (𝑛 − 1) = stoch cnt × 𝑟𝑎𝑡𝑖𝑜 then
9: stoch cnt + +;

10: for cell, 𝑐𝐱 , 𝑇 (𝐱) = 𝑚, from list of dead cells, 𝐶𝑑 do
11: Randomly choose a value, 𝑠, in [0, 1];
12: if 𝑠 ≤ 𝑝𝑟 then
13: Replace 𝑐𝐱, 𝜉(𝐱) ← 1;
14: end if
15: 𝑇 (𝐱) = 𝑚 + 1;
16: end for
17: for cell, 𝑐𝐱 , 𝑇 (𝐱) = 𝑚, from list of live type II cells, 𝐶𝑙 do
18: if 𝑐𝐱 is an immunized cell then
19: 𝑡𝑖𝑚𝑚𝑢𝑛 = 𝑡𝑖𝑚𝑚𝑢𝑛 + 𝛥𝑡𝑠;
20: if 𝑡𝑖𝑚𝑚𝑢𝑛 ≥ 𝜏4 hours then
21: make the cell infectable again;
22: end if
23: else if 𝜉(𝐱) = 2 then
24: if 𝜏 ≥ 𝜏2 hours then
25: Cell, 𝑐𝐱, killed, is removed from, 𝐶𝑙 and 𝜉(𝐱) ← −1;
26: end if
27: if 𝜏 < 𝜏2 hours then
28: Calculate, 𝛹 (𝐱, 𝑡𝑛, 𝑈𝑛

𝑖,𝑗 );
29: if 𝛹 (𝐱, 𝑡𝑛;𝑉 ) > 0 then
30: Randomly choose a value, 𝑠, in [0, 1];
31: if 𝑠 ≤ 𝛿𝛹 (𝐱, 𝑡𝑛)𝛥𝑡𝑠 then
32: Cell, 𝑐𝐱, killed, is removed from, 𝐶𝑙 and 𝜉(𝐱) ← −1;
33: end if
34: 𝜏 = 𝜏 + 𝛥𝑡𝑠
35: end if
36: end if
37: else if 𝜉(𝐱) = 1 then
38: Randomly choose a value, 𝑠, in [0, 1];
39: if 𝑠 < 𝑝𝑖𝑚𝑚𝑢𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛 then
40: immunize the cell, 𝑐𝐱, and set, 𝑡𝑖𝑚𝑚𝑢𝑛, to zero;
41: else if 𝑠 < 𝛽𝛷(𝐱, 𝑡𝑛)𝛥𝑡𝑠 then
42: Infect 𝑐𝐱, 𝜉(𝐱) ← 2;
43: 𝜏 = 0
44: end if
45: end if
46: 𝑇 (𝐱) = 𝑚 + 1;
47: end for
48: end if
49: Update time 𝑡𝑛 = 𝑛𝛥𝑡;
50: Update 𝑉 𝑛

𝑖,𝑗 , 𝑈
𝑛
𝑖,𝑗 ,𝑊

𝑛
𝑖,𝑗 using numerical schemes for solving (1)-(3);

51: end for

For the virion equation (1) we use a fully discrete, implicit explicit
umerical scheme, treating the Laplacian term explicitly and using
or simplicity a second-order finite difference scheme for spatial dis-
retization. The linear uptake or sink terms containing 𝑉 𝑛 are treated
mplicitly for improved stability. Observe that in every time step,
e first solve the IFN and Ab equations, thus we have the 𝑈𝑛,𝑊 𝑛

eeded to find 𝑉 𝑛. Our scheme solves Eqs. (1) and (3) component-
wise without assembling a matrix; for Eq. (2) we efficiently store the
matrix factorization from the beginning (𝑡 = 0) and apply it to solve
the corresponding linear system in subsequent time steps. For our tests,

von Neumann or matrix stability analysis dictates we take the following c
Table 1
Base parameter values.

Base
parameters

Values

𝐷 1.27 μm2 s−1 Lai et al. (2009)
𝐷𝑢 95 μm2 s−1 Kreuz and Levy (1965)
𝐷𝑤 40 μm2 s−1 Olmsted et al. (2001) and Saltzman et al. (1994)
𝜆 1 K virions day−1cell−1 Bar-On et al. (2020)
𝜆𝑢 0.6 [#IFN units] [mm2]−1 [h]−1cell−1 Segredo-Otero and Sanjuán (2020)
𝜏1 12 h Bar-On et al. (2020)
𝜏2 84 h Park et al. (2021)
𝜏3 24 h Cummings et al. (2012)
𝑑 2.27% min−1 Smither et al. (2020)
𝛽 0.06 cell−1 s−1 Chen et al. (2022a)
𝜃𝑣 5 [#of virions] (μm2)−1

stable time step:

𝛥𝑡 < ℎ2

4𝐷
. (4)

In order to simulate the continuous time Markov chain model for
the lattice cell site dynamics, we simulate its embedded discrete time
process. We do that by updating all states occupied by healthy type
II cells sites at every ‘‘stochastic’’ time step 𝛥𝑡𝑠, which is possibly
(much) larger than 𝛥𝑡. The transition probabilities for a type II cell
to be infected (provided 𝛷(𝐱, 𝑡; 𝑣) > 0) are given by 𝑃 (infection) =
𝛽𝛷(𝐱, 𝑡; 𝑣)𝛥𝑡𝑠; similarly the transition probability of an infected type II
cell to be killed by immune cells (provided 𝛹 (𝐱, 𝑡; 𝑢) > 0 and 𝜏 < 𝜏2) is
(killing) = 𝛿𝛹 (𝐱, 𝑡; 𝑢)𝛥𝑡𝑠.

In the implementation we update the state of each site only once
ithin a stochastic time step. We also want the number of ‘‘transi-

ion events’’ (i.e. infections or deaths) within each stochastic update
o be relatively small to align with the behavior of the continuous
ime process model. By assigning a flag to each grid node, we track
hether a selected lattice site has already been updated within the

ame stochastic time step. By choosing 𝛥𝑡𝑠, 𝛽 and 𝛿 appropriately we
aintain a low number of transition events per stochastic update cycle.

n the algorithm, for efficiency, we update the state of lattice sites by
nly cycling through live type II cells.

An important issue in the implementation scheme is the coupling
f the stochastic cell model and the continuous PDEs. Namely, we
imulate the stochastic cell model by using its embedded discrete time
rocess. Since the continuum dynamics evolves in time according to
discrete time step 𝛥𝑡, we advance the cell dynamics model in the

ame way by performing synchronous updating of the state at each
attice site at every prescribed stochastic time step 𝛥𝑡𝑠. The implemen-
ation of the entire procedure is described in detail in algorithm 1,
nd we implemented it using the C-programming language, creating
lexible data structures. The algorithm is partially based on work done
n Aristotelous and Durrett (2014b,a), and is inspired by Richardson
1973).

. Simulation results

.1. Model variables and parameters

Simulations require choices for many parameters 2. Base parameters
isted in Table 1 were taken from the published literature. Other model
arameters are chosen based on logical biological assumptions; for
thers, we vary the parameters to explore sensitivity in viral load and
nfected cells in our model, and thereby learn values that tune the
odel to certain outcomes.

For the infection probability function 𝛷(𝑣) we choose the parameter
𝑣 such that 𝛷(𝑣) ≈ 1 when the 2D type II cell (4 μm×4 μm) is saturated
y virions (1600 virions are needed to completely cover (saturate) a
D ‘‘square’’ cell). In the absence of single cell data, this choice is

onsistent with predictions of the stochastic model. For our simulation
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Table 2
Variable and parameter descriptions.

Variables Descriptions Units

𝑣 Virion concentration [# of virions] [area]−1

𝑢 IFN concentration [# of IFN units] [area]−1

𝑤 Ab concentration [mass] [area]−1
Base parameters
𝐷 Virion diffusivity [area]2 [time]−1

𝐷𝑢 IFN diffusivity [area]2 [time]−1

𝐷𝑤 Ab diffusivity [area]2 [time]−1

𝜆 Virion shedding rate [# virions] [cell]−1 [time]−1 [area]−1

𝜆𝑢 IFN release rate [# IFN units] [cell]−1 [time]−1 [area]−1

𝜏1 Duration of eclipse phase [time]
𝜏2 Duration of cell infection phase [time]
𝜏3 Duration of cell virion-uptake phase [time]
𝑑 Virion decay rate [time]−1

𝛽 Virion-induced healthy-to-infected cell switching rate [time]−1 cell−1

𝜃𝑣 Virion half-saturation concentration [𝑣]
Modeling parameters
𝛿 IFN-induced infected-to-dead cell switching rate [time]−1 cell−1

𝜃𝑢 IFN half-saturation concentration [𝑢]
𝑢𝑐 IFN-level tuning of reduced cell replication rate [𝑢]
𝜅 IFN-induced virion depletion rate [𝑢]−1 [time]−1

𝜎 Virion reabsorption rate of infected cells [cell]−1 [time]−1

𝜈 Ab-induced virion depletion rate [𝑤]−1 [time]−1

𝜇 Virion-induced Ab depletion rate [𝑢]−1 [time]−1

𝜏4 Duration of cell refractory phase [time]
𝐽 Immunization rate per cell [cell]−1 [time]−1 [# IFN units]−1 [area]
tests, we set the eclipse phase duration to 𝜏1 = 12 h starting at the
time of infection, and set the ‘‘shedding’’ phase duration that begins
immediately after eclipse to 72 h, thus 𝜏2 = 84 h. For all simulations
we use a 500 × 500 interior node grid with spacing 𝑑𝑥 = 4 μm, hence a
ype II cell is considered to be ‘‘square’’ with area 16 μm2. Type II cells
ccupy approximately 30% of the grid nodes.

.2. Pre-immunity

To begin, we illustrate the baseline, pre-immunity, results of our
odel by decoupling the equations for Ab (3) and IFN (2), hence no

immune response is present. We also set 𝜎 = 0 in Eq. (1), i.e., turning
off the virion reabsorption rate of infected cells. We then impose a
single infected type II cell positioned in the middle of the computational
domain that has just been infected and therefore is starting the eclipse
phase. The infection then progresses according to our algorithm 1. The
simulation results, for the stated choice of input parameters, are shown
in Fig. 1, showing snapshot profiles of the infected cells and virions
during their evolution.

We observe that the infection spreads gradually in a symmetric
manner reaching the artificial finite boundary where virions are ab-
sorbed. The transition of infected cell states from eclipse to shedding
and then death follows the deterministic rules of our algorithm. In
subsequent simulations, the presence of interferon-induced immune
responses (lower probability to become infected, lower replication and
shedding rate of progeny) will interfere with these results, to degrees
tuned by the degrees and types of response.

Next we concentrate on the possibility that once infected, type II
cells continue to allow virion binding to receptors and cell uptake. This
virion sink from infected cell sites has a duration time, 𝜏3; we use the
literature estimate of 24 h (Cummings et al., 2012). To investigate this
effect, we perform tests by varying the virion-uptake parameter 𝜎 of
infected cells in Eq. (1). Results are given in Fig. 2.

We observe that larger rates of absorption of virions by infected
ells, i.e., larger 𝜎, result in fewer infected cells and shed virions, not
urprisingly. Whether and the degree to which this phenomenon is
ssociated with SARS-CoV-2 alveolar infection is to be determined by
edicated experiments. Some level of continued virion absorption by
nfected cells is highly likely, so for the remainder of this paper we fix
= 1 h−1 cell−1. We also compared the infection radius, the infected
ell numbers and virion count at 𝑡 ≈ 48 h, with results generated by the
stochastic model used in Chen et al. (2022a) and in Chen et al. (2022b),
and find reasonable agreement with this degree of continued binding
and uptake of virions by alveolar type II cells.

4.3. Innate immune responses

Using the base parameters and values given in Table 2, we now turn
on immune response mechanisms triggered by IFNs, first individually
and then collectively. To do so, we couple the IFN Eq. (2) while con-
tinuing to suppress Ab protection with Eq. (3) turned off. We defer the
model predictions of coupled IFN and Ab protection to future studies.
The model has four distinct IFN concentration-dependent mechanisms:
(i) once a type II cell is infected, interference of the cellular processes
of assembly, replication, and shedding of infectious progeny, where
the degree of interference is tuned by the factor 1 − 𝜉(𝑢) in Eq. (1);
(ii) signaling of macrophages to eliminate virions, modeled by −𝜅𝑣𝑢
in Eq. (1); (iii) signaling of macrophages or natural killer (NK) cells to
terminate infected type II cells either in the eclipse or shedding phases,
thus aborting the deterministic clock of infected cells, modeled by an
IFN-dependent probability, 𝑃 (killing) = 𝛿𝛹 (𝐱, 𝑡; 𝑣)𝛥𝑡𝑠, in algorithm 1;
(iv) finally, the paracrine effect (Sa Ribero et al., 2020; Voigt et al.,
2016), leading to total immunization of healthy type II cells for a
certain time period 𝜏4, is simulated by including an IFN-dependent
immunization probability,

𝑝𝑖𝑚𝑚𝑢𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝑢; 𝐽 ) = 1 − exp(−𝛥𝑡𝑠𝐽𝑢) (5)

such that at each stochastic time step, 𝛥𝑡𝑠, healthy type II cells become
immunized with probability 𝑝𝑖𝑚𝑚𝑢𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛, and 𝐽 is the immunization
rate. The immunized cell becomes infectable again after 𝜏4 hours in
algorithm 1.

4.3.1. IFN-induced disruption of virion assembly, replication and shedding
by infected cells

We first isolate IFN-induced limiting of virion assembly and repli-
cation by infected cells in the eclipse phase, and therefore reduced
virion shedding rate in the shedding phase. To do so, we turn on
the shedding rate pre-factor (1 − 𝜉(𝑢)) in Eq. (1), and we turn off
all other IFN-induced protections. The function 𝜉(𝑢) = 𝑢∕(𝑢 + 𝑢𝑐 ) has
tuning parameter 𝑢𝑐 , and we illustrate effects of limited replication
and shedding with three choices, 𝑢𝑐 = 0.1, 0.01, 0.001. Small 𝑢𝑐 values

model significant disruption; with 𝑢𝑐 closer to 0, 𝜉 is closer to 1, and the



Fig. 1. Baseline model simulation of pre-immune alveolar infection without virion absorption by infected cells, i.e., 𝜎 = 0. Row 1 shows snapshots at 39, 65, 130 h of the spread of
type II cell infection starting from a centrally located single infected cell, where 𝑡 = 0 marks onset of the eclipse phase. Cyan signifies a healthy type II cell, dark pink an infected
type II cell in eclipse phase, yellow an infected type II cell in shedding phase, and dark blue a dead type II cell. Row 2 shows average virion concentration heat maps (color bars
indicate local virion levels) corresponding to the infected cell snapshots in Row 1. Row 3, panel g shows the evolution throughout 130 h of healthy vs. infected cell count, as
well as the counts of infected cells in the eclipse, shedding, and dead phases; Row 3, panel h shows the corresponding evolution of free virions. The reversals and plateaus near
100 h are artificial boundary effects as virions and infection reach the boundary of the computational domain.
h
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pre-factor (1−𝜉(𝑢)) is closer to 0, virtually eliminating the virion source
from infected cells. The limiting value 𝑢𝑐 = 0 corresponds to complete
disabling of replication and shedding.

Results are presented in Fig. 3, comparing snapshots of the spatial
spread in the computational domain at 70 h post infection from a single
type II cell of: infected cells (Row 1), shed viral load (Row 3) and IFN
load (Row 5). Row 2 shows the time evolution through 140 h of the
total cell distribution: healthy cells, infected cells in the eclipse phase,
shedding cells, and dead cells. Row 4 shows the time evolution of free
virions through 140 h. The degree of IFN-induced disruption of infected
cell replication increases from left to right: 𝑢𝑐 decreases (𝑢𝑐 = 0.1,
Column 1) to (𝑢𝑐 = 0.01, Column 2) to (𝑢𝑐 = 0.001, Column 3).

Rows 1 and 3, respectively, show progressively stronger disruption
of virion shedding by infected cells, with infected cells and virions
both slowing and becoming asymmetric. Once virions reach the boundary
of the computational domain, artificial effects start to creep into the
results due to absorbing boundary conditions, which is why we present
snapshots at 𝑡 = 70 h where boundary effects have yet to have a
measurable influence. At the strongest IFN-induced disruption setting,
𝑢𝑐 = 0.001, Column 3, secondary infections are spawned correlated
with isolated hot spots of high virion load, producing more heteroge-
neous infected cell and free virion spatial morphologies. In results not
presented here, the hints of asymmetry and heterogeneity in Fig. 2 at
igher virion absorption rates 𝜎 by infected cells, when coupled with
trong suppression of virion replication and shedding, further amplify
econdary hot spots and heterogeneity. In interacting particle system
rowth models like the present one, similar heterogeneous behaviors
ue to local sinks of a diffusing field are common and were observed
n Aristotelous and Durrett (2014b).

4.3.2. IFN-induced signaling of macrophages to eliminate virions
In this section we turn on IFN-induced signaling of macrophages

that eliminate virions via phagocytosis, and all other immune protec-
tion mechanisms are turned off. To do so, we include the nonlinear
virion sink term −𝜅𝑢𝑣 in (1) that involves the product of virion and IFN
concentrations. This mechanism is therefore qualitatively different from
the constant source of virions by infected, shedding cells, and the IFN-
induced damping of this constant source. Therefore we are compelled
to explore the sensitivity of the progression of infection and viral load
to this nonlinear sink mechanism, and to understand what orders of
magnitude of the sink strength, 𝜅,induce what degrees of macrophage
protection when they are acting alone. This parameter-tuning exercise
gives information of how the model reflects the degrees of IFN-signaled
macrophage protection, from very weak to very strong.

Fig. 4 illustrates the effect of this mechanisms for 𝜅 = 10, 50, 100.
Clearly, increasing 𝜅 reduces infected cell and free virion counts, but
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Fig. 2. Sensitivity of alveolar pre-immune infection to virion absorption rate by already infected cells. The degree of virion absorption by infected cells is tuned by the absorption
ate parameter 𝜎: 𝜎 = 0 in Column 1, 𝜎 = 1 in Column 2, and 𝜎 = 5 in Column 3. Rows 1 and 3 show, for each fixed 𝜎, spatial lattice snapshots at 𝑡 ≈ 48 h after infection at 𝑡 = 0

of a single type II cell. Row 1 depicts healthy type II cells (cyan), and infected type II cells in eclipse phase (dark pink), shedding phase (yellow), and dead phase (dark blue).
Row 3 depicts the virion density heat map. Row 2 shows the switching dynamics over 48 h between healthy and states of infected type II cells, while Row 3 shows the dynamics
of the total free virions over 48 h.
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hese orders of magnitude do not produce significant protection that
acrophages are believed to provide, especially since IFN-signaled
acrophages are believed to be the first line of immune defense to
ovel pathogens Janeway et al. (2001) and Sallard et al. (2020). Hence,
n Fig. 5 we test 𝜅 = 103, 104, 105 and observe more substantial
rotective effects, progressively reducing the spatial spread (Rows 1
nd 3) and counts (Rows 2 and 4) of infected cells and shed virions,
espectively. The IFN load likewise is progressively reduced in spatial
pread and concentration (Row 5). In Rows 3, 4, 5 we call attention
o the orders-of-magnitude reduction in virion and IFN concentrations
rom left to right as 𝜅 increases over two orders-of-magnitude. Once
gain, in Rows 1 and 2 we observe secondary, tertiary, and more
atellite hot spots of infected cells and shed virions. The protective
ffect of macrophage consumption of virions is most pronounced with
 o
= 105, Column 3: after three and a half days the progression of
nfection is strongly arrested, and less then 50 virions remain. It would
e valuable to have experimental data from alveolar cell cultures with
nfectious SARS-CoV-2 virions and macrophages present to compare
ith this experimental data and see if it is possible to learn 𝜅.

.3.3. IFN-induced signaling of macrophages and natural killer (NK) cells
o eliminate infected type II cells

Now we proceed to explore the effect of IFN-induced phagocytosis
nd other cytotoxic factors of infected type II cells by macrophages
nd NK cells. We turn off the two IFN-induced mechanisms explored
bove that act in the continuum PDEs. Now, the IFN-induced signaling
f macrophages and NK cells acts in the stochastic switching dynamics
f the cell lattice through the killing rate parameter 𝛿 in the killing



Fig. 3. Effects of IFN-induced suppression of virion replication and shedding by infected cells. The degree of suppression of infected cell replication and shedding of progeny is
tuned by the parameter 𝑢𝑐 : 𝑢𝑐 = 0.1 in Column 1, 𝑢𝑐 = 0.01 in Column 2, 𝑢𝑐 = 0.001 in Column 3. Rows 1, 3, 5 show, for each fixed 𝑢𝑐 , snapshots at 𝑡 ≈ 70 h over the spatial cell
lattice of: the infected and healthy type II cells (Row 1), virion concentration heatmap (Row 3), and IFN concentration heatmap (Row 5), where 𝑡 = 0 is the onset of infection
and eclipse phase of a centrally located single infected cell. In Row 1, cyan signifies a healthy type II cell, dark pink an infected type II cell in eclipse phase, yellow an infected
type II cell in shedding phase, dark blue a dead cell. Row 2 shows the infected cell population over time for each choice of 𝑢𝑐 , and Row 3 shows the virion concentration time
snapshots corresponding to the cell profiles in Row 1. Row 4 shows average virion count in the domain over time.



Fig. 4. Effects of IFN-induced signaling of macrophages to eliminate virions with low virion sink strengths 𝜅. Column 1 is with 𝜅 = 10, Column is with 𝜅 = 50, Column 3 is with
𝜅 = 100. Similarly to Fig. 3, Row 1 shows the spatial spread of healthy vs. infected phases of type II cells, Row 3 shows the virion concentration heatmap, Row 5 shows the IFN
concentration heatmap, where each spatial morphology is a snapshot at 𝑡 ≈ 76 h starting from one infected cell at 𝑡 = 0 of the progression of infected type II cells. Row 2 shows
the dynamic progression over time of the type II lattice site distribution across healthy and infected cells in eclipse, shedding, or death phases, and Row 4 shows the dynamic
progression of virion concentration.



Fig. 5. Effects of IFN-induced signaling of macrophages to eliminate virions with high (and significant) virion sink strengths 𝜅. Column 1 is with 𝜅 = 103, Column 2 is with 𝜅 = 104,
Column 3 is with 𝜅 = 105. Similarly to Fig. 3, Row 1 shows the spatial spread of healthy vs. infected phases of type II cells, Row 3 shows the virion concentration heatmap, Row
5 shows the IFN concentration heatmap, where each spatial morphology is a snapshot at 𝑡 ≈ 76 h starting from one infected cell at 𝑡 = 0 of the progression of infected type II cells.
Row 2 shows the dynamic progression over time of the type II lattice site distribution across healthy and infected cells in eclipse, shedding, or death phases, and Row 4 shows
the dynamic progression of virion concentration.
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probability, 𝑃 (killing) = 𝛿𝛹 (𝐱, 𝑡; 𝑢)𝛥𝑡𝑠. We isolate 𝛿 as the tuning
arameter of this IFN mechanism by fixing 𝜃𝑢 = 0.01 and thereby the
unction 𝛹 (𝑢). Once again we explore ranges of 𝛿 to learn how to tune 
eak versus strong protection degrees of protection and the impact

his mechanism is capable of providing, by itself. In Fig. 6 we present
esults for 𝛿 = 0.01, 1, 50 drawn from simulations out to 𝑡 = 84 h post
nset of infection of a single type II cell. Recall that this time is how 
ong infected cells live in eclipse plus shedding phases before dying, so
hat during the simulations all dead type 2 cells have been killed by

macrophages and NK immune cells.
The results reveal insights into the remarkable protection from IFN-

signaling of macrophages and NK cells to eliminate infected type II
ells. At the lowest strength, 𝛿 = 0.01 in Column 1, the 𝑡 = 57 h 

snapshots reveal early evidence of cell death (dark blue speckles in
Row 1, panel a), correlated with depletion of shed virions (Row 3, 
panel g), with both effects correlated with the central hotspot of high
IFN concentration. The stochasticity of cell death further introduces
asymmetry in cell infection and viral load heatmaps. At the middle
strength, 𝛿 = 1 in Column 2, the 𝑡 = 57 h snapshots reveal a 
higher density of cell death (Row 1, panel b), significantly higher and
eterogeneous depletion of shed virions (Row 3, panel h), and the
irst evidence of heterogeneity in the IFN heatmap (Row 5, panel n).

The stochastic switching dynamics of type II cell states and phases are
evealed in Row 2, and comparison of panels d and e reveal a significant 

reduction of type II cells in the shedding phase, thus explaining the
lower IFN heatmap levels. At the highest strength, 𝛿 = 50 in Column 3,
he impact of IFN-signaling of macrophages and NK cells is dramatic:
he infected cell count and spread, free virion count and spread, and IFN
eatmap, are heavily reduced with highly irregular spatial morphology.

.3.4. Combined IFN-induced signaling mechanisms of immunity: sup-
ressed virion replication and shedding by infected cells, virion depletion 
y macrophages, and infected cell depletion by macrophages and natural 
iller cells

Thus far, we have illustrated model predictions of three individual
FN-induced protection mechanisms. We now illustrate model predic-
ions with all mechanisms turned on, compared against results from
ach mechanism acting by itself, to see evidence of feedback between 
he three mechanisms. We choose to illustrate feedback between: strong
uppression of infected cell assembly, replication, and shedding of
irions by setting 𝑢𝑐 = 0.001; a weak IFN-signaling of macrophages 
nd virion depletion rate by setting 𝜅 = 1; and a moderate IFN-
ignaling of macrophages and NK cells to kill infected cells by setting
he infected cell death rate 𝛿 = 1. Fig. 7 compares the outcomes at
 57 h post cell infection of: type II cell states, Column 1, virion density
eatmap, Column 2, and IFN density heatmap, Column 3. Results for 
he combined protective mechanisms are in Row 1, protection only
rom the moderate death rate 𝛿 = 1 of infected cells by macrophages
nd NK cells is in Row (2), protection only from the weak virion

depletion rate 𝜅 = 1 of virions by macrophages is in Row 3, and
protection only from strong suppression of infected cell shedding rate
of virions with 𝑢𝑐 = 0.001 is in Row 4.

We note here that any ‘‘dead’’ cell observed in our simulations is a
previously infected type II cell killed by immune cells, so we consider 
ead cells in this section as part of the infection profile. In Fig. 7, we

can see that the combined simulation in the first row, has a reduced
infected/dead cell region size and reduced virion count, in comparison

ith the simulation in the second row — which has only the killing of 
infected type II cells mechanism turned on.

We may be tempted to conclude that the result is as expected, 
ut there is more to the story, since if we observe the infected cell
rofiles in rows 3 and 4 we can see that they are comparable in size or
maller than the combined simulation profile. This is counter-intuitive,
ecause a cumulative effect of immune responses (including all the 
arameters combined as in each case depicted in rows 2–4) is expected
t

to produce a significantly smaller cell infection profile than all the
profiles corresponding to the individual IFN-induced mechanisms tests.

The reason for this discrepancy is the different IFN concentrations
between each test, for example between rows 1 and 3. The IFN concen-
tration in row 3 is higher than the one in the combined test depicted
in row 1, so the IFN positive feedback mechanism, observed in row 3
to promote increased virion killing, is comparatively under-performing
in row 1 because the IFN concentration is more than one order of
magnitude lower. This allows the virions in row 1 to spread outside
the main infection region, without being killed at the same aggressive
rate as in the scenario described in row 3.

We note that all IFN-induced immune mechanisms depend explic-
itly on the IFN concentration 𝑢. Thus, a combination of these three
mechanisms could result in smaller 𝑢 concentrations for example due
to killing of shedding type II cells which in our setup are the only
ones producing IFNs, and thus lowering the IFN concentration in the
infected region, therefore negatively impacting the intensity of an
individual IFN immune response in comparison with the case when this
mechanism is the only one turned on.

So an infection like the one described in row 1 would eventually
slowly infect all the healthy cells, due to the nature of the dependence
of the immunity mechanisms on the reduced IFN levels, in our setup.

The model illuminates an issue–the need for a separate mechanism
that can sustain the IFN concentration at high enough levels to com-
pletely kill the infection. At the same time, maintaining this high IFN
concentration is challenging, since elimination of infected type II cells
and slowing rates of infection result in fewer infected IFN-producing
cells. This paradoxical effect may explain why immune cells evolved to
also produce IFN, e.g., IFN I and II (Lee and Ashkar, 2018; Liu et al.,
012) which do exactly that, i.e., maintain a high IFN concentration
ven after infected cells are killed.

IFN produced by immune cells can thus help a healthy immune
ystem better fight a viral infection, possibly preventing the infection
rom slowly persisting and spreading through the entire tissue.

To our knowledge, many published models model IFN production
nly from infected cells, for example Segredo-Otero and Sanjuán (2020)

and Moses et al. (2021), which is consistent with type I IFN (Mantlo
t al., 2020) and other IFN produced by infected cells only. We plan in
he next iteration of our model to account for IFN generated by immune
ells, in order to make our framework more biologically accurate.

.3.5. IFN-induced paracrine effect on infectable cells.
In this section we examine the effect of the fourth IFN-induced

echanism, which immunizes infectable cells according to IFN con-
entration, 𝑢. Paracrine signaling of IFN turns neighboring infectable
ells to cells refractory to infection (Sa Ribero et al., 2020; Voigt

et al., 2016). We model this at each stochastic time step, 𝛥𝑡𝑠, by
immunizing healthy infectable cells with Poisson probability density
defined previously in Eq. (5). A cell remains immunized for a certain
time interval, which published literature suggested to be 𝜏4 = 24
h (Michael Lavigne et al., 2021; Iyer et al., 2017), before it becomes
nfectable again (see algorithm 1). Here the immunization rate value
rom published literature (Segredo-Otero and Sanjuán, 2020) is taken
o be 𝐽 = 0.01 cell−1 min−1 [# IFN units]−1 cm2. In Fig. 8 we see that
he paracrine effect is a powerful mechanism capable of significantly
lowing the spread of the infection with the specific choice of parameter
alues. In Fig. 8-column 1 we plot the base case (without the paracrine

effect), containing the combined effect of the first three IFN-induced
mechanisms studied before, and shown for a shorter time interval
in Fig. 7-row 1. We compare this with the simulations in Fig. 8-
columns 2 and 3, depicting the effects of the paracrine protection
mechanism. Specifically Fig. 8-column 2 shows what happens if only
the paracrine effect is turned on. We can see from panel 8(b) that
nly the paracrine effect is capable, even after 142 h, to keep the
nfected area contained in a disk of diameter ≈ 1, in contrast with

he case where all IFN-induced mechanisms but the paracrine effect



Fig. 6. Effects of IFN-induced signaling of macrophages and NK cells to kill infected type II cells with killing rate parameter 𝛿. Column 1 is with 𝛿 = .01, Column 2 is with 𝛿 = 1,
Column 3 is with 𝛿 = 50. Row 1 shows the spatial spread of healthy vs. infected phases of type II cells, Row 3 shows the virion concentration heatmap, Row 5 shows the IFN
concentration heatmap, where each spatial morphology is a snapshot at 𝑡 ≈ 76 h starting from one infected cell at 𝑡 = 0 of the progression of infected type II cells. Row 2 shows
the dynamic progression over time of the type II lattice site distribution across healthy and infected cells in eclipse, shedding, or death phases, and Row 4 shows the dynamic
progression of virion concentration.



Fig. 7. Comparison of combined and individual IFN-induced innate immune mechanisms. Column 1 shows the type II cell states, Column 2 the virion density heatmaps, and
Column 3 the IFN density heatmaps, all from snapshots at 𝑡 ≈ 57 h post infection of a single type II cell. Row 1 is with combined effects from immunity parameters 𝛿 = 1, 𝜅 = 1,
𝑢𝑐 = 0.001. Row 2 is with the single effect of macrophages and NK cell killing of infected type II cells with 𝛿 = 1. Row 3 is with the single effect of macrophage killing of virions
with 𝜅 = 1. Row 4 is with the single effect of suppressed replication and shedding of virions by infected cells with 𝑢𝑐 = 0.001.
are turned on, when the entire domain becomes completely infected
(see panel 8(a)) after around 100 h, see panel 8(d). Thus, the paracrine
effect is an effective mechanism, as was shown in a recent work by
other authors (Michael Lavigne et al., 2021). Now in Fig. 8-column
3 and specifically panel 8(c) we can see that after 142 h, all four
IFN-mechanisms combined (including the paracrine effect) produce
an infected area of similar size to the case where only the paracrine
mechanism was on, in panel 8(b). Moreover the number of immunized
cells in the combined case, panel 8(f), is approximately only one third
of the number observed when there is no other IFN mechanism but
the paracrine one, in panel 8(e). This again is attributed to the fact
that in the combined case where immune cells are allowed to kill the
infected type II cells, the level of IFN (see panel 8(o)) concentration is

significantly lower than in panel 8(n), and this is the reason that a truly
additive effect is not observed when all IFN-induced mechanisms are
turned on. So in this case we also surmise that IFN produced by immune
cells may be needed to properly maintain a high level of efficacy of the
described IFN-dependent innate immunity mechanisms.

5. Conclusion

In this paper we developed a hybrid discrete stochastic-continuum
PDE model for the evolution of spatially distributed SARS-CoV-2 infec-
tion in the lung parenchyma (alveolar space). The modeling platform
superimposes four IFN-induced innate immune responses as well as
antibody protection. For this paper, we focused simulations solely on
the IFN signaling mechanisms of: suppression of assembly, replication,

and shedding of virions by infected cells; signaling of macrophages



Fig. 8. Effects of IFN-induced paracrine effect. Column 1 has no paracrine mechanism, and it corresponds to the same case and parameters as in first row of Fig. 7 which
features the first three combined IFN mechanisms. Column 2 corresponds to having only the fourth IFN mechanism, i.e., the paracrine effect, turned on with parameters
𝐽 = 0.01 cell−1 min−1 [# IFN units]−1 cm2 and 𝜏4 = 24 h. Column 2 features all four IFN-induced mechanisms turned on, combining the scenarios, and combining the same
parameters, corresponding to the simulations in columns 1 and 2.
to eliminate virions; signaling of macrophages and natural killer cells
to eliminate infected cells; and rendering of infectable cells refractory
to viral infection. The model illustrates diverse outcomes from the
degrees of protection that are possible by tuning the strength of each
mechanism acting individually, and then one illustration each of the
first three and all four mechanisms acting collectively. The model
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output consists of the dynamic progression over the spatial lattice 
of type I (noninfectable) and type II (infectable) alveolar cells of (i)
infected type II cells in the eclipse, shedding, (immunized) and death
phases, (ii) virion concentration, and (iii) IFN concentration.

An interesting insight is gained from the presented simulation re-
sults. Namely, in our model the four IFN-induced mechanisms depend
solely on IFN produced by infected type II alveolar cells. Our simu-
lations suggest that within our modeling framework, the four mecha-
nisms acting in concert do not produce an additive effect. Rather, the
model predicts they collectively lead to progressively lower IFN levels
as the infection is slowed, reducing the effectiveness against infection,
a negative feedback effect. E.g., IFN-signaled macrophages or NK cells
kill infected type II cells which no longer shed IFN, thus knocking down
the other IFN-induced protections. A similar effect was observed in the
context of influenza (Pawelek et al., 2012). We surmise that this result
highlights the reason why the immune system evolved to build IFN,
ncluding type II IFN (Lee and Ashkar, 2018) – produced by immune 

cells – which recruit more immune cells, supplementing the function of
the defense mechanism.

The modeling framework developed here is adaptable for the study
of other pneumonia-causing viral pathogens (Torres et al., 2021),
e.g., influenza, respiratory syncytial virus (RSV), human metapneu-

ovirus (HMPV), rhinovirus. To do so, the SARS-CoV-2 transport and 
nfection mechanisms are replaced by the virus of interest, similar to
ow we explored the mutational impacts on infection mechanisms of 
he SARS-CoV-2 variants (Pearson et al., 2022). With more physiolog-

ical adaptations, we envision studying viral infections of other tissues,
e.g., infection of the human cornea (Miner et al., 2020), where yet
another type III class of IFN provides protection.

In future iterations of our alveolar infection model we plan to
ccount for IFN produced by immune cells and to extend the model to
daptive immune protection (T cells). It is also worthwhile to explicitly
ncorporate immune cell species (macrophages, 𝑇 cells, natural killer
ells), although this will require detailed information about their IFN
ignaling and transport mechanics. A relatively easy application of
his framework is to model inhaled deep lung delivery of monoclonal
ntibodies or antiviral drugs at any stage prior to or during active
nfections.
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