
Acta Materialia 264 (2024) 119563

Available online 28 November 2023
1359-6454/© 2023 The Authors. Published by Elsevier Ltd on behalf of Acta Materialia Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Deep learning and correlative microscopy for quantification of grain 
orientation in sintered FeNdB-type permanent magnets by domain 
pattern analysis 

Amit Kumar Choudhary a,b,*, Tvrtko Grubesa a,b, Andreas Jansche a, Timo Bernthaler a, 
Dagmar Goll a, Gerhard Schneider a,b 

a Materials Research Institute, Aalen, Germany 
b Karlsruhe Institute of Technology, Karlsruhe, Germany   

A R T I C L E  I N F O   

Keywords: 
Deep learning 
Kerr microscopy 
EBSD 
Regression task 
Permanent magnets 
Magnetic domains 
Grain orientation 
Correlative microscopy 
Crystal orientation 

A B S T R A C T   

Based on a data-driven approach, a computer-assisted workflow for the quantitative analysis of optical Kerr 
microscopy images of sintered FeNdB-type permanent magnets was developed. By analyzing the domain patterns 
visible in the Kerr image with data-driven approaches such as traditional machine learning and advanced deep 
learning, we can quantify grain orientation and size with a better trade-off between accuracy and higher 
throughput than electron backscatter diffraction (EBSD). The key distinction between traditional machine 
learning and advanced deep learning lies in feature extraction. Traditional methods require manual, user- 
dependent feature extraction from input data, while advanced deep learning achieves this automatically. The 
predictions from the trained models were compared to the measurements from EBSD for performance evaluation. 
The proposed data-driven model is trained on the dataset created from the correlative microscopy technique, 
which requires the images of grains extracted from the Kerr microscopy and corresponding EBSD grain orien-
tation data (Euler angles). The fine-tuned deep learning model shows better generalization ability than the 
traditional machine learning models trained on the manually extracted features and resulted in a mean absolute 
error of less than 5◦ for grain orientation of the anisotropic magnet samples when evaluated against the measured 
EBSD values. The developed approach has reduced the measurement effort for grain orientation by 5 times and 
have sufficient accuracy when compared to the EBSD. 

Further, the application of the proposed approach to determine the quality of the alignment or texture in 
anisotropic sintered magnets and its relationship with the magnetic remanence based on reliable statistical grain 
orientation data has been discussed. This approach could emerge as a tool for rapidly analyzing large-scale 
samples to discover and quantify heterogeneities in grain size and grain orientation.   

1. Introduction 

Microstructural analysis using microscopy has been integral to ma-
terials research for decades. Its possibilities have been increased by the 
availability of new signal generation and acquisition technologies based 
on various physical interaction principles. Within each technology, the 
developers have aimed to improve sensitivity and resolution while 
defining quantification methods that rely on computer-assisted 
workflows. 

This paper presents a workflow for the computer-assisted quantifi-
cation of grain orientation based on images acquired using Kerr 

microscopy (KM). This workflow incorporates a performance compari-
son between machine learning (ML) and deep learning (DL)-based 
models, which quantify the three-dimensional grain orientation and 
grain size of the hard-magnetic phase in sintered FeNdB magnets in their 
thermally demagnetized state from light optical microscopy data under 
polarized light. Both ML and DL based models were trained on the same 
training dataset, which combines electron backscatter diffraction 
orientation data and the correlative Kerr microscopy image of the 
magnet samples, accounting for more than 4000 grains of different 
orientations. The test set samples for evaluating the model performance 
and determining generalization ability are manufactured using different 
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compaction methods, resulting in varying anisotropy or grain align-
ment. The degree of alignment is quantified as a function of grain 
orientation distribution, with statistics derived from it and correlated to 
the magnetic property. 

1.1. Anisotropy of FeNdB-type permanent magnets 

The manufacturing process for sintered permanent magnets leads to 
a complex microstructure that involves highly anisotropic grain align-
ment of the hard-magnetic phase with the composition FeNdB, ideally 
providing their magnetic decoupling via non-ferromagnetic grain 
boundary phases [1]. Different degrees of alignment is achieved 
depending on the green body powder compaction method [2]. 
Depending on the geometric arrangement of the pressing tool and the 
direction of the external magnetic field Hext, axial (AP), transversal (TP), 
and isostatic (IP) compaction methods are used in industrial processes 
(schematically displayed in Fig. 1). 

The magnetic field Hext and pressing direction are crucial for the 
texture of the magnets. Due to mechanical influences from compaction 
forces, friction, and magneto-static effects between the particles (typical 
particle size 1–5 µm), alignment along magnetic field lines is obstructed. 
Since the powder particles’ easy axes are aligned with the pressing di-
rection, grain alignment gets affected during compaction due to friction. 
This friction exists between powder particles and also between particles 
and the die. Consequently, axial compaction results in higher grain 
misorientation than to transversal or isostatic compaction [2–4]. 

While IP compaction generally shows pronounced uniaxial texture 
with high homogeneity within the magnet volume, samples from TP and 
AP compaction may show some deviations from the uniaxial texture due 
to the geometric limitations of the process. Therefore, it is important to 
quantify the grain alignment or orientation on different length scales to 
assure the quality by analyzing the anisotropy using different 
techniques. 

2. State-of-the-art technologies for quantifying anisotropy 

2.1. Magnetometric characterization 

Naturally, magnetic materials can be analyzed using magnetometric 
methods. Quantifying manufacturing inhomogeneities require analysis 
on a large scale, typically done by measuring the magnetic dipole 
moment of the magnet to its geometric axes. This procedure provides 
information on a global scale and requires the sample to be fully 
magnetized. Further, the measurement of remanence and coercivity is a 
crucial parameter for magnet performance, which is influenced by 
anisotropy. 

2.2. Diffraction-based methods 

For the microstructural quantification of grain orientation and size as 
well as for determining the material textures, SEM-EBSD mapping has 
emerged as a state-of-the-art technology. As a diffraction-based method, 

it provides high accuracy. However, the diffraction-based methods are 
primarily suitable for analyzing the small areas within the samples [5]. 
Another established method is texture analysis by measuring pole fig-
ures using XRD. A more unusual approach to acquiring locally resolved 
texture information over large length scales is using macroscopic 
diffraction techniques, such as XRD, as suggested by Bunge [6]. 

Although valuable information about crystallographic anisotropy 
and homogeneity can be gained, this method does not provide infor-
mation on the microstructural level. Therefore, better resolution on the 
microstructural level requires microscopy techniques. 

2.3. Optical microscopy for crystallographic information 

Kerr microscopy for permanent and soft magnetic materials is an 
established method for visualizing magnetic domain structures [7,8]. 
Furthermore, polarized light optical microscopy has been used to obtain 
the grain orientation of the metals with a hexagonal structure and for 
geological applications for a large specimen area [9–12]. Jin et al. in 
[13] determined the orientation of α-titanium using polarized light op-
tical microscopy and compared it against the EBSD approach. This 
approach involves a physics-based forward model that can simulate the 
interaction between the material with polarized light and predict the 
grain orientation. The deviation between the predicted and EBSD values 
was in the range of 2.5◦-20◦

Gaskey et al. in [14] characterized the crystal orientation of pure 
nickel coin and polycrystalline silicon solar cells using directional 
reflectance microscopy (DRM). DRM is an optical microscopy technique 
that captures the crystal lattice information as DRM maps when the 
sample is observed under a series of illumination from different angles. 
Using the mathematical analysis, a directional reflectance profile (DRP), 
and Funk-Radon transform (FRT), 3D orientation indexing is obtained, 
achieving a difference of 4◦− 10◦ against the EBSD. Similar works to 
retrieve partial grain orientation from the DRM have been carried out by 
Seita et al. [15] and Hara et al. [16]. 

Some of the other techniques to determine grain orientation from 
microscopy data are spatially resolved acoustic microscopy [17], Raman 
microscopy [18], and ultrasound methods [19]. 

2.4. Data-driven methods for microscopy-based crystallographic 
information 

Recent developments in data-driven approaches and analysis have 
led to the application of state-of-the-art machine learning or deep 
learning techniques to accelerate the process of quantitative micro-
structure analysis, overcome the existing methods’ challenges, and 
improve the material characterization process through crystallographic 
grain orientation analysis. DL-based models are trained to predict the 
orientation of the EBSD pattern indexes to overcome the challenges of 
traditional EBSD indexing [20–24]. 

Further, correlative microscopy data has been actively used, along 
with machine learning techniques to develop knowledge transfer func-
tions from different microscopy methods [25–27]. In [19], Shen et al. 
used Raman-SEM-EDS data to classify the phases in the WO3-WS2 
powder and volcanic rock samples using a random forest classifier. 
Wittwer et al. in [27] developed the EulerNet model to predict the 
crystal orientation of Inconel 718 using correlative microscopy data that 
includes directional reflectance microscopy and EBSD. DRM measures 
the local surface reflection intensity for different ranges of illumination 
angles as a 2D array of 6 × 72 continuous values for each grain. The 
model takes input signals from DRM as a 2D array for each grain and 
maps it to the Euler angles obtained from the EBSD. The trained 
EulerNet resulted in a disorientation angle of 6.7◦ on the validation set. 

Fig. 1. Compaction of green body powder under mechanical pressure and 
particle alignment parallel to external magnetic field Hext using different geo-
metric configurations: axial (AP), transversal (TP), and isostatic (IP) compac-
tion. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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3. Domain pattern analysis and crystallographic orientation 
measurement (DoPACOM) 

In this work, grain orientation and size data are acquired using EBSD 
mapping to provide a ground truth for the training dataset. The Kerr 
microscopy image and corresponding SEM-EBSD mapping are acquired 
using the correlative microscopy technique. Fig. 2 shows the correlative 
microscopy image of the microstructure of a sintered FeNdB-type mag-
net with an axis of anisotropy (c-axis of grains) perpendicular to the 
image plane (a, b, c) and within the image plane (d, e, f). The direction of 
the external magnetic field used during the compaction and alignment 
process is indicated by “Hext”. The bright field microscopy images in 
Fig. 2(a) & (b) visualize the different phases, the grains of the hard- 
magnetic phase, pores, oxides, and the phases that form grain bound-
aries. By contrast, with Kerr microscopy, the domain structures within 
the hard-magnetic phases become visible. According to the domain 
structures grain orientations can be distinguished. Fig. 2(c) & (f) shows 
the EBSD mapping with IPF color coding representing the orientation of 
grains of the hard-magnetic phases. 

Kerr microscopy is an optical technique that uses the magneto- 

optical Kerr effect (MOKE) to visualize magnetic domains within 
grains up to 0.1 µm spatial resolution. MOKE captures the interaction 
between the incident linearly polarized light and the magnetic stray 
fields on the surface of a ferromagnetic sample. The incident linear 
polarized light becomes elliptically polarized after reflection. With 
respect to the incident linear polarization plane, the major angle of the 
reflected polarized ellipse is called the Kerr rotation angle (αK). The 
advantage over other methods is that large areas can be scanned in a 
short time to detect orientation differences within sintered components. 
This applies to both hard and soft magnetic materials. 

The state of magnetization and orientation of the grain to the inci-
dent plane of the polarized light influences the rotation. In the case of 
thermally demagnetized FeNdB magnets, the grains provide no net 
magnetization. However, on a micromagnetic scale, the internal stray 
field minimization leads to the development of magnetic domains of 
opposite magnetization direction within the grain. It is essential that in 
materials with high uniaxial crystalline anisotropy, the domain 
magnetization direction follows the crystalline anisotropy axis, which is 
also the preferential axis of magnetization (i.e., the magnetic easy axis). 
Therefore, our approach to establishing a training dataset and 

Fig. 2. Correlative microscopy of the microstructure of a sintered FeNdB-type magnet with the axis of anisotropy (c-axis) perpendicular to the image plane (a, b, c) 
and within the image plane (d, e, f). The bright field images (a, d) visualize (1) the hard-magnetic phase, (2) the grain boundary phase, and (3) RE-oxides and pores. 
In the KM images (b, e), the domain structures and the underlying grain orientation of the hard-magnetic phase become visible. The morphology of the domain 
patterns can be correlated with the color-coded SEM-EBSD IPF map (c, f). The morphology of the domain pattern depends on which crystallographic axis of the 
FeNdB-crystal structure is visible in the plane of observation (g). 
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subsequently quantifying the grain orientation distribution is based on, 
and limited by, the resulting polar MOKE phenomena and can be sum-
marized as Domain Pattern Analysis and Crystallographic Orientation 
Measurement (DoPACOM). 

Grain orientation can be represented as a function of Euler angles φ1,

Φ, φ2 (Bunge notation) as follows: 

f(g) = f(φ1, Φ, φ2) (1) 

The DoPACOM models were trained on orientation angles θ [0◦,180◦] 
and ρ [0◦,90◦], which are reduced forms of EBSD Euler angles φ1 and Φ. 
A rotation corresponding to the φ2 angle is not detectable by polar 
MOKE as it was seen that for φ2 angle, the grains from KM did not show 
any visible or measurable changes nor affected the magnetic properties. 
Additionally, due to the symmetry, the range of Euler angles (Bunge 
notation) is reduced as follows: 

θ =

{
φ1, if φ1 ≥ 0∘ and φ1 ≤ 180∘

φ1 − 180∘, if φ1 > 180∘

}

(2)  

ρ =

{
Φ, if Φ ≥ 0∘ and Φ ≤ 90∘

90∘ − (Φ − 90∘), if Φ > 90∘

}

(3) 

Fig. 3 shows the coordinate system for quantifying the reduced 
orientation from the Kerr microscopy image where the orientation of the 
grains around the x and y axis affects the orientation values θ and ρ, 
respectively. 

Further, in acquiring the EBSD mapping and Kerr microscopy images 
for the training dataset, special care had to be taken to establish the 
proper correlative position and to ensure that the coordinate systems of 
the sample and the respective microscope were aligned correctly. As 
discussed in Section 1.1, the anisotropy or alignment of the grains in the 
sample affects the magnet’s properties, which can be controlled during 
the manufacturing process. Eq. (4) estimates the remanence of the 
magnet based on the degree of alignment and other parameters (non- 
varying) [28]. 

Br ∝(Js* β)*
{(

ρ
ρ0

)

* (1 − α)
}

* f (4)  

Where Js is the saturation magnetization of the grains, β is the temper-
ature coefficient of the saturated magnetization, ρ/ρ0 is the ratio of the 
actual to the theoretical density of the magnet, (1 − α) is the volume 
fraction of the hard-magnetic FeNdB phase, and f is the fraction of the 
grains aligned in the direction of easy magnetization. Except for the 
parameter f , other parameters remain unchanged during the compac-
tion stage of the sample manufacturing. Therefore, it can be a potential 
indicator for measuring the degree of grain alignment. Using our model, 
the grain alignment is measured in terms of the two orientation angles 
mentioned above, theta and rho. 

4. Model training and architecture 

4.1. Materials and training dataset 

The training dataset was acquired by correlating the orientation data 
measured by SEM-EBSD-mappings with images taken using a Kerr mi-
croscope for each individual grain in the mapping area. The KM images 
were acquired using a Zeiss AxioImager.M2 microscope with an expo-
sure time of 6 s at 1000x optical magnification. The microscope was set- 
up for polar Kerr effect with 88◦ angle between the polarization planes 
using a Zeiss HXP 120 C as light source. The corresponding EBSD map 
was acquired using a Zeiss Sigma 300 VP scanning electron microscope, 
operated at 20 kV and equipped with Hikari Super EBSD camera. 

The acquisition time for the EBSD mappings was about 2.5 h, 
providing a mapping area of about 500 µm x 400 µm at 0.7 µm step size 
and at a magnification of 450x. Adding 30 min post-processing time, 
gives 3 h until data is available. The acquisition time for the KM images 
in our setup was about 6 s per image. To cover the same area as in the 
EBSD mapping 4 × 4 image tiles need to be acquired. The total acqui-
sition time on the Kerr microscope was 20 min for 16 image tiles, 
including the movement of the microscope x-y-table and the adjustment 
of the optical focal plane for each tile. 

The Euler angles from EBSD mapping are three continuous values 
(φ1, Φ, φ2) that represent the crystal orientation of each grain in the 
sample, and these angles are assigned to corresponding grains in the KM 
images. Therefore, EBSD Euler angles are considered the reference 
(ground truth) for training, validating, and testing the model. The 
samples (see Table 1) for acquiring the training dataset were micro-
sections of commercially available FeNdB sintered permanent magnets, 
which were thermally demagnetized beforehand. 

Table 1 shows the overview of the samples used for experiments in 
this paper, their magnetic properties, and grain statistics, including the 
number of grains and equivalent circle diameter (ECD) Φ. Samples 
FeNdB-T and FeNdB-V are used for the training and validation of the 
model, respectively, and samples FeNdB-AP, FeNdB-TP, and FeNdB-IP 
are used for testing the performance of the trained model. 

FeNdB-T and FeNdB-V are axially pressed samples with a mean grain 
size of 10 µm measured as an equivalent circle diameter. The sample is 
anisotropic and therefore has been sectioned carefully in steps of 15◦ to 
produce an unbiased dataset, as seen in Fig. 4(b). Fig. 4(c) shows an 
example of the 3D domain structure in the grain. The difference in the 
appearance of the domain structure is visible when it is sectioned along 
the surface plane and perpendicular to the surface plane. The domain 

Fig. 3. DoPACOM coordinate system for orientation quantification from Kerr 
microscopy image. The orientation of the grains around the x axis affects the θ 
value, and their orientation around the z axis affects the ρ value. 

Table 1 
Overview of the characteristics of the sintered FeNdB magnets used for the training, validating, and testing of the machine learning models. Samples FeNdB-T and 
FeNdB-V were used to train and validate the models, and FeNdB-AP, FeNdB-TP, and FeNdB-IP samples were used for testing the trained model. ECD [µm] Φ is the 
equivalent circle diameter of the extracted grains in the sample.  

Sample Measured mean ECD Φ [µm] Br [T] BHmax [kJ/m3] HcJ [kA/m] #Grains Dataset 

FeNdB-T 10 1.11 235 2625 3453 Training set 
FeNdB-V 10 1.11 235 2625 864 Validation set 
FeNdB-AP 10 1.34 340 1115 732 Test set 
FeNdB-TP 10 1.41 385 1115 690 Test set 
FeNdB-IP 10 1.44 400 1115 837 Test set  
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structure patterns change from closure to stripe as the sectioned angle 
changes from 0◦ to 90◦ The domain structure patterns and their contrast 
depend on the processing parameters and applied magnetic field. 
Further, the difference in the KM image of the same sample at a different 
sectioned angle is shown in Fig. 4. 

The test samples FeNdB-AP, FeNdB-TP, and FeNdB-IP are sintered 
FeNdB magnets with different degrees of alignment, in which the 
orientation of the pressing direction to the direction of the applied 
external magnetic field was varied during pressing. 

4.1.1. Dataset for training the regression models 
With the change in the orientation φ1 and Φ, the image features such 

as domain contrast, the domain structure orientation, and the entropy of 
grains extracted from KM also change. However, a rotation corre-
sponding to the φ2 angle is neither detectable by polar MOKE nor affects 
the magnetic properties. Moreover, the KM image of the magnet does 
not show visible changes when there are changes in the φ2 value. 
Therefore, as mentioned in Section 3, the reduced EBSD Euler angles φ1 
and Φ is considered for training the models. 

Fig. 5 shows the distribution of 11 out of 13 Haralick parameters 
(HP) [29] calculated from each grain in the sample for the φ1 orientation 
values. The features extracted from grain with φ1 [181◦, 360◦] follow 
the same distribution as for the φ1 [0◦, 180◦]. Further, similar distri-
bution was seen when other image features, such as the deep features 

from the pre-trained VGG16 model [30] and color features [31] 
(colorfulness and domain contrast), were extracted from the grains, 
suggesting that there is symmetrical behavior between φ1 [0◦, 180◦] and 
φ1 [181◦, 360◦]. For the Φ orientation, the values are [0◦, 95◦]. There-
fore, a new coordinate system was adopted with reduced φ1 and Φ 
orientations, referred to as θ [0◦, 180◦] and ρ [0◦, 90◦], respectively, 
using Eqs. (2) and (3). Haralick parameters H-1, H-2, H-4, H-6, H-7, and 
H-10 refer to the angular second moment, contrast, sum of 
squares-variance, sum average, sum variance, and difference variance, 
respectively [29]. And H-5, H-8. H-9, H-11, and H-12 refer to inverse 
difference moment, sum entropy, entropy, information measure of 
collection 1, and information measure of collection 2, respectively [29] 

Finally, the dataset for training and testing the crystal orientation 
prediction model from the KM image has the extracted grains from KM 
as its input and corresponding θ and ρ as the ground truth. Out of 4317 
grains extracted from the FeNdB sample, 3453 grains are used for 
training purpose and remaining 864 grains are used for validation of the 
learning models. Grains from AP, TP, and IP samples are used for testing 
the trained models. Fig. 6 shows the distribution of grain orientation 
values for training the models, and it can be seen that the dataset is 
imbalanced, with most of the grains having θ values in the range of 40◦

to 130◦ and ρ values greater than 30◦ The dataset imbalance has been 
compensated using data augmentation on the grains that are less in 
number. Data augmentation techniques, such as adding noise and 
translational shifts, have been used to populate the under-sampled re-
gions in the dataset. The augmentation involves adjusting the di-
mensions of the grain images, introducing a 10% shift in height and 
width. Furthermore, the images undergo zooming and panning opera-
tions within limits of 0.75 to 1, effectively changing their scale. Gaussian 
noise is added to increase the variability, ranging from 5% to 7% in-
tensity, simulating real-world image imperfections. The application of 
motion blur using a kernel size of 3 contributes to this by emulating the 
blurring effects of motion during image capture [32]. The choice of 
binning size for θ and ρ, set at 10◦ and 5◦ respectively is for the visu-
alization only, aligns with the predetermined grain orientation tolerance 
values of 10◦ and 5◦ for each parameter. 

4.2. Grain orientation prediction models from Kerr microscopy 

The models to predict the orientation of the grain from FeNdB 
magnet samples are regression models based on the supervised learning 
approach. Two separate regression models were trained to predict θ and 
ρ, respectively. Traditional machine learning and advanced deep 
learning approaches were considered for training the orientation pre-
diction model. The traditional ML approach includes manual feature 

Fig. 4. Sample preparation for the training dataset. (a) Kerr microscopic image 
of a cuboid sample of the anisotropic sintered FeNdB magnets sectioned at 0◦, 
45◦, 60◦, and 90◦ at 1000x. The change in the appearance of the micromagnetic 
domain patterns when sectioned at various angles is visible. (b) The sample is 
sectioned in steps of 15◦ (c) Simulation of the domain structure appearance in 
3D. The domain structure changes along the grain in 3D from closure to stripe 
and vice versa depending on the magnetic field direction and processing con-
ditions or parameters. 

Fig. 5. The distribution of the texture features extracted from the individual grain image from the sample used for training the models against the φ1orientation 
obtained from the EBSD measurement. (a) and (b) show the similarity in the features extracted from the grains with φ1 orientation between selected Haralick 
parameters against φ1 orientation [0◦, 180◦] and [181◦, 360◦]. 
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extraction from input image data that can be used for ML model training. 
DL architectures are complex and feature automatic extraction from the 
input dataset. The KM images of FeNdB-T and FeNdB-V are preprocessed 
to remove the artefacts and oxides, then detecting the grain boundaries 
to extract the individual grains from the KM image dataset. The pre-
processing steps to create a gallery of individual grain images from KM 
data are based on the deep learning segmentation model discussed by 
Choudhary et al. in [33]. As part of the post-processing steps, the grains 
with ECD smaller than 2 µm are ignored. The preprocessing and 
post-processing steps for both ML and DL approaches remain the same. 
Further, the concordance coefficient of correlation [34] (Rccc), and mean 
absolute error (MAE) are the metric used for the comparison of ML and 
DL models. 

Rccc =
2* σ12

(μ1 − μ2)
2
+ σ2

1 + σ2
2

(5)  

Where (μ1, σ1) and (μ2, σ2) are the mean and standard deviation of 
actual and predicted values, σ12 is the covariance for the actual and 
predicted values. 

All the experiments were performed using Python version 3.7 and 
open-source libraries such as Scikit-learn for ML [35], and Keras [36], 
for DL, on a system with a 256 GB NVIDIA Quadro RTX 8000 graphics 
card. 

4.2.1. Traditional machine learning regression model 
Different features from grains are extracted manually to train the ML 

model to predict θ and ρ from the grains of KM data. Table 2 shows the 
different features extracted from each grain in the samples, including 
texture, color, shape, morphology, and domain statistics information. 
The size of the feature set is 45-dimensional, with 13 Haralick param-
eters describing the textural information in the grain. There are three 
morphological features, three domain network statistics, one RGB 
colorfulness [31], and 25 features from Zernike moments [37] that 

provide information to characterize and quantify the shape of the 
domain structures. The domain structure’s mean orientation, aspect 
ratio, and grain area are the three morphological features. The 
remaining three features are domain statistics calculated from the 
skeletonized image of domain structures [38]. 

Fig. 7 shows examples of the skeletonized image of the domain 
structure, which is used to calculate statistics such as the number of 
nodes, longest pattern, and standard deviation between the individual 
domain patterns within the grain. Fig. 7(c) and (d) show the nodes in the 
blue dots and the skeleton of the pattern referred to as branches in red. 
The grains with stripe patterns have a lesser number of nodes and 
branches. Further, the branches for the grains with stripe patterns are 
more sparsely distributed than in grains with the closure domain pat-
terns, as seen in Fig. 7(c). 

The extracted 45-dimensional feature is used to train different 
traditional regression models that include tree-based models such as 
AdaBoost regressor with the random forest as a base learner (A-RF), 
gradient boosting (GB), and extreme gradient boosting (XGB) as well as 
simple artificial neural networks such as a multi-layer perceptron (MLP). 
Based on the model’s performance on the validation dataset, hyper-
parameters were tuned for better generalization and to avoid overfitting. 

4.2.2. Advanced deep learning regression model 
The limited data for training a DL model imposes constraints, as it 

becomes challenging to converge the model to learn meaningful infor-
mation from the dataset. Therefore the transfer learning [39] approach 
has been considered, which has the advantage of generalizing well to the 
custom dataset of a smaller size despite its being trained on different 
subjective knowledge (e.g., ImageNet [40] and CIFAR-100 [41]). The 
transfer learning technique has frozen the pre-trained model’s feature 
extraction layer. The custom fully connected (FC) layers replace the 
existing FC layer to adapt the domain orientation datasets. The feature 
extraction layers from different pre-trained models were tested along-
side the custom FC layer. Pre-trained models such as VGG16 [30], 
ResNet50V2 [42], and EfficientNetB0 [43] are screened out of different 
pre-trained models that are trained on ImageNet [31]. Since these 
pre-trained models are trained on the classification task, the final layers 
are replaced by the custom FC layers with a regression layer to output 
continuous values instead of discrete values. The custom FC layer has 
three dense layers with 32, 16, and 8 neurons in each layer, respectively, 
with batch normalization with weight decay of 0.001 and momentum 
set to 0.9, dropout layer with 60% dropout rate, and L2 regularization 
with 1 × 10− 4 as decay or lambda value to avoid overfitting the learning 
models. The dense layers have ReLu as activation function and weights 

Fig. 6. Grain orientation data distribution used for training the ML models. (a) theta (θ) values and (b) rho (ρ) values. The data distribution for the θ and ρ predicting 
models are different and are processed separately. The choice of binning size here is for the visualization only. 

Table 2 
Types of features extracted manually from each grain in the sample and 
description of the parameters extracted from each feature.  

Features Description 

Texture Haralick parameters 
Color RGB colorfulness 
Shape Zernike moments 
Morphology Orientation, aspect ratio, and area 
Domain Statistics Nodes, longest pattern, and standard deviation between patterns  
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are initialized with Xavier initialization [44]. Additionally, a simple 
baseline convolutional neural network (CNN) with four convolutional 
layers, two 2D max-pooling layers, and three dense layers with a final 
layer having one output was trained alongside pre-trained models. This 
baseline model was considered to form a basis for expectations from the 
pre-trained model with better feature extraction layers. 

The input image for all DL regression models is an RGB image of 224 
× 224 pixels. Mean squared error and mean absolute percentage error 
was used as the loss function and performance metrics, respectively, 
using Adam as the optimizer with a dynamic learning rate. The reduce 
on plateau [45] approach was chosen to reduce the learning rate by 0.1 
when the model stops learning for ten continuous epochs, with the 
minimum learning rate being 1 × 10− 9. The batch size is set to 24. The 
model’s hyperparameters to predict θ and ρ are the same, and models 
were trained for 500 and 300 epochs, respectively. 

5. Results 

5.1. Performance evaluation of the grain orientation predicting model 

The performance evaluation on the validation dataset with 864 
grains from the FeNdB-V sample was compared for the trained ML and 
DL models. Among the traditional ML models considered for the ex-
periments, the A-RF model achieved the highest performance for both θ 
and ρ in terms of the MAE and Rccc. The MAE for θ and ρ from the trained 
A-RF model are 7.0◦ and 5.0◦ respectively. Similarly, the Rccc for θ and ρ 
are 0.84 and 0.81 respectively. Conversely, the fine-tuned Effi-
cientNetB0 model achieved the lowest MAE value for both θ and ρ, of 

3.5◦ and 3.0◦ respectively, among all the models. 
Table 3 shows the performance of each ML and DL model for the 

validation set. The baseline model predicted the θ and ρ values with a 
higher error than the other DL models. 

Fig. 8(a-d) compares the trained A-RF model and fine-tuned Effi-
cientNetB0 model on the validation dataset. The predictions from the A- 
RF model on grains with θ values lower than 60◦ and higher than 120◦

produced a very high error when compared to the grains with θ values in 
the range of 60◦ to 120◦. That would mean the A-RF model fails to learn 
the accurate data distribution and only performs well on grains with θ 
values in the 60◦ to 120◦ range. However, the fine-tuned EfficientNetB0 
model predicts the orientation with high error for grains with θ values 
less than 10◦ and more than 170◦. 

The difference in the performance of the trained models on the 
validation set for the ρ prediction can be seen in Fig. 8(c) and (d). The A- 
RF model results in more variance, with a MAE of 5.0◦ and Rccc of 0.81 
compared to the fine-tuned EfficientNetB0 model, which predicts with 
lesser error and agrees well with measured EBSD values. The fine-tuned 
EfficientNetB0 has a MAE of 3.0◦ and Rccc of 0.94. Out of the 8 different 
regression models trained, fine-tuned EfficientNetB0 model resulted in 
lowest prediction error for both θ and ρ as shown in Table 3. The 
generalization ability of trained model is primarily assessed on the test 
set. The grains from the test samples FeNdB-AP, FeNdB-TP and FeNdB-IP 
also referred as AP, TP and IP respectively are not part of training and 
validation set. Fig. 8 (e-f) shows performance of the fine-tuned Effi-
cientNetB0 model on test set samples which resulted in the MAE less 
than 5.0 for both θ and ρ values. 

5.2. Measuring the robustness of the trained DL model on samples with 
different degrees of alignment 

From the above discussion, it can be concluded that the trained DL 
model (fine-tuned EfficientNetB0) outperforms the traditional ML model 
(A-RF) in predicting grain orientation from the KM data for the magnet 
samples. One of the applications of the trained crystal orientation pre-
diction model could be to determine the grain alignment in the samples, 
which is affected by the processing conditions of the sintered magnet 
samples, affecting extrinsic magnetic properties such as remanence (Br). 

As discussed in Section 1.1, the manufacturing process affects the 
alignment of the grains and accordingly produces AP, TP, or IP samples. 
AP, TP, and IP samples are considered in evaluating model performance 
for new samples not part of the training and validation set. 

As shown in Fig. 9, the IP samples have grains with domain patterns 
that are better aligned in one direction and achieve higher Br than the AP 

Fig. 7. Workflow to extract the domain structures and calculate domain statistics from different grains. (a) original images of grains, (b) binary mask of the extracted 
domain structures, (c) domain network, and (d) domain network showing nodes in blue and branches in red, respectively. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 

Table 3 
Performance comparison among different machine learning and deep learning 
regression models tested on the validation set for prediction of grain orienta-
tions. The fine-tuned EfficientNetB0 outperformed in terms of the mean absolute 
error (MAE) and correlation coefficient (Rccc).   

Models θ [◦] ρ [◦] 

MAE Rccc MAE Rccc 

ML A-RF 7.0 0.84 5.0 0.81 
GB 8.7 0.64 8.3 0.76 
XGB 9.2 0.73 5.1 0.80 
MLP 11.4 0.56 10.3 0.59 

DL Baseline model 9.6 0.61 9.1 0.67 
VGG16 fine-tuned 6.9 0.86 5.7 0.84 
ResNet50V2 fine-tuned 6.6 0.88 4.9 0.89 
EfficientNetB0 fine-tuned 3.5 0.93 3.0 0.94  
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and TP samples. TP has better Br than AP samples because of the higher 
number of grains aligned along the geometric axis of preferential 
orientation. This information can be obtained from the grain orienta-
tion, and the sample with lesser spread or standard deviation for grain 

orientation (θ and ρ) values within the sample has better grain align-
ment, suggesting that the sample has high remanence and a high degree 
of alignment. 

Moreover, one of the ways to evaluate the statistical reliability of the 

Fig. 8. Comparison between the predictions from trained ML (adaptive boosted random forest) and fine-tuned DL (EfficientNetB0) regression models against the 
ground truth EBSD measurements on the validation set. (a) theta predictions from the ML model, (b) theta (θ) predictions from the DL model, (c) rho (ρ) predictions 
from the ML model, and (d) rho (ρ) predictions from the DL model. Additionally, the performance of the fine-tuned DL regression model on test set for predicting (e) 
theta and (f) rho is shown. 

Fig. 9. Kerr micrographs showing the grain orientation of the axially pressed (AP), transversal pressed (TP), and isostatically pressed (IP) sintered FeNdB magnet at 
1000x magnification. The measured magnetic remanence (Br) increases from AP to IP. The schematic diagram shows the AP, TP, and IP samples’ pressing (P) and 
magnetic field (H) direction. Ideally, a uniaxial grain orientation distribution (texture) along the indicated direction of Hext is produced. 
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DL-based predictions is to correlate the predicted orientation of grains in 
each sample with the intrinsic magnetic property, such as magnetic 
remanence. Sawatzki et al. [46] calculated the remanence values of 
FeNdB sintered magnets by using the orientation histogram from EBSD 
to demonstrate the reliability of the orientation histogram with mag-
netic measurements. The statistical dispersion of the grain orientation of 
each sample can be measured using different methods, such as standard 
deviation (SD) or interquartile range (IQR). The predicted grain orien-
tation distribution in the AP, TP, and IP samples in terms of the θ values 
are non-skewed with Gaussian curve fitting. However, for the ρ values, 
there is a skewed right-hand distribution, and Weibull curve fit is 
selected, as seen in Fig. 10 (a and b). The spread of the data distribution 
can be statistically linked to grain misorientation. For this, the deviation 
of each grain’s orientation from the axis of easy magnetization for all 
grains in the sample is calculated. Misorientation is then quantified 
using the IQR as a measure of data spread, providing insight into the 
overall variability in grain orientation values relative to the axis of easy 
magnetization. 

Further, Fig. 10(c) and 10(d) show that there is a similar trend be-
tween the magnetic remanence (Br) and misorientation values obtained 
from the orientation histogram of the θ and ρ using the EBSD and trained 
DL method. The magnetic remanence for the AP sample is lower than in 
TP and IP samples, and it is due to the fact that there is high misorien-
tation in grains from the AP sample than in TP and IP, which can also be 
seen from the results of the predicted values from the trained DL model 
(shown in Fig. 10(c)). In Fig. 10(d), for each of the four lines, three 

misorientation points represent AP, TP and IP samples respectively. The 
points with the highest Br value of 1.44 T is IP, and the lowest Br value of 
1.34 T is the AP sample. The one with a Br value of 1.41 T is the TP 
sample. 

6. Discussion 

One of the preprocessing steps for the grain orientation prediction 
workflow involves extracting the grains from KM images via a pre- 
trained grain extraction model using the approach described in [33]. 
It requires the removal of artefacts such as pores and oxides, followed by 
the trained grain boundary detection model to extract individual grains. 
During the post-processing steps to clean the raw EBSD map, the 
morphology of the grains changes [47] such that the pores and oxides 
inside the grains are filled with the nearest pixels. Fig. 11 shows that 
pores are replaced with neighboring pixels for the grains marked as 1 
and 2. Further, the morphology of the grains is also influenced by the 
applied post-processing step in EBSD [47]. However, further investiga-
tion of the grain size comparison between the results from KM (trained 
models) and EBSD suggests that the Kerr micrographs provide flexibility 
to carry out precise grain size analysis by eliminating the after effects of 
post-processing step carried out as part of EBSD. 

Nevertheless, using the KM image for the grain size analysis 
approach offers more flexibility in that the measurement of grain 
structure can be carried out via two methods. The Kerr microscopy 
approach (A) involves measuring the grain with actual internal 

Fig. 10. Statistical reliability of the predictions from the fine-tuned DL regression model found by correlating them with magnetic remanence (Br) of the samples 
with different degrees of alignment or texture. (a) and (b) histogram of the predicted theta and rho orientation from grains of AP, TP, and IP samples showing the 
spread of the dataset as a standard deviation, (c) calculated misorientation as a function of interquartile range from histogram orientation (deviation from axis of easy 
magnetization) of theta and rho obtained from trained model predictions and EBSD respectively, and (d) linear correlation between the Br and misorientation in AP, 
TP and IP samples obtained from predicted values and measured EBSD. 
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structures, so pores and oxides are not included. Kerr microscopy (B) 
involves filling the regions containing pores and oxides within the grains 
with the nearest pixels and bringing them closer to the EBSD measure-
ments. The grain size measured using all three approaches is shown in 
Fig. 11, and the difference in results is due to the change in the 
morphology of grains in the EBSD map. This highlights the importance 
of Kerr microscopy for sample characterization involving grains, as it 
provides information that is close to reality. 

However, note that for the grain orientation prediction models the 
correlative KM and SEM-EBSD data are needed for training phase only. 
Once the models are trained, only KM images of the test samples are 
needed as the input to predict the grain orientations. 

6.1. Performance comparison between ML and DL approaches 

The random forest regressor with adaptive boosting gives better re-
sults than the other traditional ML approaches tested. Compared to the 
ensemble or tree-based models (A-RF, GB, and XGB), MLP, an artificial 
neural network, struggled with structured data due to its preference for 
unstructured data like images [48]. Moreover, XGB has proven to 
optimize better than GB and RF when tested on tabular data. However, 
due to the size of the training set here, it was more feasible to tune the 
A-RF model compared to XGB, which involves highly sensitive hyper-
parameter tuning. 

The performance of the A-RF model suggests that the features 
extracted from the grains have a definite relationship with the ground 
truth values of θ and ρ. The feature importance plot suggests that 
texture, color, morphology, and domain statistics notably affected 
model generalization, while shape features had minimal impact and can 
be omitted in future A-RF training. 

However, fine-tuned DL models outperformed ML models. The 
baseline DL model, with only fully connected layers, struggled to 
generalize from the training dataset. The baseline’s prediction error was 
about 2.5 times higher than EfficientNetB0 and nearly twice as high as 
fine-tuned VGG16 and ResNet50V2 models. This underscores the sig-
nificance of transfer learning, suggesting that direct training on the 
FeNdB-T magnet grain dataset couldn’t adequately learn the correlation 
between grain features and orientation. Pre-trained models excel at 
feature extraction, even though they are trained on different subjective 
knowledge, such as the ImageNet dataset [49]. 

The high error of the fine-tuned EfficientNetB0 model in predicting θ 
values for grains with θ 〈 10◦ or 〉 170◦ could stem from the limited 
training examples in that range, as noted in Section 4.1. For ρ prediction, 
the trained A-RF model struggled with grains having ρ > 70◦, despite a 
substantial number of training grains falling between 60◦ and 90◦ ρ 
values significantly impact grain domain contrast [50], particularly for 
higher ρ values due to diminished contrast. The A-RF model couldn’t 
generalize over the skewed dataset distribution (seen in Fig. 6(b)) due to 
the lack of adequate features explaining domain contrast variation. In 
contrast, the fine-tuned EfficientNetB0 model exhibited better general-
ization, underscoring the DL approach’s auto feature extraction 
capturing diverse image features. 

6.2. Evaluation of robustness of the trained DL model on samples with 
different degrees of alignment 

The plots for AP, TP, and IP samples in Fig. 10(c) exhibit strong 
agreement between predicted and measured EBSD values. The mean 
difference for θ is under 4◦ for AP and IP, and under 2◦ for ρ, indicating a 
minor consistency bias in DL model predictions, approximately 2% for 
both θ and ρ. The agreement limits for θ are below 10◦, and below 5◦ for 
ρ, despite the higher remanence in the testing samples compared to the 
training sample (Table 1). 

Furthermore, the standard deviation of predicted orientation values 
histogram distribution in Fig. 10(a) and (b) suggests that AP has a wider 
spread compared to TP and IP. IP exhibits a smaller spread of 8.6◦ for θ 
and 6.0◦ for ρ, indicating more grains aligned in one direction. This 
improvement in grain alignment from AP to IP can be attributed to 
sample characteristics, with IP having a Br of 1.44 T, significantly higher 
than AP’s 1.34 T. 

Moreover, as expected, the misorientation value decreased from AP 
to IP, closely mirroring the trend observed with the EBSD values, as 
shown in Fig. 10(d.) Both EBSD and the trained DL model exhibited a 
similar negative linear correlation between misorientation and Br. The 
deviation between predicted and EBSD values based on misorientation 
data ranged from 1◦ to 4◦ Thus, the DL model’s predicted values align 
well with the EBSD method for grain orientation determination. 

Fig. 11. Correlative Kerr micrograph and SEM-EBSD map of sintered FeNdB magnet, showing the difference in the area of the two specific grains using a measured 
EBSD approach and the calculated area from KM using approaches (A) and (B). Approach (B) fills holes caused by pores and oxides with neighboring pixels, resulting 
in an area close to measured EBSD values. Approach (A) results in a lower grain area as holes are left as it is. 
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6.3. Strengths and limitations 

In addition to the prediction accuracy achieved with the DL model, 
our approach offers two important advantages compared to analyzing 
the anisotropy of sintered FeNdB-magnets using EBSD mappings. Firstly, 
the time needed for data acquisition and processing is significantly 
shorter with our method. Considering an area typical for single EBSD- 
mappings, 500 µm x 400 µm in our case, this takes about 3 h with 
EBSD but only about 20 min for KM-image acquisition and processing. 
The combined time required to initialize the developed model for θ and ρ 
value is 8 s and to apply on the KM-image of 16 tile images (4317 grains) 
with 1000x magnification including the pre and post processing steps is 
16 min. Thus, with our experimental setup, measurements can be pro-
vided about 5 times faster and has prediction error below 5◦. 

Secondly, our approach enables users of Kerr microscopes to do 
quantification of anisotropy of sintered FeNdB magnets without the 
need to use SEM-EBSD equipment, which is usually more expensive in 
purchase and more complex in operation than microscopes with a 
MOKE-functionality. Also, acquiring images over a large distance on the 
sample is easier on a microscope than in SEM-EBSD. This becomes a 
benefit when the goal is to analyze a large, coherent sample area. 

Nevertheless, the developed approach has limitations to consider. 
The model predicts orientation comparatively less accurately and with 
lower confidence when the sample contains many grains with closure 
domain structures. These structures are common when samples are 
sectioned perpendicular to the applied magnetic field. To improve pre-
diction accuracy, it’s advisable to obtain samples for analysis with fewer 
fully developed closure domain structures. Additionally, it is to be noted 
that the developed approach predicts reduced Euler angles where φ2 
orientation not included as it was observed that KM image did not have 
information that can be used for training the ML or DL models. Finally, 
the applicability of developed models in this paper is shown for RE- 
based sintered magnets, which account for about 20% of the perma-
nent magnet volumetric market with annual sales of ~18 billion US$ in 
2020 [51]. In future work, we aim to demonstrate that our method of 
analyzing MOKE images using deep learning concepts can also be 
applied to SmCo-type sintered magnets. 

7. Conclusions and further work 

We present the results of a data-driven approach for the quantifica-
tion of anisotropy of sintered FeNdB magnets using data from Kerr mi-
croscopy images. The use of correlative Kerr microscopy and SEM-EBSD 
mappings for the dataset preparation to train models is presented in this 
paper. The effectiveness of traditional machine learning and the 
advanced deep learning approach for predicting grain orientation based 
on the grain image obtained from KM data is discussed in detail. 

The trained DL model outperforms the traditional tree-based ML 
model for the prediction of grain orientation and produces a low error of 
about 2% when compared to the EBSD approach. Further, the trained DL 
model provides stability and robustness when tested on samples with 
different degrees of alignment that were not part of the training set. The 
model prediction produced an error of 1◦− 4◦ for AP, TP, and IP samples. 
The relationship between the reliable statistics obtained from the 
orientation histogram and magnetic property remanence was consid-
ered in evaluating the performance of the developed DL-based approach. 
Furthermore, we demonstrated that using our experimental setup, the 
duration for data acquisition and processing of KM images by DL model 
for orientation prediction is reduced by a factor of 5 compared to EBSD. 

Considering the growing database of grains from FeNdB magnets 
with different grain sizes, along with rapid developments in machine 
learning architecture, it should be possible to overcome the current 
limitations of the developed model. As part of future work, analyzing the 
anisotropy of sintered FeNdB magnets with non-uniform grain orienta-
tion distribution, such as with pole strength differences using the 
developed approach will be carried out. 

Lastly, considering expanding our approach to resin-bonded FeNdB 
magnets and other types of hard-magnetic materials, such as SmCo-type 
sintered magnets, we are confident that the procedure of training models 
of KM images and EBSD-data is also suitable for quantifying the 
anisotropy in these materials. 

Supplementary Material 

Refer to the supplementary material for the comparison between the 
predicted grain orientation values from fine-tuned DL model and 
measured EBSD values for the isotropic sintered FeNdB magnet. The 
information on the time and effort for hyper-parameter tuning of the 
models for grain orientation prediction are also included. 
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