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ABSTRACT Brain–computer interfaces (BCI) facilitate communication between the human brain and
computational systems, additionally offering mechanisms for environmental control to enhance human life.
The current study focused on the application of BCI for communication support, especially in detecting
unspoken answers to questions. Utilizing a multistage neural network (MSNN) replete with convolutional
and pooling layers, the proposed method comprises a threefold approach: electroencephalogram (EEG)
measurements, EEG feature extraction, and answer classification. The EEG signals of the participants are
captured as they mentally respond with ‘‘yes’’ or ‘‘no’’ to the posed questions. Feature extraction was
achieved through anMSNN composed of three distinct convolutional neural networkmodels. The first model
discriminates between the EEG signals with and without discernible noise artifacts, whereas the subsequent
two models are designated for feature extraction from EEG signals with or without such noise artifacts.
Furthermore, a support vector machine is employed to classify the answers to the questions. The proposed
method was validated via experiments using authentic EEG data. The mean and standard deviation values
for sensitivity and precision of the proposed method were 99.6% and 0.2%, respectively. These findings
demonstrate the viability of attaining high accuracy in a BCI by preliminarily segregating the EEG signals
based on the presence or absence of artifact noise and underscore the stability of such classification. Thus,
the proposed method manifests prospective advantages of separating EEG signals characterized by noise
artifacts for enhanced BCI performance.

INDEX TERMS Answer to question, convolutional neural networks, electroencephalogram, multistage
neural networks, personal model, support vector machine.

I. INTRODUCTION
The faculty of communication is indispensable for human
life. Individuals rendered speechless owing to afflictions
such as stroke or post-neurosurgery encounter significant
challenges in expressing themselves. Systems capable of
facilitating nonverbal communication, specifically, the provi-
sion of answering questions, could substantially improve the
therapeutic and rehabilitative processes for these individuals.

The associate editor coordinating the review of this manuscript and

approving it for publication was Li Zhang .

Historically, several paradigms for communication support
have been advanced. These range from eye-tracking systems
used for keyboard operations [1] to comprehensive brain
activity analyses [2], [3], [4], [5], [6], [7], [8], [9], [10], [11].
Active systems like eye-tracking necessitate user training and
may thus pose difficulties to certain individuals. In contrast,
passive systems that interpret brain activity to decipher intent
require no such learning curve. This study focuses on tech-
niques that enable communication through a brain–computer
interface (BCI).

A BCI functions by monitoring cerebral activity dur-
ing the mental visualization of a motor action, such as
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lifting a hand, or speaking a specific word, e.g., ‘‘yes’’
or ‘‘no.’’ To date, several methods have been developed
to analyze brain activity, including functional near-infrared
spectroscopy (fNIRS) and electroencephalograms (EEGs).
In fNIRS-based approaches, motor imagery [2] and alter-
ations in mental state [3], [4] are examined through metrics
like oxygenated hemoglobin (HbO) levels to distinguish
between ‘‘yes’’ and ‘‘no’’ responses. Naito et al. [3] classified
answers to questions based on variations in the mental state
(brain active = yes; relaxed state = no) by analyzing the
alterations in the cerebral blood volume. Chiarelli et al. [2]
classified the answers to questions based on motor imagery
of right- and left-hand motions using a deep neural network
(DNN). Naseer et al. [4] classified answers based on the
changes in the mental state (mental arithmetic = yes; relaxed
state = no) by analyzing changes in HbO using a support
vector machine (SVM).

The equipment required for fNIRS is expensive and incon-
venient to wear because the device may need to be worn
for over 30 min. Therefore, although fNIRS-based assistive
systems do not require any special training or prior practice
to operate, their usage and application in daily life is limited.
Moreover, direct recording of brain activity while imagin-
ing a word has not been reported in any previous fNIRS
study. Conversely, EEG devices are generally easy to wear
on a daily basis, and several studies have reported various
approaches involving motor imagery EEG (MI-EEG) [5], [6],
[7], [8], [9], [10] andword imagery [11], [12], [13], [14], [15].
Support systems employing EEG-based BCI [2], [5], [6],
[16], [17] can be used for communication, rehabilitation, and
environmental system and electric wheelchair controls.

EEG signals have been analyzed to create BCI systems
using analysis techniques such as EEG feature extraction
from an event-related potential (ERP) response [11], the
power spectrum and spectral centroid [13], [17], [18], [19],
Bayesian-based EEG feature extraction techniques [20], prin-
cipal component analysis [21], [22], [23], [24], independent
component analysis (ICA) [15], [23], [25], [26], [27], EEG
pattern classifiers, artificial neural networks (ANN) [14],
[23], [28], k-nearest neighbor algorithm [29], [30], linear
discriminant analysis (LDA) [15], [31], [32], [33], SVM [12],
[13], [21], [34], [35], [36], [37], self-organizing maps [38],
and fuzzy entropy [39]. Furthermore, over the past few years,
DNN, its improvedmodels [7], [8], [40], [41], [42], [43], [44],
and convolutional neural networks (CNN) [9], [10], [45],
[46], [47], [48], [49], [50], [51] have been employed for EEG
feature extraction and pattern classification. In particular,
EEGNETwas proposed as the dedicated EEG analysis model
based on artificial intelligence techniques [46], [52], [53],
[54], [55].

Prior research on MI-EEG has employed various compu-
tational models for classifying motor imagery. For instance,
Lu et al. [7] and Sturm et al. [8] employed DNN models,
while Yang et al. [6], Amin et al. [9], Tabar and Halici [10],
Alazrai et al. [50], and Moussa et al. [51] favored CNN mod-
els. Furthermore, EEGNET was employed by Lawhern [46],

Zhu et al. [55], and Strahnen and Kessler [54]. These mod-
els have demonstrated superior classification accuracy in
comparison to other methods, including DNNs. However,
the majority of MI-EEG methods require training sessions,
which can be cumbersome for the user. Will an individ-
ual think through motor imagery when communicating with
other individuals? Will an individual perform mental arith-
metic operation while communicating with other people? We
believe that these operations are unnatural even for control-
ling a BCI system. Theoretically, if EEG signals associated
with responses to question can be directly extracted, the BCI
systems will not require training and practice for their oper-
ation. Leydecker et al. [11] employed an ERP classification
technique for word imagery, achieving an ERP classification
accuracy of at least 60%. Adama and Bogdan [12] utilized
spectral edge frequency extraction combined with random
forests and SVM, attaining a classification accuracy range
of 50.41–67.94% for the binary ‘‘yes’’ or ‘‘no’’ responses.
Choi and Kim [13] applied event-related spectral perturba-
tion extraction in tandem with SVM and reported a mean
classification accuracy of 86.03%, with a standard deviation
of 8.69. Sereshken et al. [14] used the ADJUST algorithm,
discrete wavelet transform, and artificial neural networks
to achieve a mean classification accuracy of 63.2% with a
standard deviation of 6.4. Finally, Kim et al. [15] used ICA
and LDA, achieving a classification accuracy of 70% or less.
These varied outcomes indicate that current methods are still
deficient in establishing a reliable BCI system for answer
classification to support human communication.

EEG signals exhibit interparticipant and intraparticipant
variabilities, which may compromise the stability of classi-
fication systems unless the user undergoes adequate training
and practice. To mitigate the effects of intra-participant
differences, personalized models can be developed for indi-
vidual users. For addressing inter-participant variability, prior
studies have employed the extraction of EEG features and
have successfully employed CNN models to enhance fea-
ture extraction. Prior research has reported CNN models
with excellent results; these may improve the EEG feature
extraction even when the signals include inter-participant
differences.

Sensors capturing EEG signals are strategically placed
on the frontal and temporal cortices, regions of the brain
implicated in cognitive functions such as reasoning, judg-
ment, and decision-making. However, these signals often
include substantial noise, specifically myogenic artifacts like
eye blinks. Several methods, including ICA, frequency-based
filters, and deep learning (DL) techniques, are employed to
eliminate such artifacts. Although ICA enables separation of
artifacts fromEEG signals, identifying the artifact component
remains challenging. Frequency-based filters are less effec-
tivewhen the EEG features and the artifacts share overlapping
frequency bands. DL techniques facilitate feature extraction
by automatically learning from EEG datasets, although it is
challenging to separate noisy from non-noisy EEG signals for
accurate analysis.
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In this study, we propose a novel method for classi-
fying question-related responses. Sensor placements were
determined according to the international 10-10 system and
targeted the frontal and temporal cortices. We developed
personalized models for EEG signal analysis to diminish
the impact of inter-participant differences. Consequently, our
approach obviates the need for extensive training or practice
by the BCI user. Multistage neural networks (MSNN) were
utilized to segregate noisy and non-noisy EEG signals prior
to feature extraction. This separation aims to enhance the
accuracy of EEG analysis, and we hypothesize that common
features can still be extracted via CNN models even if the
BCI user has not undergone training or practice. Finally, SVM
were employed for the classification of responses [12], [13],
[34], [35], [36], [37], [49].

The primary contributions and salient points of the present
research are summarized as follows:

1)We obtained high levels of accuracy on direct analysis of
EEG signals associated with the imagined response of ‘‘yes’’
or ‘‘no’’ to a question.

2) Proposed models for developing a BCI system that does
not require prior practice for effective operation.

3) Used multistage neural networks to separate EEG sig-
nals with obvious artifact noise related to blink from those
without these noises and separately extract the features before
classifying the responses.

4) Used CNNs to extract features and classify the question
responses, with previous studies demonstrating the effective-
ness of using CNN models for EEG feature extraction and
noise removal [9], [10], [45], [46], [47], [48], [49], [50],
[51], [56].

II. PROPOSED METHOD
In the present study, we introduce a MSNN designed to clas-
sify binary responses, namely, ‘‘yes’’ or ‘‘no’’, to questions.
The methodological framework encompasses EEG measure-
ment, EEG feature extraction, and subsequent classification
of the responses. The MSNN, equipped with convolutional
and pooling layers, serves as the cornerstone for EEG feature
extraction. A CNN is deployed initially to segregate noisy
from non-noisy EEG signals. Subsequently, two additional
CNNs are utilized to extract features from these separated
categories of signals. For the final classification of responses,
a SVM is employed. The efficiency of the proposed method
was experimentally substantiated using a simple electroen-
cephalograph to record EEG signals as the participants
non-verbally responded to questions through imagined ‘‘yes’’
and ‘‘no’’ answers.

A. EEG MEASUREMENT
For EEG data collection, 14-channel electrodes were posi-
tioned to capture activity from the frontal cortex [49], [57],
[58], [59]. Two reference electrodes were affixed behind each
ear on the temporal bone, while the exploring electrodes
were located according to the international 10-10 system at
positions AF3, F7, F3, T7, T8, F4, F8, and AF4, associated

with frontal cortex activity. These positions are associated
with frontal cortex activity. Table 1 and Figure 1 delineate
the specifications of the electroencephalograph and the posi-
tioning of the electrodes, respectively.

FIGURE 1. Sensing positions: white, gray, and black circles represent
channels of electroencephalograph, exploring electrodes, and reference
electrodes, respectively.

TABLE 1. Electroencephalograph specifications.

B. EEG FEATURE EXTRACTION
The feature extraction stage involves multiple steps. Initially,
EEG signals are normalized to serve as appropriate input
data for the CNNs. This is followed by the separation of the
EEG signals into two categories: those containing noise and
those devoid of it. Thereafter, feature extraction is performed
using CNNs. The network structures designated for this task
is illustrated in Figure 2.

Nor(ch) = (EEGsig(ch) −Mini)/(Maxi− Mini), (1)

where Nor and ch denote the normalized EEG signal and
channel (AF3, F3, F7, T7, T8, F8, F4, and AF4), respectively.
EEGsig,Mini, andMaxi indicate the EEG signals recoded on
each channel, the minimum value of the EEG signals of all
channels, and the maximum value of the EEG signals from
all channels, respectively. Based on the sensing positions in
the international 10-10 system, the proposedmethod arranged
the EEG signals in the order T7, F7, F3, AF3, AF4, F4, F8,
and T8.

In the noise separation phase, the CNNs separated the EEG
signals into those with and without obvious noise artifacts
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FIGURE 2. Structures and details of MSNN with convolutional and pooling layers: (a) MSNN (b) CNNs.

(ASCNNs). The CNNs included an input layer, three hidden
layers, and a fully-connected layer. The hidden layer includes
both convolutional and pooling layers. The EEG signal fea-
tures relating to the question responses are extracted in the
convolutional layer. Note that the convolutional layer uses
an n × n filter, as depicted in Figure 2 (b). The convolu-
tional layers serve to extract features that differentiate noisy
from non-noisy EEG signals through the amalgamation of
EEG signal data. Subsequently, the pooling layers compress
this data. The fully-connected layer synthesizes the features,
which are pivotal for segregating noisy and non-noisy signals,
and includes a dropout function, with a rate of P% to protect
against overfitting.

The feature extraction stage incorporates two special-
ized CNN models: CNNsAN and CNNsNAN. CNNsAN is
designed to extract features from EEG signals that manifest
discernible noise artifacts, while CNNsNAN targets EEG
signals that are largely devoid of such artifacts. Each of these
models consists of an input layer, three hidden layers, and
a fully-connected layer. Within the hidden layers, convolu-
tional and pooling layers are integrated. In terms of filters,

the convolutional layers in CNNsAN and CNNsNAN employ
m × m and l × l, respectively. The pooling layers contribute
to noise reduction by compressing the EEG data.

In the fully-connected layer, the extracted EEG features
are further processed and synthesized. To mitigate overfit-
ting, dropout functions are integrated into these layers, with
dropout rates of the hidden layer and includes a dropout
function (dropout for CNNsAN and CNNsNAN is Q% and
R%, respectively). In summary, CNNsAN and CNNsNAN
are calibrated to learn and extract features from EEG sig-
nals with and without prominent noise, respectively. These
features are subsequently instrumental in the classification of
answers.

C. CLASSIFICATION OF ANSWERS TO QUESTIONS
Question responses are categorized utilizing EEG data:
CNNsAN for data with noise and CNNsNAN for noise-
free data. This study assesses the proposed methodology
by computing both sensitivity and precision, employing
k-fold cross-validation for testing. Sensitivity and precision
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are computed as follows:

sensitivity = TP/(TP+ FN ), (2)

precision = TP/(TP+ FP) (3)

where TP, FN and FP denote true positive, false negative and
false positive, respectively.

III. EXPERIMENTS
The participant cohort comprised nine healthy volunteers
from Tokushima University, Japan, with a mean age of
22.7 years. Following a comprehensive briefing regarding the
experiment, written informed consent was acquired from all
participants in accordance with the Declaration of Helsinki.
The study received approval from Research Ethics Commit-
tee, Division of Science and Technology, and Division of
Bioscience and Bioindustry, Graduate School of Technology,
Industrial and Social Sciences in Tokushima University. Dur-
ing the experimental sessions, participants were seated and
wore an electroencephalograph, performing tasks with eyes
open and closed. Eye opening led to a notable inclusion of
blink-related noise in the EEG signals. Conversely, closing of
eyes substantially eliminated such noise artifacts. The tem-
poral structure of the experiments is illustrated in Figure 3.
However, the EEG signals could not effectively include obvi-
ous noise, i.e., blinking noise, when the participants’ eyes
were closed. The time course of the experiments is displayed
in Figure 3. EEG signals were recorded for 2 s, whereas the
participant imagined a yes/no answer to a question (Imagine
Ans. in Figure 3). Each participant answered a set of 25 ques-
tions randomly selected from a larger set of 30 questions
(Table 2). The full set of 30 questions included nine questions
that were easy to answer (Clear), 16 questions related to phys-
ical conditions (Conditions), and five questions related to
demands (Demand). Note that participants did not practice for
the experiments. In total, each participant was presented with
eight sets of questions, with a maximum of two sets per day.

The analyzed EEG signals were segmented into intervals
of 128 sample points with an incremental shift of ten sample
points in 2 s (Imagine Ans. in Figure 3). This paper acquired
ten data records per question.

The CNN parameters were determined via trial and error.
The size of the input layer was 8 × 128 (number of chan-
nels × length of EEG signals), and the filter size n of hidden
layers 1, 2, and 3 in the ASCNNswas 3, 3, and 2, respectively.

TABLE 2. 30 questions.

The filter sizes m and l for CNNsAN and CNNsNAN exhib-
ited the same n. The number of convolutional layers in hidden
layers 1, 2, and 3 in the ASCNNs, CNNsAN, and CNNsNAN
were 50, 50, and 20, respectively. A max-pooling algorithm
was employed in the pooling layer. P, Q, and R of the dropout
rate in the fully-connected layers in the ASCNNs, CNNsAN,
and CNNsNAN were all set to 50. The number of units
in the fully-connected layer of the CNNs was set to 2,000.
A linear SVM classifier was used, and the k-value for k-
fold cross-validation was set to four, corresponding to the
minimum number of days required for participation. Training
and test datasets were mutually exclusive in terms of the data
collection day for each participant. Although the architecture
and parameters remained consistent across participants, the
learning datasets varied.

Numerous studies have proposed enhanced CNN mod-
els for motor imagery classification, showcasing significant
improvements over existing frameworks. Amin et al. [9]

FIGURE 3. Time course of the experiments. ‘‘Ask Q.’’ indicates that the system is presenting a question to the
participant. ‘‘Imagine Ans.’’ indicates the point at which the participant should imagine their ‘‘yes’’ or ‘‘no’’
answer to the question. ‘‘Say answer (yes or no)’’ indicates the point at which the participant should respond
with a verbal ‘‘yes’’ or ‘‘no’’ to the question. Each participant answered a set of 25 questions.
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TABLE 3. Total numbers of segmented EEG signals from YES/NO answers to questions for each participant.

pitted their optimized CNN model against other CNN and
DNN models, while Chen et al. [45] validated improved
CNNs by comparing them with LDA, SVM, and other
CNN models. Yang et al. [44] validated their CNN model
by comparison with k-NN, SVM, LDA, and other CNN
models. Moussa et al. [51] demonstrated the effectiveness
of CNN models through comparison with LSTM, ANN
and SVM. Similarly, Lim et al. [52] validated the effi-
ciency of the simplified CNN models. Several authors
demonstrated effectively improved DNN models (DBN):
Results from Lu et al. [7], Ma et al. [43], Sturm et al. [8],
and Yin et al. [44] suggested DNN to be a superior tech-
nique for BCIs. In our earlier work [49], we utilized CNN
and SVM to discern yes-or-no responses using noise-free
EEG data collected with the participants’ eyes closed. Conse-
quently, the present study incorporates a comparative analysis
between CNN and DNN models. Moreover, Lawhern [46],
Zhu et al. [55], and Strahnen et al. [54] employed EEG-
NET, whereas Zhu et al. [53] and Lim et al. [52] employed
EEGNET for SSVEP. Despite our study not focusing on
MI-EEG or SSVEP, we included EEGNET as a compara-
tive model owing to its high performance in EEG analysis
and specialization in artificial intelligence-driven EEG anal-
ysis. Upon comparing CNN models, the parameter settings
remained consistent with those of our proposed method.
The DNN architectures consisted of an input layer, seven
fully-connected layers interspersed with a dropout layer, and
an output layer. The fully-connected layers featured 2,000
units at both the initial and terminal layers, while the inter-
mediary layers contained 1,000 units. The EEGNET model
employed in our study is based on the architecture proposed
by Lawhern [46]. Both the input and classification layers
were identical to those in the comparative CNN models.

The input data for the MSNNs were generated using
C/C++, and the CNN models for the MSNN, CNN, and
DNN models for the comparative analyses were created
using MATLAB 2018a, 2019a, 2022a and Neural Networks
Toolbox.

IV. RESULTS AND DISCUSSIONS
Table 3 shows the number of EEG signals for each partici-
pant, where ‘‘Included’’ and ‘‘Not included’’ represent EEG
signals with and without obvious noise, respectively. As dis-
played, the proportion of ‘‘yes’’ and ‘‘no’’ answers differed
for each participant because each participant answered the
questions differently. The total number of segmented EEG

signals corresponding to answers was ∼2,000 for each par-
ticipant, equally divided between ‘‘yes’’ and ‘‘no’’ answers.
In participants A and F, the number of EEG signals was less
than 2000 because they did not answer certain questions.

Table 4 shows the mean and standard deviation for the sen-
sitivity and precision of answer classifications derived from
DNNs, DNNs+SVM, CNNs, CNNs+SVM, and EEGNET
models. Note that the participants enumerated in Table 4
correspond with those identified in Table 3. The term ‘‘four-
class’’ signifies that EEG signals were partitioned into
categories—those with artifacts and those without—prior to
their classification. Conversely, ‘‘mix’’ denotes a combina-
tion of EEG signals, with and without discernible artifacts,
that could be classified. Utilizing the proposed method,
we achieved mean and standard deviation values for sensi-
tivity and precision of 99.6% and 0.2%, respectively. Under
the ‘‘mix’’ condition, the mean values for sensitivity and
precision using CNNs, DNNs, and EEGNET were equal to
or exceeded 94%, 70%, and 75%, respectively. The standard
deviation of the accuracy rate for these models was approxi-
mately 2% for CNNs, 15% for DNNs, and 7% for EEGNET.
In the ‘‘four-class’’ scenario, the mean accuracy rates for
CNNs, DNNs, and EEGNET were no less than 90%, 50%,
and 70%, respectively, with maximum standard deviations
being approximately 5.6%, 14.1%, and 5.1%, respectively.
The proposedmethodology yielded the highest mean (99.6%)
and the lowest standard deviation (0.2%) in terms of sensitiv-
ity and precision. Initially, our approach utilized ASCNNs to
segregate noisy from non-noisy EEG signals. Subsequently,
CNN models tailored for artifact noise (CNNsAN) and those
without (CNNsNAN) were employed for the classification of
the respective signal types into ‘‘yes’’ and ‘‘no’’ categories.
It is worth emphasizing that CNNsAN was not participated
in training using non-noisy EEG signals, and conversely,
CNNsNAN was not trained with noisy EEG signals. Conse-
quently, we posit that the extraction of EEG features for the
task of response classification is unequivocally straightfor-
ward.

Concerning the sensitivity and precision metrics for
ASCNNs, CNNsAN, and CNNsNAN, Table 5 provides a
comprehensive analysis of the recognition accuracy achieved
via our proposed methodology. Specifically, ‘‘Noise Sepa-
ration,’’ ‘‘Included Artifact,’’ and ‘‘Not Included Artifact’’
represent outcomes derived from the use of ASCNNs,
CNNsAN, and CNNsNAN, respectively, focusing on the
same participant cohort as enumerated in Table 3. The mean
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TABLE 4. Mean and SD for sensitivity and precision for answer classification and mean for sensitivity and precision for each participant (%).

TABLE 5. Mean and sd of sensitivity and precision for ascnns, cnnsan and cnnsnan in the proposed method (%).

and standard deviation for both sensitivity and precision of
the noise separation rate were recorded as 100% and 0.1%,
respectively. For EEG signals containing overt noise artifacts,
the mean and standard deviation for sensitivity and precision
were 99.7% and 0.2%, respectively. Conversely, for EEG
signals devoid of such artifacts, these metrics were 99.6% and
0.2%, respectively. These statistical outcomes underscore the
imperative to discriminate between noisy and non-noisy EEG
signals when both types coexist in the dataset.

In Figure 4, samples of recorded EEG signals, both with
and without noise artifacts (obvious artifact noise related to
blink), are illustrated. Our analysis confirmed that the signals
identified as noisy exhibited conspicuous artifacts, while
those marked as non-noisy were devoid of such anomalies.
In a comparative analysis of noisy and non-noisy signals
originating from the same response category, evident dispar-
ities between them were discernible, as depicted in Figure 4.
If signals with identical semantic meaning but varying
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FIGURE 4. Samples of the recorded EEG signals. (a) and (b) represent
signals with and without obvious noise artifacts, respectively. Ans. Q,
Imagine Ans. and Say answer are in line with Figure 3. AF3, F7, F3, T7, T8,
F4, F8, and AF4 are in accordance with Figure 1.

amplitude due to the presence or absence of noise artifacts are
employed for CNN model training, the extraction of relevant
EEG features could become convoluted. Nonetheless, pre-
segregating the signals based on noise presence facilitates
more efficient feature extraction during model training.

Our approach implemented distinct CNN models to han-
dle EEG signals, categorizing them based on whether they
exhibited artifact noise, notably those related to eye blinking.
This differentiation enabled more efficacious extraction of
EEG features pertinent to ‘‘yes’’ and ‘‘no’’ response clas-
sification, leading to improved standard deviations of 0.2%
or less. In terms of architectural design, our employed CNN
models—ASCNNs, CNNsAN, and CNNsNAN—featured
compact structures, including one input layer, three hidden
layers equipped with convolutional and pooling layers, and
one fully-connected layer. The input dataset size for each par-
ticipant approximated 2,000, with a bifurcated class pattern of
‘‘yes’’ and ‘‘no.’’

Figure 5 elucidates the loss rates experienced during the
learning phase for EEG signals utilizingASCNNs, CNNsAN,
and CNNsNAN. Notably, these loss rates exhibited a clear
convergence pattern. The compact nature of our CNN struc-
tures did not inhibit successful feature extraction. Inadequate
CNN structures could result in overfitting or underfitting,
manifesting as elevated loss rates or diminished recognition
accuracy, respectively. Furthermore, the volume of input data
allocated to each CNN model was sufficiently robust to
facilitate learning, feature extraction, response classification,
and validation of the method’s effectiveness. The empirical

findings affirm the capacity of the proposed methodology
to achieve high recognition accuracy, thus substantiating its
utility.

In the present study, CNNs were utilized for both noise
separation and answer classification. Upon evaluation, both
CNNs and EEGNET outperformed DNNs in terms of mean
and standard deviation values. DNN models exhibited large
standard deviations, leading to inconsistent results. For the
‘‘mix’’ condition, a mean recognition accuracy of 90% or
higher indicates the efficacy of CNNs in feature extraction
and noise removal. Likewise, in the ‘‘four-class’’ scenario,
CNNs demonstrated proficiency in these tasks. Contrar-
ily, DNNs and EEGNET encountered difficulties in feature
extraction and noise removal when tasked with four-class
classification. The classification results for the ‘‘four-class’’
case, verified using DNN, EEGNET, and CNN models, are
shown in Figure 6, where the bottom row represents sensi-
tivity and the rightmost column represents precision. Class
numbers 1 and 2 indicate ‘‘yes’’ and ‘‘no,’’ respectively, with
noise, whereas 3 and 4 indicate ‘‘yes’’ and ‘‘no,’’ respectively,
without noise. In the DNN models, cases of ‘‘yes’’ with
and without obvious noise related to blink were incorrectly
classified as belonging to one of the other three classes. Cases
of ‘‘no’’ with obvious noise were incorrectly classified as
either ‘‘yes’’ or ‘‘no’’ without obvious noise. These results
suggest that it is not easy to extract EEG features to classify
four classes using DNN models.

In the EEGNET, the cases of ‘‘yes’’ with and without
obvious noise related to blink were incorrectly classified as
belonging to one of the remaining three classes. Cases of
‘‘no’’ with and without obvious noise related to blink were
incorrectly classified as belonging to one of the remaining
three classes. Although the EEGNET performance was not
being influenced by noise or artifact signals [46], these results
suggest that it cannot easily extract the EEG features to
classify the four classes and separate the EEG signals with
obvious noise related to blink fromwithout noisy EEG signals
using EEGNET in this case. Conversely, CNN models exhib-
ited better discrimination between noisy and non-noisy EEG
signals. Specifically, instances of ‘‘no’’ with obvious noise
were erroneously classified as ‘‘yes’’ with obvious noise,
while instances of ‘‘yes’’ lacking noise were incorrectly cat-
egorized as ‘‘no’’ without noise. These misclassifications
notwithstanding, CNN models still demonstrate an inher-
ent advantage. Owing to their convolutional and pooling
layers, these models excel at reducing noise, extracting fea-
tures, and compressing information, functionalities absent
in DNN models, which primarily depend on the manipula-
tion of network weight values for these tasks. Consequently,
we ascertain that, in the context of this research, CNNmodels
are unequivocally superior to DNN models. Moreover, the
CNN models of Lim et al. [52] exhibited high performance
for emotion recognition.

In the context of CNN models, both the mean sensitivity
and precision exceeded 90% for the methods under con-
sideration. It is crucial to highlight that the EEG signals
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FIGURE 5. Samples of recognition accuracy and loss rate during learning. (a) to (c) are on ASCNNs, CNNsAN and CNNsNAN, respectively.

utilized in these experiments were linked to activities in the
frontal cortex and that participants did not undergo special-
ized training in BCI operations. Such outcomes imply that
frontal cortex-related EEG signals are pertinent for generat-
ing responses to questions. Moreover, these signals can be

analyzed for categorizing such responses without necessitat-
ing specialized training. This assertion is supported byNaseer
et al. [4], who demonstrated the feasibility of detecting
question responses through analysis of frontal cortex activity
using fNIRS. Similarly, this study confirms that ‘‘yes’’ and
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FIGURE 6. Samples of confusion matrix for four-class classification. (a) to
(c) are the results on DNN+SVM, EEGNET and CNN+SVM, respectively.
In the class number, 1–4 correspond to ‘‘yes’’ with obvious artifact, ‘‘no’’
with obvious artifact, ‘‘yes’’ not included obvious artifact and ‘‘no’’ not
included obvious artifact, respectively.

‘‘no’’ answers can be classified through the analysis of EEG
signals from both the frontal and temporal cortices.

When compared with the CNN+SVM approach, which
previously held the record for highest answer classification
accuracy, our proposed method exhibited a 2% improvement
in both mean sensitivity and precision. These findings under-
score the imperative of segregating EEG signals obvious
containing evident artifacts from those free of noise. Unlike
CNN+SVM, our method successfully managed this separa-
tion. Additionally, the standard deviations for sensitivity and
precision improved by 0.8%, suggesting that the proposed
method facilitates stable recognition accuracy. Consequently,
the intricacies of EEG feature extraction for answer classifi-
cation can be reduced, and stable outcomes can be achieved
when training algorithms on datasets comprising EEG signals
that have been categorically separated based on the presence
or absence of overt artifacts. This study thus validates the
effectiveness of our proposed methodology in classifying
‘‘yes’’ and ‘‘no’’ responses to questions, negating the need for
specialized training or practice on the part of the participants.

V. CONCLUSION
In the present study, we introduce a methodology for the
direct examination of EEG signals generated during the men-
tal conception of ‘‘yes’’ or ‘‘no’’ responses to queries. This
method forms the basis of a novel brain–Computer Interface
(BCI) system designed to facilitate human communication.
The proposed approach encompasses EEG data collection,
feature extraction, and answer classification, leveraging EEG
signals generated as participants internally formulate ‘‘yes’’
or ‘‘no’’ answers without verbal articulation. We advocate
the employment of MSNNs furnished with convolutional
and pooling layers for EEG feature extraction. Specifically,
we utilize ASCNNs, as well as CNN models designed for
EEG signals with (CNNsAN) andwithout (CNNsNAN)man-
ifest noise artifacts. For the task of answer categorization,
a SVM was employed to distinguish between ‘‘yes’’ and
‘‘no’’ responses.

To validate the utility of our methodology, empirical tests
were conducted using authentic EEG data. The acquired
mean and standard deviation for both sensitivity and precision
were 99.6% and 0.2%, respectively. These findings under-
score the critical importance of differentiating between noisy
and clean EEG signals, particularly when both types coexist
in the collected data. Comparative analysis with conventional
CNN, DNN, and EEGNET models revealed a mean recogni-
tion accuracy surpassing 90% for all CNN-based methods.
Such outcomes indicate that EEG signals, particularly those
emanating from the frontal and temporal cortices, are instru-
mental in formulating answers to questions. Furthermore,
these answers can be reliably classified through the analysis
of corresponding EEG signals, obviating the need for spe-
cialized BCI training. In relation to recognition accuracy, our
proposed model exhibited a superior mean of 99.6% and a
reduced standard deviation of 0.2% compared to alternative
methods.

Although the immediate objective of this investigation was
to categorize simple ‘‘yes’’ or ‘‘no’’ answers, it is pertinent to
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note that many queries necessitate more nuanced responses,
such as expressions of physical discomfort or varying emo-
tional states. These complex responses present significant
classification challenges.

However, several questions demand more complex
responses, such as ‘‘a bit of headache,’’ ‘‘very tired,’’ and
‘‘not too bad,’’ which are extremely difficult to classify.
In future, we intend to classify the degrees of answers—such
as ‘‘very good,’’ ‘‘good,’’ borderline, ‘‘bad,’’ and ‘‘severe’’—
by adopting and/or improving the proposed method.
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