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Preface

In 2013, the Royal Swedish Academy of Sciences decided to award The Sveriges Riksbank
Prize in Economic Sciences in Memory of Alfred Nobel to Eugene F. Fama, Lars Peter
Hansen, and Robert J. Shiller “for their empirical analysis of asset prices,” and summa-
rized their findings as follows:

There is no way to predict the price of stocks and bonds over the next few days
or weeks. But it is quite possible to foresee the broad course of these prices over
longer periods, such as the next three to five years. These findings, which might
seem both surprising and contradictory, were made and analyzed by this year’s
Laureates, Eugene Fama, Lars Peter Hansen, and Robert Shiller.

The first two sentences are astonishingly close to describing the content of this thesis,
which consists of three single-authored essays. Below I will elaborate more closely on them,
but one conclusion of the first essay is that new information is anticipated by financial
markets, quickly priced in, and does not predict returns in the subsequent days and weeks.
The second essay investigates this at a much lower frequency (up to seconds), showing that
pricing in new information happens almost immediately and that patterns around news
publication are consistent with rational pricing. The third essay is in line with the second
sentence by providing evidence that the level of profitability can predict returns over at
least the subsequent twelve months.

In what follows, I briefly summarize the three essays’ contents and contextualize their
aggregate findings within the context of this thesis to provide a collective conclusion.

Essay 1: Is the Stock Market’s Reaction to News Predictable?

The first essay investigates return patterns around news events by analyzing the largest
news dataset studied in finance so far: 4.4 million news headlines between January 1996
and December 2019 on firms listed in North America. I use a finance-specific sentiment
dictionary to classify these news headlines into positive and negative ones and contrast the
results of this approach to classifications based on supervised learning models trained on
the market reaction to the news. These supervised learning models include the multinomial
Naïve Bayes method and several rudimentary neural networks.

This paper contributes to the literature by showing that supervised learning models
outperform the sentiment dictionary approach traditionally used in finance. Furthermore,
it provides evidence that financial markets anticipate news in the weeks ahead, that the new
information is quickly priced in, and that there is no drift afterward.
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Essay 2: Microanalysis of the Stock Market’s Reaction to News

The second essay is a follow-up on the first: It merges the same news dataset with the data
on the trades at the New York Stock Exchange (NYSE) between January 2011 and December
2019. This seemingly trivial process is technically challenging because the NYSE Trades
and Quotes (TAQ) data contains every trade with a time stamp precision of nanoseconds,
i.e., hundreds of millions of trades per trading day, and is several terabytes of raw data.
The resulting dataset contains 2.3 million observations and covers the eight hours before
and after news publication at the second frequency. I use the models from the first essay to
classify the news into positive and negative, show return patterns for the two types of news,
and test trading strategies that react instantly to the new information.

This study contributes to the literature by providing multiple pieces of evidence that
support the efficient market hypothesis at high frequencies. First, I confirm the finding
of the first essay that financial markets anticipate new information and show that they
react instantly and price in the new information within minutes. Second, the tested trading
strategies yield surprisingly low returns. Finally, the average return and volatility patterns
around all news are highly consistent with rational pricing: The elevated volatility before
news expresses the uncertainty about the content of the news (markets usually know that
information is coming because the firms often schedule a news release, but they do not know
the content) and I show that holding stocks in the 6.5 hours (one trading day) before news
yields an average excess return of 0.1%.

Essay 3: A Reevaluation of Profitability and its Trend

The third essay tests multiple measures of profitability and their trend regarding their
ability to predict stock returns. Because such predictors challenge the Efficient Market
Hypothesis (EMH), they are called anomalies. Reviewing these anomalies is necessary
because they sometimes change over time and many disappear when analyzing a different
period (especially post-publication) or, even worse, when just applying proper asset pricing
tests. I cover the period from June 1980 to December 2021 and mainly analyze six different
profitability measures concerning their level, trend, and level relative to the industry’s mean.

This paper makes multiple contributions to the literature. First, I show that the trend-
of-profitability effect described in Akbas et al. (2017) is mainly driven by the period 2000
to 2006 and has been reversing since then. This finding is also robust against slight changes
in their methodology. Second, I confirm that the cleaning of Compustat’s Selling, General
and Administrative (SG&A) cost variable by re-adding Research and Development (R&D)
expenses, as described in Ball et al. (2015), improves not only their profitability measure
but also the one used in Fama and French (2015). Third, I show that the difference to the
industry’s mean yields strong results in Fama-MacBeth regressions; however, it does not
translate into high value-weighted portfolio returns and therefore lags the absolute level of
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profitability as a predictor for future returns. Fourth, I propose to use a different measure of
value compared to the popular book equity-to-market equity ratio, namely Gross Profit (GP)
minus SG&A divided by market equity because the first seems to have lost its predictive
power while the latter has not and was also a stronger predictor before. This measure of
value is an ideal complement to measures of profitability.

Collectively, my thesis contributes to the debate on market efficiency and stock return
predictability. The first essay finds that financial markets already anticipate news in the
weeks ahead, price them in quickly, and that individual news is not a medium- or long-
term return predictor. The second essay shows that this pattern can also be found at the
intraday level, that most of the new information is priced in immediately, and that the
average drift afterward is minimal and only lasts a few minutes. The third essay contrasts
the evidence of market efficiency from the first two with long-term return predictability
based on profitability measures.

While the third essay is not proof against market efficiency because there are theoretical
risk-related explanations for excess returns of highly profitable stocks, I consider them at
least questionable. Furthermore, I would also like to highlight that two of the risk factors
of Fama and French, namely size and value, have had negative returns for over a decade.
Should this persist, it raises the question of whether markets were efficient and are not any-
more, or if they were not and are now. From a behavioral perspective, we as humans may
be capable of correctly assessing the impact of individual new information but are ignorant
about focusing on what is truly relevant in this ever-expanding sea of information.
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Essay I:

Is the Stock Market’s Reaction to News Predictable?

Jan Pichler∗

ABSTRACT

This paper investigates the return predictability based on financial news by studying the largest
dataset investigated so far in the literature: Over 4.4 million news headlines on firms listed
in North America. I show that already the words of the Loughran and McDonald (2011)
sentiment dictionary have some predictive power and that the Naïve Bayes classifier machine
learning algorithm, which considers the most frequent words of the corpus it is fed, rather than
predefined words of a dictionary, has higher predictive power for subsequent returns. Neural
networks (CNN, RNN-LSTM, and RNN-GRU), which can also model relationships between
words, even reach slightly higher accuracies. Although I show that a slow trader, only starting
to trade on news the day after it is published, could potentially still make some profits (less
than 0.10% per trade before transaction costs), the cumulative mean returns of the 21 trading
days (one month) before and 63 trading days (three months) after the publication of news
provide strong evidence for rational behavior and the market efficiency hypothesis: Markets
start to anticipate the news about one month before and have priced in part of the impact
upon publication. The news is then quickly digested (less than two days), and there is no clear
trend afterward.
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I Introduction

This paper investigates the transmission of information in financial markets, a topic gener-
ally also referred to as the economics of information. Ever since Fama proposed the Efficient
Market Hypothesis (EMH) in 1970, its validity has been a central discussion in the academic
literature. Most importantly, Grossman and Stiglitz (1980) show theoretically that if in-
formation is costly, prices cannot fully reflect the information. Here, I provide empirical
evidence on whether the market prices in new information efficiently. Furthermore, I focus
on various technical aspects of modern Natural Language Processing (NLP) and show how
these tools can be used to investigate the EMH based on textual data.
News is the latest information the market gets. In order to be priced in, it had to be read,
interpreted, and traded accordingly by humans up to very recently. While the interpreta-
tion of numerical data goes back to the first days of modern finance, text analysis has a
much shorter history in finance. Loughran and McDonald (2016) provide an overview of
the scientific literature on textual analysis in accounting and finance and show that this
research area has gone from purely human interpretation to automated analysis with word
lists and, more recently, with the application of supervised machine learning techniques.
This paper compares the Loughran and McDonald (2011) sentiment dictionary’s and several
supervised learning algorithms’ ability to predict the stock market’s reaction to firm-specific
news. I use a dataset of over 4.4 million news headlines from Reuters North America be-
tween January 1996 and December 2019 on firms traded at New York Stock Exchange
(NYSE), NYSE Arca, and National Association of Securities Dealers Automated Quota-
tions (NASDAQ). It is almost five times as large as the second largest dataset ever studied
on the individual stock level in this research area: Heston and Sinha (2017), who use about
900’000 Reuters articles between 2003 and 2010.
Sentiment plays a central role in this study, and it is essential to distinguish two different
concepts: text sentiment and market or investor sentiment. While the former refers to the
“tone” of the text and is also used in many fields outside of finance, the latter refers to the
general “mood” of the investors. The groundbreaking work of Baker and Wurgler (2006)
launched a discussion in the finance literature surrounding the role of investor sentiment
in the stock market. On the other hand, the pioneering studies of Tetlock (2007) and Tet-
lock et al. (2008) investigate the effect of text sentiment in the media on the aggregated
stock market using the Harvard psychological dictionary. Garcia (2013) extends the studies
of Tetlock by using the finance-specific sentiment dictionary of Loughran and McDonald
(2011) and showing that the text sentiment in the media is a stronger predictor of the ag-
gregated stock market during recessions. Similarly, my application of the Loughran and
McDonald (2011) sentiment dictionary shows that the text sentiment of corporate news has
predictive power for individual stock prices. In contrast to that, the supervised learning
algorithms map directly to the stock market reaction, i.e., returns. While this approach
drops the concept of text sentiment, the returns affiliated with a particular news headline
can be interpreted as a measure of the investor sentiment caused by this headline. This
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allows the supervised learning models to capture predictive elements that have nothing to
do with text sentiment but comes at the cost of losing some interpretability.
There are some further important differences between the applied models. The Loughran
and McDonald (2011) sentiment dictionary contains 2’335 words perceived either as positive
or negative. As headlines are relatively short (here, 10.5 words on average after preprocess-
ing), about two-thirds cannot be classified because they do not contain any of the words
from the dictionary. In contrast, all supervised learning algorithms use a vocabulary with
the 17’000 most frequent words (98.5% of all words) and can therefore make a prediction
for all observations. While a smaller vocabulary size makes the prediction task harder, not
requiring a prediction on all samples may make the task easier.
The applied supervised learning algorithms are the Naïve Bayes classifier and three dif-
ferent neural networks (Convolutional Neural Network (CNN), Recurrent Neural Network
(RNN) with Long- Short-Term Memory (LSTM) units, and RNN with Gated Recurrent
Units (GRUs)), each implemented both as a classification as well as a regression model.
The Naïve Bayes classifier is a bag-of-words1 model, meaning it assumes independence be-
tween words, which is also why it is called naïve. Neural networks overcome this limitation
and are designed to model the relationship between words.
The cumulative excess returns of the 21 trading days (one month) prior and 63 trading
days (three months) after the publication of the news classified by the sentiment dictio-
nary shows that markets react within a very short period to the news (less than two days).
Therefore, I use the cumulative return of the trading day after the news is published and
the trading day before that day as the label for training the supervised learning models.
Hence, news headlines are classified as positive if the return affiliated with them is positive
and as negative otherwise.2 The Loughran and McDonald (2011) sentiment dictionary has
an out-of-sample accuracy (fraction of correct predictions) of 53.4%, the Naïve Bayes clas-
sifier of 54.7%, and the neural networks range between 54.8%, and 55.4% when using all
predictions. As mentioned above, the Loughran and McDonald (2011) sentiment dictionary
fails to classify about 65% of the headlines because they do not contain any words from the
dictionary. Comparing its predictions with the same number of the most certain predictions
from the other models leads to an outperformance (accuracy) on the negative predictions of
2.6 to 4.1 percentage points on the negative predictions and 6.2 to 14.9 percentage points
on the positive predictions.
Investigating the above-described time frame for the supervised learning models confirms
that markets, on average, follow a rational behavior: Markets start to anticipate the news
about one month before and have priced in about half of the impact upon publication. The
news is then quickly digested (less than two days), and there is no clear trend afterward.
On average, the difference in the cumulative returns across two days between positive and

1It is called bag-of-words because you treat text like a bag filled with different pieces, each representing a
word. One may shake this bag, but models following this approach will yield the same results, meaning that
the order of the words is completely ignored in these models.

2Because news is published anytime while markets are closed most of the time, using this definition when
working with daily returns ensures that the price impact is captured and keeps the time window as short as
possible. Using a longer time frame would primarily increase the noise in the data.
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negative news is around two percentage points. There are no realizable returns on the day
after news publication (i.e., for a slow trader) for the predictions of the Loughran and Mc-
Donald (2011) sentiment index; however, there are minimal realizable returns left for the
predictions of the supervised learning models (0.1% to 0.2% before transaction costs). This
contradicts the sentiment theory, which would predict an overreaction and then reversal
afterward.
I only find a tiny difference between the Naïve Bayes classifier and the neural networks be-
cause most of the learning is spent on creating good word representations in the embedding
layer of the networks, and there seems to be only minimal learning of relationships between
words. Using general pre-trained word embeddings or training them on a finance-specific
task would be a possible solution for this issue. There is a trade-off when choosing between
formulating the problem as a classification or as a regression task because the transformation
drops a lot of information but, at the same time, gets rid of any potential outlier problem.
Although I do not find any significant difference between using the neural networks as clas-
sification and as regression models, I would generally still advocate using them as regression
models in such a setting because the point estimates are more useful for economic interpre-
tation, and there are other methods to get rid of the outlier problem.
This paper makes multiple contributions to the existing literature. First, I show that the
return pattern around news is highly consistent with the EMH: Financial markets antici-
pate the news and start pricing them in before publication, then quickly digest them upon
revelation, and there is no drift afterward. Second, I show that machine learning algo-
rithms can outperform the in finance traditionally used Loughran and McDonald (2011)
sentiment dictionary. Furthermore, the detailed description of the text processing can serve
as a “handbook” for other researchers.
This paper proceeds as follows: Section II covers the related literature on return predictabil-
ity and text analysis in accounting and finance. Additionally, there is a small history of deep
neural networks for the interested reader. Section III describes the data and the text pre-
processing, while Section IV describes the different models. The empirical results are shown
in Section V and discussed in Section VI before I conclude in Section VII.

II Related Literature

The first subsection covers the literature on return predictability and the closest related
papers. Next, I give an overview of text analysis in accounting and finance; however, for a
more thorough overview of textual analysis in accounting and finance, I refer the reader to
Loughran and McDonald (2016). Methodologically, this paper is related to the fast-growing
literature on what is nowadays known as deep learning. Hence, I provide the interested
reader with a small history of deep neural networks.
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II-A Return Predictability

Predicting stock returns has been an ongoing task among both practitioners and academics
since the early days of stock markets. The predictive power of countless variables has been
tested over the years. They could be grouped into stock related (e.g., past prices, returns,
volume), firm characteristics (e.g., industry, variables from financial statements and derived
ratios, Environmental, Social, and Governance (ESG) scores), macro variables (e.g., interest
rates, inflation rates, Gross Domestic Product (GDP) growth, industrial production, unem-
ployment) and many alternative data sources (e.g., Facebook, Twitter, Amazon reviews). It
is important to note that (excess) return predictability is not necessarily evidence against
the EMH but could also be found due to time-varying expected returns. Although it is pos-
sible to test the efficiency hypothesis based on some equilibrium asset pricing model, there
is a joint-hypothesis problem, as already Fama (1970) noted - One tests the asset pricing
model and the anomaly at the same time, and it is impossible to split the evidence between
market inefficiency and a poor asset pricing model.
Nevertheless, countless studies have been published reporting indicators that yield anoma-
lous excess returns compared to some asset pricing models like the Capital Asset Pricing
Model (CAPM) (Sharpe, 1964; Lintner, 1965; Mossin, 1966) or the Fama-French three-factor
model (Fama and French, 1993). While some interpret this as evidence against market effi-
ciency, others claim to have found a priced factor that should be included in the equilibrium
model. This led to the “factor zoo” we have today and is also, to a large extent, the result
of excessive data mining.3

This paper investigates the possibility of relating news texts to the market’s reaction, i.e.,
predicting positive and negative (classification) stock reactions or even providing point esti-
mations (regression) of the market’s reaction to the publication of a particular news headline.
Being able to do so is by no means evidence against market efficiency because markets have
to react to news in order to be efficient. It would only be evidence against efficiency if a
medium- or long-term signal could be extracted. Obviously, being able to analyze the latest
news faster than other market participants and with high accuracy would yield profitable
trading strategies.
In his pioneering work, Tetlock (2007) shows that the sentiment (measured with the Har-
vard IV-4 psychosociological dictionary) of the Wall Street Journal column “Abreast of the
Market” has predictive power for aggregated stock market prices (Dow Jones Industrial
Average). Tetlock et al. (2008) extend this work by providing evidence that words also
have predictive power for the market’s reaction and earnings on a firm-specific level. This
gave rise to a growing literature focusing on the relationship between text data and market
prices. Loughran and McDonald (2011) create their finance-specific sentiment dictionary

3Researchers and publishers induce many biases. By not publishing non-significant results, publishers give
researchers a strong incentive to only report the significant results they found on their particular dataset
and only provide limited insight into how many variables (or even datasets) they initially checked. Having a
validation and/or test dataset is not standard in this field, but it would at least partially solve the problem
of dataset-specific results (some bias would remain as hardly anyone ever checks the performance on the final
dataset).
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and show that the text sentiment of 10-K filings has predictive power for the market’s re-
action. All these studies face the issue that they heavily rely on the negative words and
that the measures from just the positive words do not yield significant results. This issue
is solved by Jegadeesh and Wu (2013), who use both the Harvard IV-4 and the Loughran
and McDonald (2011) sentiment dictionary and compute the word weights by regressing on
the market reaction to the publication of 10-K documents. Garcia (2013) extends this liter-
ature by showing that the predictive power of sentiment in media texts is more pronounced
during recessions. The two largest media datasets studied in finance so far are Uhl (2014)
and Hillert et al. (2014). Uhl (2014) analyzes the relationship between Reuters proprietary
sentiment classification of 3.6 million Reuters news and returns. Hillert et al. (2014) use 2.2
million articles from 45 U.S. newspapers and show that firms with higher media coverage
exhibit stronger momentum and that it depends on article tone, i.e., sentiment.
Apart from Uhl (2014), the aforementioned studies either use media articles or 10-K fil-
ings. It is unclear to what extent both document types contain new information. While
media articles can cover very recent events, they may also interpret older events, and 10-Ks
cover the whole past year of a company. It is highly likely that the Reuters North America
news covers more recent events to a much larger extent and therefore contains more new
information. Due to the similarity of the dataset, Heston and Sinha (2017) is probably
the closest related paper to this one:4 they analyze 900’754 articles from Thomson Reuters
between 2003 and 2010. A proprietary Thomson Reuters neural network classifies news
stories according to their sentiment. They then form portfolios based on the average news
sentiment in a one-week formation period and find that the top quintile outperforms the
bottom quintile by about 1.2% in the previous seven days, 2% on the publication day, 0.17%
on the subsequent day, and about 0.2% in the following seven days.
There have been a few attempts to predict the stock market reaction based on financial
news in the computer science community. However, they all have questionable true gener-
alizability as they all suffer from at least one of the following issues: small news samples,
very short sample period, only tested for a few large firms, or feature engineering decisions
that could drive the results. E.g., Peng and Jiang (2015) use a dataset containing 106’521
news articles from Thomson Reuters and 447’145 from Bloomberg between October 2006
and December 2013. However, after merging with stock market data from the Center for
Research in Security Prices (CRSP), they are left with a training set of 65’646 samples, a
validation set of 10’941, and a test set of 9’911 samples. Taking information from the past
five days’ price movements into account, they reach accuracies between 52% and almost
57% at predicting an up or down stock price movement based on its next day’s closing
price. Note that apart from also considering past prices, their approach differs in many
other aspects compared to this study.

4Like Heston and Sinha (2017), Uhl (2014) uses the sentiment classification of Thomson Reuters pro-
prietary neural network; however, he investigates the relationship with the aggregated market and not the
individual stocks.
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II-B Text Analysis in Accounting and Finance

Although research in text analysis has a long history in accounting and finance (see Jones
and Shoemaker (1994)), it was a niche corner throughout the 20th century. Data collection
was a costly process before documents were available digitally, and the fact that text analy-
sis had to be done manually by humans only made it worse. Therefore, essentially all early
studies suffered from small samples, e.g., Frazier et al. (1984) looked at the 1978 annual
reports of 74 firms, which was a comparatively large sample at the time. The digitalization
wave of the 1990s at least partly solved the problem of costly data collection, e.g., the United
States Securities and Exchange Commission (SEC) required all firms to submit their filings
digitally starting in 1996 and made the files publicly available. However, depending on the
task, there are still no datasets easily available, or if they are, the desired labels are usually
missing. Moving from human text analysis to automatic text analysis by machines is a very
active research field in computer science nowadays, and despite all the progress, still only
partially solved.
As text has a particular hierarchical structure (letters form words, which then form sen-
tences, from which paragraphs are built), early statisticians naturally focused on the level
of the words as they undoubtedly contain most of the information. One branch of text
analysis research in accounting and finance investigates the readability of texts. Based on
the average number of words per sentence and the percentage of complex words, Li (2008)
proposed his Fog Index as a measure of readability and shows that firms with lower reported
earnings tend to have annual reports that are harder to read. A high Fog Index (meaning the
annual report is difficult to read) indicates less investment efficiency (Biddle et al., 2009),
less small investor trading and holding (Miller, 2010; Lawrence, 2013), and a larger analyst
forecast dispersion (Lehavy et al., 2011). However, most researchers are more interested
in extracting the content of texts rather than some characteristic like readability. Word
count models usually only take a subset of words into account. This subset is also called
a dictionary because every word belongs to one or multiple categories. There are general
dictionaries like the General Inquirer dictionaries (merged from the Harvard-IV-4 and the
Lasswell dictionaries) but also field-specific dictionaries like the Loughran and McDonald
(2011) dictionary for accounting and finance. The need for field-specific dictionaries comes
from the fact that the meaning of some words depends on the field. E.g., vice, liability,
and depreciation are negative words according to the Harvard dictionary, but it is unclear
whether these words really indicate a pessimistic tone in a financial text. Apart from the
raw word counts, where all the words have the same weights, different weighting schemes
have been proposed. Term Frequency - Inverse Document Frequency (TF-IDF) developed
by Jones (1972) is the most prominent of them. If the amount of unique words is heavily
imbalanced between the different categories and they are expected to be distributed equally,
another popular choice is weights that offset this imbalance. Dictionary-based methods are
one example of the bag-of-words approach. Despite the many uncaptured aspects of lan-
guage, these word count-based measures usually already produce decent results.
With the advances in computing power over the last decades, researchers started taking
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another approach by using supervised learning algorithms. Naïve Bayes is one of the oldest
and most established methods and was first used in finance by Antweiler and Frank (2004).
They look at 1.5 million stock message postings on Yahoo Finance and Raging Bull but
only find a weak relationship with stock returns. This may be explained by the fact that
they only use 1’000 examples to calibrate their model. Others use larger training sets (e.g.,
Li (2010) uses 30’000 sentences from forward-looking statements in the Management Dis-
cussion and Analysis (MD&A) section of 10-K filings), but a limited number of training
examples is a potential problem for all supervised learning algorithms. Hence, there is usu-
ally a trade-off between the marginal improvement and the marginal cost of an additional
training example.5 Some studies overcome this issue by using readily available labels. E.g.,
Jegadeesh and Wu (2013) use a Naïve Bayes framework to determine the weights of posi-
tive or negative words in 10-K filings based on the market reaction. They find that both
positive and negative words are significantly related to the market reaction. As 10-K filings
are publicly available and have a particular structure, they are the most popular financial
texts for analyzing. Probably one of the most exciting datasets, the analyst reports of the
Investext database, was studied by Huang et al. (2014).6 They classify over 27 million sen-
tences into positive, neutral, and negative sentiment based on general word lists (accuracy
around 50%), finance-specific word lists (accuracy above 60%) and a Naïve Bayes classifier
trained on 10’000 examples that reaches an accuracy of above 75%.
Latent Semantic Analysis (LSA) (also called Latent Semantic Indexing (LSI)) (Deerwester
et al., 1990) is a bag-of-words model which aims to identify common themes in documents
or a corpus of documents. Hofmann (2001) improves LSA (based on singular value de-
composition) by introducing probabilistic Latent Semantic Analysis (pLSA), which defines
a generative model for the words and uses maximum likelihood estimation. The concept
was further enhanced with the introduction of Latent Dirichlet Analysis (LDA) (Blei et al.,
2003) by also defining a generative model for the mixing proportions of the topics on the
document level. So far, only very few studies in accounting and finance apply LDA. Dyer
et al. (2017) use it to show that the length increase of 10-K filings between 1996 and 2013 is
mainly related to three of 150 topics: fair value, internal controls, and risk factor disclosures.
Huang et al. (2018) compare the topics extracted by LDA in management conference calls
with those in subsequent analyst reports. They find that analysts pick up the topics from
conference calls but also discuss further topics. Furthermore, they show that investors also
react to analysts simply confirming management’s conference call discussions.
Purda and Skillicorn (2015) use a Random Forest (Breiman, 2001) and Support Vector Ma-
chine (SVM) combination to determine which words are best at predicting fraud. Apart
from words expected to have high predictive power (e.g., legal or settlement), there were
surprisingly many small and very common words (e.g., or, at, on, as, is, its, may, it, no)
with high predictive power. These words (usually referred to as Stop Words) are often re-

5Researchers may introduce a bias here by adding samples up to the point where they are satisfied with
the results.

6Unfortunately, most institutions providing analyst reports nowadays have contracts with Refinitiv pre-
venting them from providing access to the database at a large scale.
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moved in natural language processing because it is perceived that they do not contain much
of information and are more noise than anything else. However, the results of Purda and
Skillicorn (2015) indicate, that people writing fraudulently heavily tend to use more Stop
Words; hence, they do contain information in this case. They further show that the change
in their truth measure from one report to the next of the same firm adds very substantial
predictive power, highlighting the potential benefit of controlling for the text source.
Wang et al. (2014) investigate the return predictability of the text sentiment of articles on
Seeking Alpha and messages on StockTwits, and Mishev et al. (2020) compare the sentiment
extraction ability of numerous models in the field of finance.7 They start with sentiment
dictionaries like the aforementioned of Loughran and McDonald (2011), continue with Ar-
tificial Neural Networks (ANNs) as word and sentence encoders, and end with the latest
available transformers models like Bidirectional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2018).
This is also symbolic for the whole field of NLP, which moved towards using ANNs because
they are well suited for high-dimensional problems. Thus, the next subsection provides a
short history of the development of these deep neural networks.

II-C A Small History of Deep Neural Networks

Today, Deep Neural Networks (DNNs) are state-of-the-art models for automatic language
processing. Deep learning algorithms have had exceptional success in pattern recognition
and labeling problems in recent years. However, this success wave, which started around
2006, and led to the term deep learning, is only the latest development wave. E.g., one of
the most crucial concepts, backpropagation, is based on the chain rule, which was developed
at the end of the seventeenth century by Leibniz (1684) and Newton.8 Although calculus
and the algebra developed by the two were extensively used to solve optimization problems,
it was not until the middle of the nineteenth century that gradient descent was introduced
as a technique to iteratively approximate the solution of an optimization problem (Cauchy,
1847). In the 1940s, a field known as cybernetics emerged in which a perceptron with linear
functions was introduced. As the field developed, it moved to non-linear functions and mul-
tilayer perceptrons (see Figure 1) in the 1960s and 1970s. Werbos (1981) develops the idea
of using backpropagation to train these first ANNs, and Rumelhart et al. (1986b) present
some of the first results from applying backpropagation. The field then became known as

7They use the Financial Phrase Bank from Malo et al. (2014) with 4’846 English sentences labeled by
financial experts with positive, neutral, and negative, and the SemEval 2017 TASK 5 from Atzeni et al.
(2017) with 2’510 news headlines also labeled by financial experts with a sentiment score between minus one
and one.

8There was a dispute between Leibniz and Newton about who invented calculus. Newton claims to have
started working on it in 1666 at the age of 23 but did not publish anything until decades later, and even
then did so only as a minor annotation in one of his publications. The main publications of Newton on the
topic were in 1687, 1693, and 1704. On the other hand, Leibniz started around 1674 and published his work
ten years later. L’Hôpital (1696) recognized that the work of the two was mostly about the same calculus.
The consensus nowadays is that although each of the two knew the work of the other, they invented calculus
independently (mainly because they took different paths to develop the idea of calculus).
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connectionism in the 1980s and the early 1990s because of the importance of the connections
between the “neurons.” Interest then shifted in the 1990s towards other machine learning
techniques than ANNs until their renaissance in 2006, when Hinton et al. (2006) demon-
strated that a neural network could outperform the Radial Basis Function (RBF) kernel
SVM on the Modified National Institute of Standards and Technology (MNIST)9 bench-
mark.
The success of ANNs in recent years was supported greatly by the improved availability
of large datasets as well as the continuing growth of their size.10 As computing power in-
creased exponentially over the past century and its price decreased similarly,11 it is possible
nowadays to train simple ANNs with reasonable training times on any personal desktop or
laptop computer which has multiple Central Processing Unit (CPU) cores. Using a high-end
workstation with multiple powerful Graphic (or General) Processing Units (GPUs), one can
train computationally complex ANNs with many layers on large training datasets within
days or even hours.12

ANNs were originally developed as mathematical models with an architecture similar to
a biological brain (Rosenblatt, 1962; Rumelhart et al., 1986a; McCulloch and Pitts, 1988).
Although similar in architecture, ANNs are very different from biological brains. Mainly be-
cause they are limited to the physical properties of current computing machines which work
on a binary electrical system. Communication between neurons in biological neural net-
works happens mostly via chemical neurotransmitters, rather than electronic signals (these
are mostly used for communication within a neuron).13 An ANN consists of nodes and
weighted connections between them. The nodes represent the neurons, and the connections
represent the synapses of a biological brain. The network is activated by providing some
input to one or several nodes, and the signal then spreads through the network and results in
some output. One can distinguish between ANNs with connections that form cycles (called
feedback or recurrent neural network) and the ones that do not. ANNs with no cycles are
called Feedforward Neural Networks (FNNs), e.g., a perceptron (Rosenblatt, 1958). Figure
1 shows a Multilinear Perceptron (MLP) with an input layer, which is processed by two
hidden layers that produce an output layer.
Nearly all deep learning models can be divided into the following components: the dataset,
some cost function, an optimization algorithm, and the model architecture. Theoretically,
one can replace any component independently from the others, but some combinations are
more common than others because they are easier to optimize. For a deeper insight into

9The MNIST database contains images of handwritten digits.
10Hilbert and López (2011) estimate that in 1986 around 1% of the five exabytes (one exabyte equals one

million terabytes) of data worldwide was digitally stored, and in 2007 it was around 93% of the 500 exabytes.
The International Data Corporation (IDC) estimates in their 2018 white paper that the current 33 zettabytes
(one zettabyte equals 1’000 exabytes) will increase to 175 zettabytes by 2025. This corresponds to a growth
of 25% p.a. between 1986 and 2007, then 46% p.a. till 2018, and an expected growth of 27% p.a. for the
coming years.

11See Roser and Ritchie (2019) for an overview of the development of computing power.
12GPUs are very efficient at processing the most frequent mathematical operations involved in training an

ANN like matrix operations.
13Although most connections between two neurons (synapses) are chemical, there is a small fraction of

electrical synapses (gap junctions).
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DNNs, I refer the reader to Graves (2012) and Goodfellow et al. (2016). Graves (2012) fo-
cuses on RNNs, while Goodfellow et al. (2016) try to cover the whole field of deep learning
and also include the basic calculus and algebra behind the algorithms.

Figure 1: Multilayer Perceptron

This figure shows a multilayer perceptron with two hidden layers. The stand for the application of a
ReLU function, a popular activation function because the input can have no relationship to the output or a
linear relationship.

Output layer

Hidden layers

Input layer

III Data

The used dataset contains all Reuters North America news from the beginning of January
1996 till the end of December 2019. There are 38.10 million news headlines in total; however,
most of them get dropped due to various reasons: 24.72 million articles are on a financial
instrument identified by a Reuters Instrument Code (RIC), of which only 7.96 million have
a Committee on Uniform Security Identification Procedures (CUSIP) code.14 Next, I drop
all observations with a CUSIP 8 code which is not included in CRSP/Compustat merged
database (common stocks of firms traded at NYSE, NASDAQ, or NYSE Arca, including
firms incorporated outside the U.S.). The dataset then consists of 6.31 million observations.
Table 1 shows the distribution of the number of subjects (i.e, firms) affiliated with each
news article. Because the applied models cannot distinguish between which text part is
related to which firm, I drop all observations on multiple firms. Including them could be
done in one of the following two ways: One could either use the average return of the firms
as the label, which may result in averaging out any valuable information and adding a lot of
noise, or have the same news for each firm as a separate observation, which would put more

14The most frequent news headlines which do not have a CUSIP are on currencies, indices, or firms not
listed in North America.
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(most likely too much)15 weight on these observations. Inspection of a sample of articles
with many affiliated firms shows that these articles are mostly statements that these firms
will or have published earnings results or that analysts have updated their ratings on these
firms.
The observations with only one affiliated firm contain 280’804 exact duplicates.16 Further-
more, I drop another 106’367 observations, which are considered duplicates. These observa-
tions are identified by computing a similarity measure for each headline with all the headlines
of the same firm on the same date.17 The dataset containing 5’002’242 observations is then
merged with the CRSP/Compustat merged database, which has the corresponding return
data for 91% of the observations. Hence, the dataset before any text preprocessing consists
of 4’542’855 observations.

Table 1: Number of Subjects (i.e., firms) per News Article

This table shows the distribution of the number of subjects (i.e., firms) affiliated with each news article. The
vast majority of articles are on just one firm (85.3%). Inspection of a sample of headlines on multiple firms
shows that they are just statements that these firms will or have published earnings results or that analysts
have updated their ratings on these firms.

Number of firms Observations % of total
1 5’389’413 85.3%
2 510’341 8.1%
3 180’520 2.9%
4 89’209 1.4%
5 50’397 0.8%

6-10 64’480 1.0%
11-20 16’620 0.3%
21-30 11’479 0.2%
31-40 2’430 0.0%
41+ 0 0.0%

III-A News Headlines and Preprocessing

Text cleaning is an important issue when working with natural language. All characters are
converted to lowercase, and the company RICs (embedded in the text as follows:<RIC>)
are stripped from the headlines.18 Furthermore, all punctuation, special characters, and
numbers are removed.19 A more difficult problem is contractions in the English language.
While it is an easy task to contract since two contractable words can only be contracted to

15The weight of the multiple firm news would increase from 14.7% to 37.5%.
16Exact duplicates are observations with the same date, subject, and headline.
17I us the SequenceMatcher function of the Python difflib package to compute the similarity between two

headlines. Values above 0.97 are considered duplicates (only the last version is kept). It makes sense to use
a high value like 0.97 because there are a lot of very similar headlines, e.g., the only difference being United
States Generally Accepted Accounting Principles (GAAP) earnings vs. non-GAAP earnings.

18This was already done for the computation of the similarity scores.
19The removed punctuation and special characters are the following: !”#$%&()*+,-./:;<=>?@[\]_̂‘{|}⇠\t

\n’. \n is the encoding of a new line and \t of a tab.
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exactly one possible contraction, expansion is a rather difficult task because for the same
contraction multiple possible expansions exist and the right one has to be determined from
the context. I use the Python module pycontractions’ precise method to expand the con-
tractions.
So far, all text cleaning steps are standard practice in NLP for most applications. A more
controversial discussion surrounds the removal of Stop Words.20 Neither is there a general
rule on when to remove Stop Words nor a universally used list of them. The effect of the
removal of Stop Words has been studied for several applications (e.g., see Munková et al.
(2014) or Ghag and Shah (2015)), but they yielded no clear evidence on when to remove
them and when not. From a logical point of view, it makes sense not to remove anything
if the model should develop a profound understanding of language. These would generally
be huge models trained on massive datasets (e.g., the whole Wikipedia corpus). For tasks
that only require a shallow understanding of language and for which the available training
datasets are small, it is much harder to trade off the advantage of removing the noise of Stop
Words with the disadvantage of losing information. I do not remove any Stop Words because
the semantic meaning can entirely change due to Stop Words like no, not, etc. However, I
remove any occurrence of an apostrophe followed by an s (’s), i.e., the possessive s since
the contractions have been expanded before. As described before, many duplicates were
identified based on the unprocessed headlines. I use the same procedure to check for exact
duplicates in the processed headlines and find a surprisingly large number of 92’605 which
I also remove. This indicates how cautious it was to only consider unprocessed headlines
with a similarity measure above 0.97 as duplicates. The dataset now consists of 4’450’250
observations.
Figure 2 (a) shows that the number of observations is not equally distributed over time.
Overall, the almost sevenfold increase in monthly news, which started in 2004, is mainly
driven by the increase in covered firms. However, Figure 2 (b) shows that also the intensity
of news coverage changed over time. While it was relatively low in the 1990s, it started to
increase after 1999 before peaking during the financial crisis. The intensity then dropped
and has been steady at around twelve news per firm per month for the last eight years of the
sample. Headlines have an average length of 10.50, and Figure 3 (a) shows the distribution
of the headline length. I do not impose a minimum or a maximum headline length and thus
neither trim the headlines nor drop any observations.

There are 159’078 unique words in all the headlines. The frequency of the words differs
vastly and is shown in the log-scaled Figure 3 (b). Apart from above mentioned stop-words
removal, there is another controversial preprocessing step: word stemming/lemmatizing.
Reducing inflected or derived words to their word stem by removing their ending is called
stemming, and lemmatizing is the more sophisticated process of changing words to their
base or root form. Stemming reduces the number of unique words in the dataset to 130’956

20The term Stop Words refers to any words that are removed in the preprocessing of texts in NLP. Usually,
these are words that are frequent but contain little to no relevant information (e.g. is, to, where, who, etc.).
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Figure 2: Observations per Month and News per Firm

The red line in Figure (a) shows the number of observations per month (left scale). While it was almost
steady at around 5’000 from 1996 to 2004, it then started to increase to about 30’000 in 2009. After the
financial crisis, there was a drop back to around 20’000 in 2013 before there was again an increase to around
35’000. The blue line shows the number of different companies about which at least one news headline was
published (right scale). It was at 600 between 1996 and 2004 before it steadily increased to almost 3’000
at the end. In total, there is news on 3’950 distinct firms in the dataset. Figure (b) shows each month’s
average number of news per firm. There was a steady increase between 1999 and the financial crisis in 2009.
The development afterward indicates that the increase in the observations per month after 2013, shown in
Figure (a), is driven by an increase in the number of firms rather than by more intense news coverage of the
same firms.

(a) Observations per month (b) News per firm per month

Figure 3: Words per Headline and Word Frequencies

Figure (a) shows the distribution of the number of words per headline. The average length is 10.50, and
the distribution is heavily right-skewed. 46 observations have a length of zero words, meaning that all the
content of the headline was dropped in the preprocessing, and the maximum length is 66 words. Figure (b)
shows the frequencies of all words in the dataset. Table A.1 in the appendix shows the 30 most frequent
words and their frequency. While there are 151’037 unique words in the dataset, the models in this paper
only take the 17’000 most frequent words into account, which make up 98.5% of the total number of words.
Over 53’000 words appear only once and roughly another 21’000 only twice.

(a) Words per headline (b) Word frequencies
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and lemmatizing to 151’037.21Unfortunately, the literature does not provide clear guidance
on when to use stemming/lemmatizing, and its influence on results is application dependant.
I use the lemmatized version since it reduces the number of unique words and because an
inspection of some samples shows that stemming changes the meaning of some words. In
undisclosed results, I compare the performance between stemming, lemmatizing, and doing
neither for a couple of models, and I find that the impact is neglectable. There are over
53’000 words that only appear once, and the 100 most frequent words make up 50.3% of the
total number of words (46’712’364).22 For all models except for the sentiment dictionary,
where the vocabulary size is given (2’689), one has to choose a vocabulary size.23 A too-
small vocabulary size means dropping potentially valuable information, while a too-large
value results in overfitting. In undisclosed results, I compare the performance for different
values for some models and find that results are robust for values between 3’000 and 30’000.
I choose to use a vocabulary size of 17’000 because it is estimated that a native English-
speaking adult has a vocabulary of about 17’000 words (Goulden et al., 1990). The 17’000
most frequent words make up 98.5% of the total number of words in my dataset. Table
A.2 in the appendix shows an extract of the dataset, and Table A.3 in the appendix shows
a random sample of 20 headlines before the preprocessing and afterward in order for the
reader to get an idea of the applied changes in the preprocessing.

III-B Return Data

As mentioned above, the return data is from CRSP/Compustat merged database. Since
the merge is conducted such that day 1 is the trading day after the news is published, the
market could either react on day 0 (if it was a trading day and the news was published
before market closing) or on day 1. To prevent large outliers from driving the results, I
exclude all observations with a cumulative return above 100% over days 0 and 1,24 which
is the case for 8’643 observations (0.2%). The first column of Table 2 shows the descriptive
statistics of the cumulative returns of day 0 and day 1 after removing the observations with
returns above 100%. Figure 4 shows some descriptive statistics for each trading day, start-
ing 21 trading days (one month) before the news publication and ending 63 trading days
(three months) afterward. For readability, the minimum and maximum are not included as
they generally range between -73% to -93% and +265% to +1’025%, respectively. 90% of
the daily returns are between -4% and +4%, except for around the news publication days,
where this spread increases by about 80%. The daily volatility is generally slightly above 3%
and increases to about 7% on news publication days. The slight increase in volatility after
three months indicates that the news cluster a bit around earnings announcements which
usually occur more or less exactly three months later. I show the same timeframe for the

21I use the PorterStemmer from the python nltk package for the word stemming and WordNetLemmatizer
for the lemmatizing.

22Table A.1 in the appendix shows the 30 most frequent words.
23Vocabulary size is the number of most frequent words taken into account.
24The models are trained on the cumulative return of days 0 and 1 (except for the sentiment dictionary).
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predictions of the models in Figure 5 in order to investigate how the market digests news
and if any medium-term signal can be extracted. However, there is the caveat that I only
analyze daily returns and not intraday data, and due to this caveat, I cannot estimate any
potential gain a fast trader, who reacts instantly to the news, could make. Nevertheless, I
provide an estimate of the returns a slow trader, who reacts on the trading day after the
news is published, could achieve. Obviously, any returns before the publication day would
not be realizable for such a trader. Since the returns are computed as the change in the
closing prices, the return on the publication day would also not be realizable. But even
the return of the day after might not be realizable since the news could be published after
market closing, and the trader could not trade at the closing price. Therefore, I compute
the realizable returns as the change between day 1’s opening and closing price. Descriptive
statistics for these returns are shown in the second column of Table 2.

Figure 4: Descriptive Statistics for News Timeframe

This figure shows the means, standard deviations, 5%, and 95% quantiles of the returns for each trading day,
starting 21 trading days (one month) before the news publication and ending 63 trading days (three months)
afterward. 90% of the daily returns are between -4% and +4%, except for around the news publication days,
where this spread increases by about 80%. The daily volatility is generally slightly above 3% and increases
to about 7% on news publication days. Returns are computed as the change in closing prices.
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Table 2: Descriptive Statistics of the Cumulative Return of Days 0 and 1 and the Realizable
Returns

This table shows the descriptive statistics of the cumulative return of day 0 and day 1 (trading day after
news publication) after removing the cumulative returns above 100% in the first column and of the realizable
returns (computed as the difference between day 1’s opening and closing price) in the second column. The
number of observations is 4’441’607.

cumulative returns realizable
days 0 and 1 returns

Maximum 99.99% 121.89%
95% percentile 10.38% 4.98%
Mean 0.10% �0.03%
5% percentile �10.30% �5.12%
Minimum �92.21% �75.52%
Standard deviation 7.57% 3.68%

IV Methodology

This paper aims to map financial news headlines to future returns. Traditionally, one would
define some measure of sentiment and compute it for each particular piece of text, then
check if this measure of sentiment has predictive power for future returns. Using a bag-of-
words model, where the words are categorized according to some dictionary, is the most
common approach and has become popular in many research areas. Another bag-of-words
approach is the multinomial Naïve Bayes method. This supervised learning algorithm takes
the most frequent words into account and computes the best weight of each word based on
some training sample. Neural networks are a text-processing approach that became very
popular in the computer science community but has not been used frequently in the field
of finance so far. Since neural networks can model many aspects of language, which the
bag-of-words models ignore, they could provide superior predictions.
There are several options on how to approach the task at hand here. The first is to also
train a model for sentiment classification and then see if stocks outperform after positively
classified news and underperform after negative news. The problem with this approach is
that it requires having lots of labeled training samples. While the Naïve Bayes classifier
may reach decent results on about 10’000 training samples (e.g., see Huang et al. (2014),
who classify analyst reports), neural networks require many more training samples. There-
fore, I take a far less labor-intensive approach than human classification by categorizing the
news according to the cumulative return of days 0 and 1 (positive if above zero, negative
otherwise). As day 1 is the trading day after the news publication and day 0 the trading
day before, using the cumulative return of the two ensures that the market’s reaction is
included. Another option is to make it a regression problem and directly map the texts
to the cumulative returns of days 0 and 1. As the label is now the discrete rather than
the categorized discrete variable, the network may be able to use this additionally provided
information to produce superior predictions.
In this paper, I compare the abovementioned approaches to predict returns based on fi-
nancial news. Table 3 provides an overview of the applied models, which are explained in
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more detail in the subsequent subsections. Note that I do not lay out all the concepts and
mathematics of the neural networks and refer the reader to Graves (2012) and Goodfellow
et al. (2016) in case any concept of neural networks is unknown.

Table 3: Model Overview

This table provides an overview of the different text classification/regression methods applied in this paper.
Classified returns refer to the cumulative returns of days 0 and 1 being categorized as positive if above zero
and as negative otherwise.

Model Maps to

Loughran and McDonald (2011) sentiment dictionary text sentiment
Multinomial Naïve Bayes classified returns
CNN classified returns / returns
RNN-LSTM classified returns / returns
RNN-GRU classified returns / returns

IV-A Sentiment Dictionary

Loughran and McDonald (2011) provide the most popular semantic dictionary for financial
texts. They gathered words from 10-K filings between 1994 and 2008, and their dictionary
consists of 2’335 negative and 354 positive words. The fact that the negative words outnum-
ber the positive words by a factor of about 6.6 is a potential problem. If the positive words
do not occur about 6.6 times more often (which is highly unlikely and not the case in the
used dataset), the sentiment measured with this dictionary tends to be strongly negative
on average. Therefore, it cannot be concluded that news tends to be negative on average,
even if this measure suggests it.
Term weighting schemes have a long history in information retrieval from texts and at least
go back to the 1950s (e.g., see Luhn (1957)). TF-IDF is one of the (if not the) most popu-
lar weighting scheme; however, many others have been proposed (e.g., see Aizawa (2003)).
Words are weighted by their frequency relative to their occurrence in all documents, and the
reasoning why the TF-IDF measure could be more appropriate than the raw counts comes
from the underlying assumption that the informational content of words is inversely related
to their frequency. Intuitively, this seems to be true to a certain extent, and empirical
evidence indicates that it improves results in many cases. However, its benefits would be
extremely limited in this case. First of all, it would not systematically mitigate the issue of
the imbalanced dictionary. Secondly, its effect on short texts is minimal since most headlines
only contain one word from the dictionary, weighting would not change the classification.
Hence, I use the raw word counts to compute the sentiment measure.

IV-B Multinomial Naïve Bayes

The Naïve Bayes method, also called simple Bayes or independence Bayes, assumes that the
inputs (here: words) are independent of each other. This assumption is obviously strongly
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violated in the context of natural language. Nevertheless, this simple model already performs
well on many tasks and even outperforms more advanced models in situations where only
very few training examples are available. Naïve Bayes classifier for text classification is
trained on labeled text samples, where each sample is a vector with the length of the
vocabulary V and the word counts as its entries. As for the neural networks, I choose to
only include the 17’000 most frequent words. The Naïve Bayes classifier maximizes the
Maximum A Posteriori (MAP) class cmap according to:

cmap = arg max
c2C

2

4logP̂ (c) +
X

1wnd

logP̂ (wk|c)

3

5 , (1)

where logP̂ (c) is the prior of class c, depending on its relative frequency, and logP̂ (wk|c) is a
weight that indicates how strong the word w is associated with class c. For a more detailed
description of the Naïve Bayes classifier, I refer to chapter 13 of Schütze et al. (2008).

IV-C NLP with Neural Networks

In NLP with ANNs, the first step is to set up the vocabulary of all words present in the
data.25 Each word is then encoded as a vector with the length of this vocabulary, which has
all zeros but a one on the position of the particular word (1-of-V coding). From these word
encodings, a sentence is then encoded as a matrix with the total vocabulary length on the
first dimension and the sentence length on the second dimension. This sentence represen-
tation can then be fed to a neural network with an embedding layer as the first layer. The
embedding layer will map each word to a point in a high-dimensional vector space (usually
three to 300 dimensional), i.e., each word is defined by a vector with the length of the di-
mensionality of the particular vector space. Alternatively, these vectors can be learned in a
pre-training process, and the sentences are directly encoded with the pre-trained vectors (as
a consequence, there would be no embedding layer in the network). Mikolov et al. (2013a)
introduce Word2Vec, where the vector representations are learned with a one-layer FNN.
The network takes N 1-of-V encoded words as inputs, maps them to projection layer P with
a N ⇥D projection matrix, and has one hidden layer.26 The network’s output is a probabil-
ity distribution over words which differs for the two models they propose: the Continuous
Bag-Of-Words (CBOW) model and the skip-gram model. In the CBOW model, a word has
to be predicted from the n previous and the n following words. The skip-gram model is
the opposite: one word is used to predict the n previous and n following words.27 More re-
cently, Devlin et al. (2018) from Google AI Language propose BERT, which is currently the
best peer-reviewed model in many NLP tasks. The main advantage of pre-training vector
representation is that they can be learned on large unlabeled text corpora, which do not

25After choosing the vocabulary size (here: 17’000), and dropping the excluded words.
26They use between 500 and 1’000 units in the hidden layer.
27Earlier in 2013, Mikolov et al. (2013b) had already proposed an RNN for learning the vector representa-

tion of words, but the CBOW and the skip-gram model significantly outperformed this approach on various
tasks. For details see Mikolov et al. (2013a).
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need to be task specific. To this day, there is no general rule in which cases pre-learned
representations outperform the ones learned task specifically. However, they are beneficial
when only a few labeled examples are available or if the whole text corpus is small.
Choosing a reasonable vocabulary size (number of most frequent words considered) and the
vector embedding dimensionality is crucial to prevent overfitting. The number of param-
eters of the embedding layer is the product of the two, usually making them responsible
for most of the model parameters. The two most widely used architectures for NLP tasks
are CNNs and RNNs. RNNs use different memory cells, LSTM and GRU being the most
popular. However, many other architectures and models have been proposed recently (e.g.,
attention-based models or Generative Adversarial Networks (GANs)), as this is a very active
area of research.
The models applied here use dropouts and regularization to improve the learning process,
but it is optional to implement them in this case. As the model capacities are far too large
for the limited number of samples, early stopping is essential to prevent overfitting in this
case. I stop training when the loss function does not improve for three epochs,28 and all
networks are implemented in Tensorflow.

IV-D Convolutional Neural Networks (CNN)

CNNs are very popular in computer vision, where one is processing images or videos (e.g.
see Krizhevsky et al. (2012) or Simonyan and Zisserman (2014)). Convolution is done across
one or multiple dimensions with meaningful order (e.g. two dimensions for images and an
additional time dimension for videos), which means it can also be applied to NLP tasks as
the sequence of words has a meaningful order (e.g. see Kalchbrenner et al. (2014)). Despite
the fact that CNNs also achieve decent results in NLP tasks, they are not the quantum leap
they were in computer vision. Other models and network architectures achieve similar per-
formance like the RNNs from the next section. I use a very basic CNN setup and implement
dropouts and regularization which help to improve the learning process. Table 4 provides a
detailed overview of the applied CNN’s architecture and the used parameters.

IV-E Recurrent Neural Networks (RNN)

RNNs are the most popular neural network type for sequence data. Unlike CNNs, which
were not intentionally developed for sequence data, RNNs were designed for situations where
past observations or inputs matter for the current output. These one-directional RNNs were
extended to bidirectional RNNs for sequences where one observation not only depends on
its predecessors but also on its successors, which makes them more adequate for language
tasks. The first RNNs suffered from numerical instability, an issue fixed with the intro-
duction of memory cells like LSTM (Hochreiter and Schmidhuber, 1997) and GRU (Chung

28An epoch is when the model used the whole dataset once to update its parameters.
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Table 4: CNN Architecture

This table shows the architecture of the applied CNN. The max_tokens hyperparameter is set to 17’000
to drop all words occurring less than roughly 100 times in the dataset. This prevents the model from
overfitting on less frequent words and reduces the model size significantly. The dimensionality of the vector
representation is set to four. The kernel size of the first convolutional layers determines how many words can
be reached per filter, and by stacking two convolutional layers, the maximum of possible word dependencies
is equal to the product of the two kernels (here: 3 · 3 = 9). The global average pooling layer removes
one dimension by averaging across the second dimension (sentence length). Alternatively, one may also use
another pooling procedure, like max pooling. One dense layer is then added with 20 units and some L2
regularization to prevent overfitting too fast. The last layer is determined by the labels: the number of units
equals the number of labels per example (1), and the activation depends on the type of labels (sigmoid for
binary classes, softmax for multiple classes, and linear for numerical). The network is trained by minimizing
the binary cross-entropy (classification) or the mean squared error (regression) using the Adam optimizer
(learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the mini-batch size
is 4’096.

Layer Parameters Output dimension Number of parameters

TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Conv1D filters=24, kernel_size=3, padding=’same’, activation=’relu’ None, None, 24 312
Conv1D filters=12, kernel_size=3, padding=’same’, activation=’relu’ None, None, 12 876
GlobalAveragePooling1D - None, 12 0
Dense units=20, activation=’relu’ None, 20 220
Dropout rate=0.1 None, 20 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters 69’469

et al., 2014).29 Table 5 provides a detailed overview of the applied RNN with LSTM units
and Table 6 of the applied RNN with GRU units.

Table 5: RNN-LSTM Architecture

This table shows the architecture of the applied RNN with LSTM units. The max_tokens hyperparameter
is set to 17’000 to drop all words occurring less than roughly 100 times in the dataset. This prevents the
model from overfitting on less frequent words and reduces the model size significantly. The dimensionality
of the vector representation is set to four. The model uses ten LSTM units, a dense layer with 20 units,
and some L2 regularization to prevent overfitting too fast. The last layer is determined by the labels: the
number of units equals the number of labels per example (1), and the activation depends on the type of
labels (sigmoid for binary classes, softmax for multiple classes, and linear for numerical). The network is
trained by minimizing binary cross-entropy (classification) or the mean squared error (regression) using the
Adam optimizer (learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the
mini-batch size is 4’096.

Layer Parameters Output dimension Number of parameters

TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Bidirectional LSTM(units=10) None, 20 1’200
Dense units=20, activation=’relu’, kernel_regularizer=(L2=0.001) None, 20 420
Dropout rate=0.1 None, 20 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters: 69’641

IV-F Evaluation

I divide the dataset into a training (70% (3’109’125 examples), 01.01.1996-31.03.2016), a val-
idation (15% (666’241 examples), 31.03.2016-26.04.2018), and a test dataset (15% (666’241

29Other memory cells have been proposed, but to this day, LSTM and GRU are the most popular choices.
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Table 6: RNN-GRU Architecture

This table shows the architecture of the applied RNN with GRU units. The max_tokens hyperparameter
is set to 17’000 to drop all words occurring less than roughly 100 times in the dataset. This prevents the
model from overfitting on less frequent words and reduces the model size significantly. The dimensionality
of the vector representation is set to four. The model uses ten GRU units, a dense layer with 20 units,
and some L2 regularization to prevent overfitting too fast. The last layer is determined by the labels: the
number of units equals the number of labels per example (1), and the activation depends on the type of
labels (sigmoid for binary classes, softmax for multiple classes, and linear for numerical). The network is
trained by minimizing binary cross-entropy (classification) or the mean squared error (regression) using the
Adam optimizer (learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the
mini-batch size is 4’096.

Layer Parameters Output dimension Number of parameters
TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Bidirectional GRU(units=10) None, 20 960
Dense units=20, activation=’relu’, kernel_regularizer=(L2=0.001) None, 20 420
Dropout rate=0.1 None, 10 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters: 69’401

examples), 26.04.2018-31.12.2020). The training dataset is used to train the models, the val-
idation dataset to estimate the generalization ability when deciding on model architecture
and for hyperparameter optimization, and the test dataset to estimate the true general-
ization. Splitting the dataset without shuffling has its advantages and drawbacks. The
main reason for doing so is to prevent the claim that there was predictability in the earlier
time period of the dataset and that it has vanished nowadays because markets have become
more efficient. Another reason is that there may still be some highly similar headlines in
the dataset, which should be considered duplicates. This is only a minor issue if one does
not shuffle the dataset before splitting it because the duplicates will be in the same dataset
split. If this were not the case, there would be information leakage between the training,
validation, and test dataset, resulting in too-optimistic error estimates. However, it also
results in the fact that the training, validation, and test dataset differ in many aspects. As
shown previously, the total news coverage (Figure 2 (a)) and the coverage per firm (Figure
2 (b)) changed over time. With the burst of the dot-com bubble and the financial crisis,
the training dataset covers two major market downturns; In contrast, the validation dataset
covers a relatively calm period of increasing stock prices. Although stock market indices in-
creased over the time of the test dataset, it was a much more volatile period (e.g., U.S.-China
tariffs, interest rate hikes), resulting in negative cumulative returns around news publica-
tions. Table 7 provides the descriptive statistics for the training, validation, and test dataset.

I report the accuracy of the classification models and for the regression models also their
Mean Squared Error (MSE) and Mean Absolute Error (MAE). The accuracy is computed
according to Equation 2:

Accuracy =
TP + TN

TP + TN + FP + FN , (2)
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Table 7: Descriptive Statistics of Training, Validation, and Test Dataset

This table shows the descriptive statistics of the training, validation, and test dataset. The training dataset
consists of 3’109’125 observations (70%) between 01.01.1996 and 31.03.2016, the validation dataset of 666’241
observations (15%) between 31.03.2016 and 26.04.2018, and the test dataset of 666’241 observations (15%)
between 26.04.2018 and 31.12.2019. Although it may seem redundant to show standard deviation and
variance (of the cumulative returns of days 0 and 1), it is relevant to distinguish the two when comparing the
model results. The cumulative return of days 0 and 1 is the label (either directly in the regression models
or classified to zero and one for the classification models) the models are trained to predict. The realizable
return is the return of the trading day after the news publication (day 1) computed as the difference between
the opening and the closing price.

Training dataset Validation dataset Test dataset

Standard deviation 7.09% 7.91% 9.27%
Variance 50.27% 62.63% 85.87%
Mean cumulative return day 0 and 1 0.13% 0.06% �0.07%
Mean realizable return day 1 �0.00% �0.09% �0.11%
Positive returns (> 0) 1’602’479 (51.54%) 345’332 (51.83%) 342’941 (51.47%)
Negative returns ( 0) 1’506’646 (48.56%) 320’909 (48.12%) 323’300 (48.53%)
Number of observations 3’109’125 666’241 666’241

where TP/TN is the number of true positive/negative predictions, and FP/FN is the number
of false positive/negative predictions. Therefore, accuracy is simply the fraction of correct
predictions. Cumulative mean returns of the trading day after the news publication and the
previous trading day (days 0 and 1) of all positive and negative predictions are also provided
for all models. Furthermore, I estimate the realizable returns if one reacted on the trading
day after the news is published (difference between the opening and closing price of day 1).
To check for any anticipation and post-news drift or reversal, I investigate the cumulative
returns for the previous 21 (one month) and the next 63 trading days (three months).

V Results

Table 8 shows the results of all models. The classification according to the Loughran and
McDonald (2011) sentiment dictionary, has an accuracy between 53.2% and 54.1% among
the three datasets. Because there are no parameters to be optimized for this model, gen-
eralization is no issue, and the best estimation for the true accuracy would be across the
whole dataset (53.4%). As there are only 2’689 words in the dictionary, only 33.4% of all
the headlines can be classified, and due to the imbalance of the sentiment dictionary (2’335
negative vs. 354 positive words), only 5.7% are classified as positive vs. 27.6% as negative.
The returns of the classified news are clearly in line with the measured sentiment, but the
realizable returns on the next trading are not. It is worth noting that while the fractions
of positive news and words are relatively stable among the three datasets, the validation
dataset, which does not contain any major crisis, has significantly fewer negative words than
the other two datasets.
In contrast to the sentiment dictionary classification, the Naïve Bayes classifier and all neu-
ral networks must classify all news. While this makes the task much harder, they can use
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the 17’000 most frequent words compared to predefined 2’689 words. The Naïve Bayes clas-
sifier reaches an accuracy of 54.7% on the test dataset and tends towards classifying positive
news because returns are positive on average (51.5% in the training dataset). The returns
are according to their classification, and the model generalizes well to the validation and
test dataset. While for the sentiment dictionary classification, the realizable returns of the
trading day after the news publication are not according to the predictions, they are for the
Naïve Bayes classifier with a return difference between positive and negative predictions of
0.15% on the test dataset.
All neural networks have a slightly higher accuracy than the Naïve Bayes classifier, ranging
between +0.12% and +0.54% on the test dataset. They all generalize well because of early
stopping while training them (otherwise, the networks all start to overfit very soon as the
fitting capacity of the models is too large for the used training dataset). The similar re-
sults of the different neural networks, and the fact that they are similar to the Naïve Bayes
classifier, indicate that almost all predictive power comes from the words. Therefore, the
networks learn reasonable embeddings for predicting returns but only minimal relationships
between the words. It is therefore also not relevant whether a CNN, an RNN with LSTM, or
with GRU units is used. One key observation is that the proportion of positive and negative
predictions can vary significantly without impacting the accuracy. Different training runs
with the same model specifications of all neural networks result in the fraction of positive
predictions varying between around 45% and around 75%. This leads to the conclusion that
the models can learn to classify about 25% as negative news with relatively decent certainty
and that a fraction of positive news is also well-classifiable. However, at least about 30% of
the news headlines are more or less randomly classified.
Figure 5 shows the cumulative sum of excess returns to the predictions of the different mod-
els for the 21 trading days (one month) prior to the news publication and the 63 trading days
(three months) afterward. There is clear evidence, that markets start to steadily anticipate
the news at least one month before publication, and by the time the news is published,
part of the impact has already been priced in. Markets then react within less than two
trading days, and there is only minimal change afterward. The missing anticipation and
slight reversal of positive news of the sentiment dictionary’s predictions is most likely due to
the small sample size (40’429 observations). As stated above, no parameter optimization is
involved in the application of the sentiment dictionary; hence, the best estimation is across
the whole dataset. Figure 6 confirms that there is anticipation of good news and indeed
only very minimal reversal, if any, across the whole dataset.
Although it would be possible to also distinguish the “certainty” for the sentiment dictio-
nary by considering that the sum of positive minus the sum of negative words is larger than
one or smaller than minus one for some headlines, it is very rarely the case. Therefore,
regarding the sentiment dictionary, I only report how the returns of the two classes develop.
For all other models, I distinguish between five different levels of certainty (classification)
/ thresholds (regression) for each class. The dynamics are the same for all subsets (e.g., no
under- or overreaction to the best news). However, the subsets with the highest certainty of
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being negative according to the Naïve Bayes classifier, the RNN-LSTM, and the RNN-GRU
networks are a bit odd in the sense that the anticipation does not seem to be in line with
the other models.
The certainty scores (classification) or point estimates (regression) also allow for a more ad-
equate comparison between the sentiment dictionary and the machine learning algorithms.
Table 9 shows the performance of each model on the 40’429 most positive and the 192’563
most negative predictions. While all machine learning models also reach a higher accuracy
on the negative predictions by 2.6 to 4.1 percentage points, they crush the sentiment dic-
tionary’s accuracy on the positive predictions by 6.2 to 14.9 percentage points. The Naïve
Bayes classifier’s performance is close to the neural networks’ on the positive predictions;
however, it is significantly below the neural networks on the most positive predictions. The
accuracies of the different levels in Figure 6 also indicate that the neural networks compute
superior certainty scores or point estimates. E.g., the 58’682 positive predictions with the
highest certainty of the Naïve Bayes classifier have an accuracy of 61.9%, while the CNN
classification has a higher accuracy (64.4%) on more predictions (85’249). The same seems
to be the case for the negative predictions: the 60’238 most negative predictions of the Naïve
Bayes classifier have an accuracy of 63.8%, and the CNN classification has an accuracy of
65.8% on the 60’498 most negative predictions. However, an exact comparison is difficult
because either the level/threshold or the number of predictions of such a comparison is
chosen arbitrarily.

30The accuracy of the positive predictions is also called precision or positive predictive value, and the
accuracy of the negative predictions is also called negative predictive value.
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Figure 5: Cumulative Mean Excess returns on Positive/Negative News

This figure shows the cumulative sum of the mean excess returns (in excess of the average daily returns) of
positive and negative news according to the indicated model for the 21 trading days (one month) prior to
the news publication and the 63 trading days (three months) afterward of the test dataset. There is a clear
spike on the publication day, where the stock price changes according to the news. There is still a clearly
different reaction the day after the news is published because markets may not be able to react on the news
publication day due to markets already being closed. Markets start anticipating the news at least one month
before, and by the time the news is published, part of the impact has already been priced in. Markets then
react within less than one trading day, and there is no change afterward.

(a) Sentiment dictionary classification (b) Naïve Bayes classification

(c) CNN classification (d) CNN regression

(e) RNN-LSTM classification (f) RNN-LSTM regression

(g) RNN-GRU classification (h) RNN-GRU regression
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Figure 6: Sentiment Dictionary Cumulative Mean Sum of Excess Returns on Positive/Neg-
ative News

This figure shows the cumulative sum of the mean excess returns (in excess of the average daily returns) of
positive and negative news according to the sentiment dictionary for the 21 trading days (one month) prior
to the news publication and the 63 trading days (three months) afterward of the whole dataset. There is
a clear spike on the publication day, where the stock price changes according to the news. There is still a
clearly different reaction the day after the news is published because markets may not be able to react on
the news publication day due to markets already being closed. Markets start anticipating the news at least
one month before, and by the time the news is published, part of the impact has already been priced in.
Markets then react within less than one trading day, and there is no change afterward.

Table 9: Model Comparison to Sentiment Dictionary

This table summarizes the performance of the different models on the 40’429 most positive and the 192’563
most negative predictions, which allows for a more adequate comparison between the sentiment dictionary
and the supervised learning algorithms. Return positive/return negative are the mean cumulative returns of
days 0 and 1 (on which the models were trained) of the positive/negative predictions, and the next column
shows their difference. Real. ret. positive and real. ret. negative are the mean returns of day 1 (computed
based on the difference between the opening and closing price of that day) of the positive/negative predictions,
and the next column shows their difference. Accuracy is measured based on the cumulative returns of days
0 and 1.

Model Return Return Return Real. ret. Real. ret. Real. ret. Accuracy Accuracy
positive negative � positive negative � positive30 negative30

Sentiment dictionary
(classification) 1.17% �1.08% 2.25% �0.21% �0.11% �0.10% 56.41% 52.80%

Naïve Bayes
(classification) 1.87% �1.74% 3.61% 0.06% �0.26% 0.32% 62.66% 56.29%

CNN
(classification) 3.95% �1.95% 5.90% �0.04% �0.26% 0.22% 70.10% 56.95%

RNN-LSTM
(classification) 3.97% �1.81% 5.78% �0.07% �0.24% 0.17% 69.65% 56.51%

RNN-GRU
(classification) 4.11% �1.92% 6.03% �0.06% �0.25% 0.19% 70.39% 56.88%

CNN
(regression) 4.20% �1.84% 6.04% �0.15% �0.27% 0.09% 70.09% 54.54%

RNN-LSTM
(regression) 4.67% �1.94% 6.61% �0.16% �0.22% 0.06% 71.33% 54.70%

RNN-GRU
(regression) 4.61% �1.89% 6.50% �0.16% �0.21% 0.05% 71.15% 54.39%
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VI Discussion

As Tetlock (2007) points out, sentiment theory predicts that short-term returns will be
(partially) reversed in the long run (since they were an overreaction), whereas information
theory predicts that they will persist indefinitely (because they represent the rational price
impact). This paper strongly supports the information theory’s view and the EMH by
showing that financial markets react quickly (less than two days) to news and that there
is no clear trend in stock returns afterward. Furthermore, markets seem to start antici-
pating news at least one month before publication and have priced in part of the impact
upon publication. There are multiple potential explanations for this anticipation. News on
accounting measures like earnings might be known in advance because companies tend to
release information on some key figures before publishing the full financial report. Another
source could be that there might be some rumors on which some people trade before they
are confirmed or the use of insider information. Brunnermeier (2005) provides a theoretical
framework where early informed market participants buy (sell) on positive (negative) ru-
mors and sell (buy) when the news becomes publicly available. He claims that the informed
trader can profit twice: first, when he receives the signal early, and second when the news
is published because markets overreact. While the first is certainly true, my results indicate
that, on a daily basis, the second does not seem to be the case.
Despite this strong evidence for market efficiency, the empirical results presented here do not
deny the existence of a profitable trading strategy based on news. While the results of this
paper show that a slow trader, who reacts on the trading day after the news is published,
could only make a minimal profit per trade (less than 0.10% per trade before transaction
costs), they also indicate that the first to react upon publication could make significant
profits since most of the price impact is left when the news is published. In order to seri-
ously elaborate on the feasibility of such a strategy, one would have to work with intraday
data, which is beyond the scope of this paper. Nevertheless, it is worth discussing it in a
more hypothetical manner. Automatically analyzing the news is obviously faster than any
human can, and having a reasonable point estimate of the price impact from a regression
model would help to take transaction costs as well as the price impact of trades into account.
Such a strategy would most likely work for news published during trading hours; however,
it may not for news published during off-trading hours because speed is no advantage any-
more. Furthermore, any thorough investigation should consider the potentially very limited
capacity of such a strategy due to the short time frame and limited liquidity of small firms
(although, as Heston and Sinha (2017) (who use a very similar dataset) show, most news
is on large firms with the largest 20% accounting for more than half of the news). The
fact that the realizable returns of the validation set are significantly lower than the ones of
the test dataset should also raise some concerns. As Garcia (2013) points out, daily return
predictability based on news is concentrated in recessions, which favors the test dataset be-
cause it has negative returns on average. Therefore, these returns may only exist in market
downturns because bad news travels slowly (see Hong et al. (2000) and Frazzini (2006)).
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While one should appreciate the decent performance, simplicity, and interpretability of the
classification with the Loughran and McDonald (2011) sentiment dictionary, there is lit-
tle room for improvement besides extending the dictionary and using a different weighting
scheme. Hence, it is adequate in cases where one really needs to measure sentiment, but
supervised learning methods are better suited when many labeled examples are available.
Although the Naïve Bayes classifier makes the naïve assumption of words being independent,
it should be the first choice for any quick analysis because of its simplicity (the only hyper-
parameter to choose is the number of words to take into account) and the fact that it already
performs decently on most text classification tasks. Besides the limitation that the under-
lying assumption imposes, the lack of a straightforward regression version of Naïve Bayes,
which works well for text, is another disadvantage. Ordinary Least Squares (OLS) and other
standard techniques fail in most language applications because of the high dimensionality
of the word counts. Gentzkow et al. (2019) discuss several penalized linear possibilities
like Least Absolute Shrinkage and Selection Operator (LASSO) (L1 penalty, see Tibshirani
(1996)), ridge (L2 penalty, see Hoerl and Kennard (1970)), the “elastic net” (a mixture of L1

and L2 penalty, see Zou and Hastie (2005)), and the log penalty (see Candes et al. (2008))
which all can be interpreted as posterior maximization under some prior.31 They further
elaborate on other approaches like dimensionality reduction (e.g., Principal Component Re-
gression (PCR) and Partial Least Squares (PLS)) and non-linear models (e.g., Generalized
Linear Models (GLMs), SVMs, regression trees, and DNNs). One of the many advantages
of DNNs is the fact that the same network can be applied to binary classification, multi-
classification as well as regression problems by simply changing the activation function of the
output layer (sigmoid for binary classification, softmax for multi-classification, and linear
for regression). Nowadays, the almost limitless ways to design DNNs truly make them uni-
versal function approximators, and well-suited for high-dimensional problems. Nevertheless,
this design freedom is also one of their weaknesses because it can be very time-consuming
to find a reasonable architecture, and comparison is more difficult, which is why I applied
very basic architectures. This leaves room for improvement, and one may pursue a similar
project with new exciting ideas from the deep learning community. While the difference
between the Naïve Bayes classifier and the neural networks may look neglectable according
to some of the empirical results presented here, they also provide evidence that as long as
one does not let the overfitting problem get out of hand, the Naïve Bayes classifier’s results
are like a lower bound for the neural networks.
Having a third (neutral) category has been proposed to me on several occasions, but it is
not sensible from my point of view. First, it would require an arbitrary choice for the return
threshold between these three categories instead of the logical choice of zero for separating
positive from negative. Then, one would have to decide whether to train the models to
predict three classes or to drop the neutral category and predict the two remaining classes.
While the former may sound appealing at first, it does not make sense because the mod-

31E.g., ridge regression assumes independent Gaussian priors on each coefficient while LASSO assumes a
Laplacian prior (see Park and Casella (2008) and Hans (2009)).
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els would have to learn a third category without knowing that all categories are actually
aligned across the return dimension, thus making the problem harder than it already is. To
make this a bit clearer, consider how the Naïve Bayes classifier works: In the binary case,
it computes a weight for each word that indicates if this word is evidence for the positive
class (weight >0.5) or the negative class (weight <0.5). With three categories, it would
have to compute three weights for each word instead of one (which increases the number
of parameters dramatically and makes overfitting a potential threat), meaning that each
weight is only the evidence for each class and not simultaneously evidence against any other
class like in the binary case. On the other hand, dropping the neutral category would mean
losing training samples (potentially a lot, depending on the threshold choice), which is only
beneficial if it substantially decreases the noise in the data; however, I doubt that this would
be the case.
Whilst the implementation of a third category in the training process does not make much
sense due to the aforementioned reasons, the thresholds implemented in Figure 6 effectively
create a third (neutral) category and are highly recommended if one were to trade based
on such a model. Because trading means facing a choice between three options (buying,
selling, or doing nothing), one should have a third category based on the certainty or point
estimate because they allow taking transaction costs and risk aversion into account.
In my opinion, the two most promising approaches for enhancing the neural networks’ per-
formance would be to use pre-trained embeddings (e.g., BERT) or the implementation of
auxiliary loss(es). The idea of auxiliary loss was introduced with GoogleLeNet (Szegedy
et al., 2014) and means requiring one or multiple layers of a network to predict the same
as the output layer and adding the loss metrics of these predictions, scaled by some factor
less than one, to the loss of the final prediction. Initially, the intention was to improve the
optimization process by increasing the gradient signal; however, this issue is nowadays usu-
ally solved by adding batch normalization layers. Nevertheless, the idea of using auxiliary
losses to improve the feature extraction of hidden layers stuck, but hidden layers are now
usually asked to predict something different from the final layer, e.g., in NLP, the word
before and after (skip-gram model) to train the embeddings. The difference to pre-training
is that the learning of the features/embeddings takes both the auxiliary loss and the final
loss into account, while pre-trained embeddings would be learned independently of the final
task.
Because new data is generated every day, the training dataset could double within less than
eight years at the current speed of 35’000 news per month (see Figure 2 (a)). Discussing
the effect of a larger training sample is therefore essential. While the sentiment dictionary’s
predictions would not profit, the Naïve Bayes classifier could close its generalization gap.32

However, to improve the models’ performance on the training dataset, the additional obser-
vations would have to be more predictable than the ones used before, which is unlikely.33

32The generalization gap is the difference between the models’ performance on the training and the test
dataset.

33This is the case because the Naïve Bayes classifier always computes the optimal weights on the training
dataset and now has to fit a larger number of observations with the same number of parameters.
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On the other hand, neural networks would benefit a lot from a larger training sample. Un-
like for the Naïve Bayes classifier, the generalization gap would most likely be similar since
it is mainly controlled by the early stopping (which prevents the optimization algorithm
from reaching a local minimum). Since a larger training set would prevent the model from
overfitting so soon, it would lead to better performance on the training set while keeping the
generalization gap more or less constant. Hence, neural networks are the superior models
as more and more data becomes available.

VII Conclusion

This paper shows that the stock market’s reaction to new information is predictable. The
words of the Loughran and McDonald (2011) sentiment dictionary already have some pre-
dictive power, but using this dictionary approach has several drawbacks. First, for short
texts, it fails to classify a large fraction because they do not contain any of the dictionary’s
words. Second, its performance is limited, there is no room for improvement, and it cannot
capitalize on more data. The Naïve Bayes classifier machine learning algorithm overcomes
the first problem because it considers the most frequent words of the corpus it is fed, rather
than predefined words of a dictionary, and can therefore classify all texts. It slightly outper-
forms the Loughran and McDonald (2011) sentiment dictionary already when comparing the
accuracy of all its predictions and does so substantially when comparing the same number
of predictions. However, there is also limited room for improvement, and additional data
would not lead to substantial improvements. Neural networks, which additionally can model
the relationship between words, even reach slightly higher accuracies than the Naïve Bayes
classifier. Nevertheless, the very basic implementations of this paper could be improved
substantially, and these models would benefit the most from additional data.
Although I show that a slow trader only starting to trade on the Reuters news the day after
it is published could potentially still make some profits (less than 0.10% per trade before
transaction costs), the cumulative mean returns of the 21 trading days (one month) before
and 63 trading days (three months) after the publication of news provide strong evidence for
rational behavior and the market efficiency hypothesis: Markets start to anticipate the news
about one month before and have priced in part of the impact upon publication. The news is
then quickly digested (less than two days), and there is no clear trend afterward. This con-
tradicts the sentiment theory, which would predict overreaction and then reversal afterward.
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Appendix Essay 1

Table A.1: 30 Most Frequent Words

This table shows the 30 most frequent words and their frequency.

Word Frequency
to 1’498’475
inc 1’105’562
of 933’363
q 780’691
on 681’764
in 635’637
nyse 598’224
imbalance 583’041
shares 577’752
says 573’011
mln 494’075
from 492’698
corp 476’050
shr 439’966
for 417’868
order 411’535
buy 400’707
and 398’389
side 391’139
brief 390’626
price 359’793
target 350’768
the 306’472
s 284’365
sell 280’766
view 255’381
co 253’078
raises 250’985
us 233’075
pct 231’359
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Essay II:

Microanalysis of the Stock Market’s Reaction to News

Jan Pichler∗

ABSTRACT

This paper studies the market’s micro reaction (second frequency) to more than 2.3 million
news events for stocks traded in the U.S. I use the Natural Language Processing (NLP) models
from Pichler (2023) to classify the news into positive/negative and show that the market nowa-
days prices in new information within two to three minutes on average. A trading strategy
that starts buying (selling) one second after good (bad) news is released for one minute, then
holds the position for one minute before liquidating it generates statistically significant profits.
The strategy yields slightly more than one basis point, which is economically highly significant
considering the short investment period. However, due to this short period, profits are limited
and estimated to be USD 50 to 85 million for the sample period of nine years. Furthermore, I
show that volatility is elevated around news and that investors, on average, get a risk premium
of 0.05% for holding stock in the previous 6.5 hours and another 0.05% when news is released.
Hence, the resolution of uncertainty concerning the information content is compensated with
a risk premium, i.e., decreases to zero at the resolution; however, there is no compensation on
average for the uncertainty regarding how to interpret the information.
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I Introduction

Ever since Fama proposed the Efficient Market Hypothesis (EMH) in 1970 (Fama, 1970), its
validity has been an open debate among academics. On the one hand, empirical researchers
investigate whether public information1 is correctly reflected in current prices, i.e., has no
predictive power for future returns. This gave rise to the anomaly and factor zoo we have
today (e.g., see Cochrane (2011); Harvey et al. (2015); Feng et al. (2020)).2 On the other
hand, event studies of the return pattern around the revelation of information are conducted
to examine how it gets incorporated into asset prices and whether it is compatible with the
EMH.
For most of the research in accounting and finance’s history, numerical information like
balance sheets, income statements, and cash flow statements were the only data sources
for empirical studies. Hence, analyzing the return pattern around earnings announcements
was the most popular choice of the event study approach (e.g., see Ball and Brown (1968);
Bernard and Thomas (1989, 1990)). The progress in computing and Natural Language
Processing (NLP) of the last decades opened the route to also investigate text data sources.
Nowadays, NLP is one of the most active research areas in computer science, and progress
is mainly driven by large private companies like Google, Microsoft, Apple, and Meta Plat-
forms, who each already invest billions per year and are even increasing their spending
rapidly. However, this just seems to be the rational thing to do for these companies because
the progress in this area of science is just astonishing, and so is the market potential of
these technologies. Other fields outside computer science are sailing in the fairway of their
progress and are slowly adapting their methods and technologies.
This paper extends the event study line of research by using the NLP models from Pich-
ler (2023) to investigate the micro reaction of financial markets to new information at the
second frequency. I use 2.3 million Reuters news from between January 2011 and Decem-
ber 2019, each concerning only a single one of 3’552 firms listed at the New York Stock
Exchange (NYSE) or the National Association of Securities Dealers Automated Quotations
(NASDAQ). Hence, it is the largest dataset ever studied at intraday frequency in the liter-
ature and provides crucial empirical evidence on the transmission of information. The only
even larger news dataset (almost 4.5 million observations) is the one used in Pichler (2023),
which is the same dataset but goes back to 1996 and only considers daily returns.3 I use
the NLP models from Pichler (2023) to classify the news into positive and negative, and the
goal here is to investigate how financial markets digest new information and if profitable
trading strategies exist after it has been published. In the following, I briefly summarize

1Information available to at least most major market participants can be referred to as public information
even though not everyone has access to it.

2An anomaly refers to an empirical finding inconsistent with the EMH, i.e., a variable with predictive
power for future excess returns (in excess of the ones proposed by the assumed asset pricing model). Similarly,
a factor also refers to a variable with predictive power for future excess returns. However, they are explained
by the additional risk, and the variable should therefore be part of the asset pricing model. Hence, many
variables started as anomalies and later became factors when they were related to risk.

3Uhl (2014) analyzes 3.6 million news event;however, he investigates the relationship with the aggregated
market and not the individual stocks.
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the essential concepts and conclusions of Pichler (2023) before elaborating on the contents
of this paper.
Sentiment is a key term that refers to two different concepts which, although closely related,
are distinct. In NLP and finance, we have to distinguish between text sentiment and market
or investor sentiment. While the former refers to the “tone” of the text and is also used in
many fields outside of finance, the latter refers to the general “mood” of the investors. The
groundbreaking work of Baker and Wurgler (2006) launched a discussion in the finance lit-
erature surrounding the role of investor sentiment in the stock market. On the other hand,
the pioneering studies of Tetlock (2007) and Tetlock et al. (2008) investigate the effect of
text sentiment in the media on the aggregated stock market using the Harvard psycholog-
ical dictionary. Garcia (2013) extends the studies of Tetlock by using the finance-specific
sentiment dictionary of Loughran and McDonald (2011) and shows that the text sentiment
in the media is a stronger predictor for the aggregated stock market during recessions.
Although it can also work the other way around, the rationale is generally that text senti-
ment causes (or at least is a good proxy for) investor sentiment. Pichler (2023) compares
different NLP models’ abilities to predict the market reaction to news headlines. While the
Loughran and McDonald (2011) sentiment dictionary aims to measure text sentiment, it is
not unambiguous if the supervised learning models, trained to predict the market reaction,
measure investor sentiment towards some news or text sentiment. Markets also react pos-
itively towards news with bad text sentiment, which has been expected to be even worse
and vice versa. While this is an argument that they measure investor sentiment, one has
to keep in mind that the models use text as input, hence rely on measuring some form of
text sentiment which is related to investor sentiment. Independent of this “chicken or egg”
discussion, Pichler (2023) shows that supervised learning models like the Naïve Bayes clas-
sifier or neural networks outperform the sentiment dictionary of Loughran and McDonald
(2011). The neural networks’ performance in Pichler (2023) is very limited because they
are only trained on the news dataset, which is too small to model language appropriately.
One should use pre-trained models to increase their performance and fine-tune them to the
specific task. While Pichler (2023) also heavily focuses on the technical aspects of the NLP
models, this paper is purely dedicated to the financial market aspects. Therefore, it is suf-
ficient for understanding this paper to just see them as a way of classifying news without
having any more profound understanding of how they work.
Pichler (2023) provides evidence that the market already anticipates news in the weeks be-
fore and then quickly prices in the new information. However, due to the limitation of only
using market data at the daily frequency, Pichler (2023) only indicates that some profits are
left on the table after new information is published. In this paper, I use intraday Trades
and Quotes (TAQ) data from the NYSE and NASDAQ to show the market reaction up to
the second frequency and estimate potential profits of trading strategies that react instantly
to the news. For comparability, I use the classifications from Pichler (2023) based on the
models trained on the daily returns (i.e., without retraining them). This paper’s results
confirm that the main finding of Pichler (2023) also holds at the intraday level: markets
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already anticipate news and price them in quickly. The latest sample period suggests that
it nowadays takes markets, on average, two to three minutes to price in new information.
Furthermore, I show that a simple trading strategy, which acquires a position for one minute
and holds it for another minute before liquidating it, delivers statistically significant returns.
While their economic magnitude is significant considering the investment period, it is lim-
ited due to the relatively short investment period of several minutes. Total trading profits
for the whole nine years sample period are estimated to be USD 50 to 85 million. Addi-
tionally, I indicate that returns before the news also have predictive power for the market’s
reaction. Measured over a long enough period (i.e., eight hours), a trading strategy based
on them is similarly profitable as the NLP models. Results are robust against changes in the
parameters of the trading strategies (length of buying or holding period as well as maximum
trading amount).
Furthermore, I show that volatility is increased around news and gets compensated with
0.05% in the 6.5 hours before news publication and another 0.05% at news publication.
However, the elevated volatility after news publication does not get compensated. One may
interpret this as follows: The resolution of uncertainty concerning the information content
is compensated with a risk premium, but there is no compensation on average for the un-
certainty regarding how to interpret the information.
This paper adds several novel aspects to the existing literature. To my knowledge, it is
the first paper that analyzes the stock market’s reaction to firm-specific news at the second
frequency. Moreover, it does so at large scale with 2.3 million observations. The results
contribute to the discussion of the EMH’s validity by showing that markets react very ef-
ficiently to new information. The observed return pattern is highly consistent with market
efficiency for the following reasons: First, markets anticipate the type of news (positive/neg-
ative), and prices already move accordingly in the hours before the new information arrives.
Second, incorporating the news in prices is estimated to only take two to three minutes on
average. And finally, the return pattern of all news, i.e., independent of any NLP model,
indicates that there is a risk premium for holding stocks in the hours before new information
is expected. The tested trading strategies show that already classifications with relatively
low accuracies result in trading profits. Hence, more sophisticated NLP models paired with
recent advances of the field would likely yield much higher profits.
This paper proceeds as follows: Section II covers the related literature on the transmission
of information, while Section III describes the methodology and data. The empirical results
are shown in Section IV, and their robustness is elaborated in Section V. Section VI dis-
cusses the broader implications of the results before I conclude in Section VII.

II Related Literature

This paper is also related to the literature on NLP in finance, but since this is already
described in Pichler (2023) and more extensively in Loughran and McDonald (2016), I refer
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the interested reader to these two papers. Here, I first give a short overview of market
microstructure, which has become increasingly important due to the rise of high-frequency
trading, and then focus more extensively on the transmission of information, also referred
to as the economics of information.

II-A Market Microstructure

The speed of trading experienced a dramatic acceleration with the introduction of elec-
tronic trading and has since been way beyond human trading speed. However, the increase
in speed did not stop there and has since increased alongside technological progress. This
can be illustrated by the accuracy of the stock exchanges’ timestamps. While it was sec-
onds in 1993, it became milliseconds in 2003, microseconds in 2015, and nanoseconds in
2016/2017.4 Although trading is not at the nanosecond frequency, but in the order of mil-
liseconds or microseconds, it is almost at the physical boundary.5 Since the application in
this paper is not about gathering and processing market information faster than anyone
else, the news trading strategies described in this paper would be considered algorithmic
trading, but not high-frequency trading.
In general, algorithmic trading has increased the liquidity and informativeness of quotes;
namely, it narrowed spreads, reduced adverse selection, and reduced trade-related price dis-
covery (Hendershott et al., 2011). Therefore, one might think that the rise of high-frequency
trading would have led to a consolidation of the exchanges. But instead, we observe higher
fragmentation of equity markets in the U.S. and Europe and new exchanges entering the
market (O’hara, 2015). E.g., in the U.S., there are currently 22 exchanges, of which more
than half were founded in the 21st century.6 In this paper, I use the trades from five major
exchanges in the U.S.7 For a more detailed description of high-frequency trading and today’s
market microstructure, see O’hara (2015).

II-B Rational Agents

Due to the lack of means to measure information quantitatively, the transmission of in-
formation has been studied theoretically rather than empirically for a long time. Hayek
(1945) establishes the role of the price system as a way of aggregating dispersed informa-
tion, and he points to its economic efficiency, which would be hard, if not impossible, to

4See the description of NYSE TAQ data: https://www.nyse.com/publicdocs/nyse/data/Daily_TAQ_
Client_Spec_v3.3b.pdf. Note that the error in the time measurement can be up to 100 microseconds.

5High-frequency traders usually rely on a signal from the exchange. Hence, information has to travel
from the exchange to the trader’s server, where it is processed, and the order signal has to travel back to the
exchange (within exchange trading strategies, where the traders’ servers are close to the exchanges’ server).
Alternatively, they rely on signals from two different exchanges. Therefore, they need both signals to arrive
at their server, process them, and return the orders (price difference arbitrage). Today’s computers rely on
electrons that travel at 50-99% of the speed of light, the fastest speed known to humanity, at about 30 cm
per nanosecond. Hence, every additional 15 cm from the exchanges server adds at least one nanosecond, and
the signal processing always requires several computation steps, hence adding additional time.

6See https://www.sec.gov/divisions/marketreg/mrexchanges.shtml
7NYSE, NYSE Arca, NYSE American, NYSE National and NASDAQ.
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overcome by a central planner. In that sense, Fama (1970) formulates the Efficient Market
Hypothesis (EMH): assuming fully informed rational agents, prices represent these ratio-
nal traders’ beliefs. It is worth noting that the idea of trading leading to prices that fully
reflect all available information goes at least back to Bachelier (1900). Tirole (1982) and
Milgrom and Stokey (1982) point out that no one would be incentivized to trade in such
a market, and since we observe trading, these models do not accurately represent reality.
Following this logic and assuming that traders face some cost to become informed, Gross-
man and Stiglitz (1980) show theoretically that markets cannot be in equilibrium, i.e., fully
arbitraged. Traders would only pay the cost of becoming informed if the potential benefits
cover the costs; hence, there must be some arbitrage opportunity. Furthermore, it is neither
an equilibrium in their model if no trader is informed nor if all traders are informed, a
finding also shared by more recent works (e.g., see Foucault et al. (2013)).
Bagehot (1971) brings up the idea that random investors would lose to informed traders
in an efficient market. While models of the type of Grossman and Stiglitz (1980) have
two agents (informed and uninformed traders), he additionally has a market maker as the
third agent. The market maker will lose on average to the informed traders and win to the
uninformed traders, leaving the uninformed traders as the losers of this game. Based on
Bagehot’s idea, Glosten and Milgrom (1985) study the effect on the bid-ask spread, showing
that the presence of informed traders leads to a positive bid-ask spread which is negatively
related to trade size and is positively related to information quality. As Krishnan (1992)
points out, the binary version of Kyle (1985)’s model is essentially equivalent to Glosten
and Milgrom (1985), and the pricing rule of Kyle (1985) is the bid-ask quotes of Glosten
and Milgrom (1985).
The aforementioned papers and models assume that there are differently informed traders;
however, they all assume homogeneity in the traders’ priors. Aumann (1976) shows that
rational agents with the same priors must come to the same posterior if their posterior for
a given event is common knowledge, i.e., they cannot agree to disagree even if they reach
their posterior using different information. Miller (1977) combines the idea of dispersion in
beliefs, i.e., different priors, with short-selling constraints. His model predicts that stocks
with larger dispersion in beliefs and more significant short-selling constraints are more over-
priced. Furthermore, it can explain market phenomena like the closed-end fund discount
(Lee et al., 1991), volatility anomaly (high idiosyncratic volatility stocks have low returns
and vice versa) (Ang et al., 2006, 2009), betting against beta anomaly (high systematic
volatility stocks have lower returns than they should) (Frazzini and Pedersen, 2014), and
the issuance anomaly (low returns post-issuance) (Daniel and Titman, 2006). More recent
models like He and Wang (1995) and Tetlock (2010) picked up the idea of heterogeneity
among investors’ beliefs, and they show that the release of information resolves this uncer-
tainty or information asymmetry, leading to convergence in investor beliefs.
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II-C Behavioral Finance

After relaxing the assumption of homogeneously informed agents, research turned to an-
other crucial element: the processing of information by the agent (or, in the words of Shiller
(2003): From efficient markets theory to behavioral finance). The book of Shiller (2015)8

addresses many aspects of human behavior9 like herding (note that aggregate irrational be-
havior can even be caused by perfectly rational individuals), overconfidence (overconfidence
in general and caused by feedback loops, i.e., positive returns in the past must indicate
positive returns in the future), and new era thinking, witch can all lead to asset bubbles.
Another important aspect of human decision-making pointed out by Shiller (2015) is the
attention mechanism. While psychologists had studied it long before economists got inter-
ested, artificial intelligence scientists recently got outright enthusiastic about it (e.g., see
Bahdanau et al. (2014)). Economists tend to think of attention as a curse that makes
humans prone to systematic misjudgment; however, it also seems to be a blessing and a
fundamental driver of human intelligence because it enables us to be very efficient at task-
specific separation of relevant information from noise with a very limited dataset (a process
called feature selection in machine learning).
The media take up a central role in disseminating and interpreting information, both from
an efficiency and a behavioral point of view. Empirical research in finance has shown that
more prominently posted news (the front page of The New York Times) has a greater impact
than the same news in a less prominent spot (Klibanoff et al., 1998), high media coverage
predicts positive returns and vice-versa (Fang and Peress, 2009), local media predicts local
trading (Engelberg and Parsons, 2011) and that the absence of media (e.g., during strikes)
decreases the trading volume and increases volatility (Peress, 2014). Although the media
generally seems to increase efficiency, Solomon (2012) shows that specialized investor rela-
tions firms tend to “spin” their clients’ news such that they reach higher and more positive
media coverage. Hence, these firms experience higher news announcement returns, which
are reversed at earnings announcements, when the news cannot be spun anymore.
Whether economic agents under- or overreact to new information is a key question in infor-
mation economics. The best-known investor underreaction is the post-earnings-announcement
drift10 (Ball and Brown, 1968; Bernard and Thomas, 1989, 1990), famously called the
“granddaddy of underreaction events” by Fama (1998). Chan et al. (1996) point out
that both the post-earnings-announcement drift as well as price momentum (Jegadeesh
and Titman, 1993) are evidence for investor underreaction to new information (if current
prices would reflect all currently available information, past prices should have no predictive
power). Hong and Stein (1999) develop a model where they have two groups with differ-
ent information sets: the news watchers and the price momentum traders, which leads to
short-term underreaction and long-term overreaction. Hong et al. (2000) test the model em-
pirically and find that stocks with low analyst coverage experience higher price momentum

8The first edition was published in 2000, and the third in 2015.
9Countless experiments show that humans are prone to many cognitive errors, e.g., see Kahneman et al.

(1982).
10For an overview of the literature on the post-earnings-announcement drift, see Fink (2021).

70



profits and that the effect is larger among past losers. Short-selling constraints sometimes
rationalize this asymmetry between the long and the short leg of momentum. However, there
is also a behavioral explanation: The disposition effect (Shefrin and Statman, 1985), which
is caused by a combination of prospect theory11 and mental accounting (Thaler, 1985) and
describes the tendency to sell securities that have increased in value rather than those that
have decreased since they were purchased. Frazzini (2006) provides evidence for this effect
by showing that the post-announcement drift of mutual funds is more pronounced when
the news has the same sign as recent capital gains. More recent research provides evidence
that the post-earnings-announcement drift is at least weaker when applying the current
standards for testing anomalies (Hou et al., 2020) and that it may even have vanished since
around 2010 (Martineau, 2021). Nevertheless, the persistence of price momentum indicates
that there is still an underreaction to some other information.
In the spirit of the post-earnings announcement drift, Odean (1998) argues that investor
overconfidence leads to an underreaction to abstract, statistical, and highly relevant in-
formation (e.g., earnings announcements) and overreaction to salient, anecdotal, and less
relevant information (e.g., some media story) and hence to higher expected volumes. While
the research on the first part of this statement is discussed in the previous paragraph, Tetlock
(2007) investigates the second part by showing that media sentiment has predictive power
for stock returns in the same direction (i.e., positive sentiment predicts positive returns and
vice versa) and trading volume depends on the absolute magnitude of sentiment in either
direction. Because he does not find a relationship between text sentiment and fundamental
risk measures, the irrational price reaction must be attributed to investor sentiment caused
by the media text sentiment.12 However, Tetlock et al. (2008) reach a different conclusion
when using news on S&P 500 firms instead of the general market: Negative words pre-
dict negative fundamentals, i.e., the news contains fundamental information, and there is a
short-term underreaction to the news stories.

II-D Modern Tools for the Transmission of Information

More recent research investigates search engines (e.g., Google Search) and social media plat-
forms (e.g., Facebook, Twitter), which are just modern tools of information transmission.
Hence, the research questions that were applied to the classical media also correspond to
them. Google Search volume of individual stocks is positively related to their short-term
returns, which revert within one year (Da et al., 2011), and the negative words predict short-
term reversal of the general market (Da et al., 2015). Bartov et al. (2018) use three different
dictionaries13 and a Naïve Bayes classifier to categorize Twitter messages into positive, neg-
ative, and neutral and find that these messages can predict future firm fundamentals. This

11Humans tend to draw more negative utility from negative events than positive utility from equally
positive events (Kahneman et al., 1982).

12While this measure of investor sentiment from text sentiment follows a “bottom-up” approach, Baker
and Wurgler (2006) measure the investor sentiment “top-down” from macroeconomic variables.

13Loughran and McDonald (2011), Harvard HV-4, and Hu and Liu (2004).
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effect is more pronounced for messages focusing on fundamentals, which is precisely what
Tetlock et al. (2008) show for the negative words in classical media articles. A general issue
of most empirical papers on the transmission of information is the relatively small sample
size, usually ranging from a few hundred observations to a couple of thousand (e.g., 3’709
samples in Tetlock (2007)). Papers looking at the individual stock level instead of the ag-
gregated market14) often just analyze the data from a few selected stocks, which puts their
generalizability into question. Two other papers also overcome these limitations and have
similar sample sizes: Tetlock (2010) covers 2.2 million news stories between 1979 and 2007,
and Heston and Sinha (2017) use a similar sample from Reuters News with over 900’000
news stories between 2003 and 2010. I also overcome both limitations by covering more
than 2.3 million news headlines regarding all stocks traded at the major exchanges in the
U.S. (3’552 firms), but unlike the two previously mentioned papers, which work with daily
market data, I provide evidence at the second precision. This eliminates the problem of
fuzzy merging of news with their corresponding returns, which naturally arises when using
daily data (also an issue in Pichler (2023)), but still leaves the caveat that market partici-
pants have more time to digest news published outside of trading hours than news published
during trading hours.
This paper introduces several novel aspects to the existing literature. To my knowledge,
it is the first paper that analyzes the stock market’s reaction to firm-specific news at the
second frequency. Moreover, it does so at large scale with 2.3 million observations. The
results contribute to the discussion of the EMH’s validity by showing that markets react
very efficiently to new information. The observed return pattern is highly consistent with
market efficiency for the following reasons: First, markets anticipate the type of news (posi-
tive/negative), and prices already move accordingly in the hours before the new information
arrives. Second, incorporating the news in prices is estimated to only take two to three min-
utes on average. And finally, the return pattern of all news, i.e., independent of any NLP
model, indicates that investors get a risk premium for holding stocks in the hours before
new information is expected.

III Methodology & Data

This paper inherits the NLP models and their predictions from Pichler (2023). Conceptu-
ally, the dataset of Pichler (2023) looks as follows: On the one hand, it has the text of the
Reuters news headline, and on the other hand, the market’s reaction to the news, i.e., the
price change from before to after the news. The NLP models are put in between as tools to
predict the market’s reaction from the news headline’s text. The NLP models are described
in more detail in Pichler (2023), and I just provide a short overview in the next paragraph.

14Uhl (2014) uses 3.6 million Reuters news and analyzes the relationship between aggregated market
returns and Reuters’ proprietary sentiment classification of the news.
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The first two models are so-called bag-of-words15 models, i.e., the order of the words is
ignored, namely the Loughran and McDonald (2011) sentiment dictionary and the Multi-
nomial Naïve Bayes classifier. While the sentiment dictionary assigns a minus one to the
negative words and a plus one to the positive words of the dictionary (zero to all other words)
and classifies the text based on the sum of the assigned values, the Multinomial Naïve Bayes
classifier computes to optimal weight for each word based on a labeled training sample. Due
to this parameter learning, the Multinomial Naïve Bayes classifier belongs to the family of
supervised learning models. The three applied types of neural networks (Convolutional Neu-
ral Network (CNN), Recurrent Neural Network (RNN)-Long- Short-Term Memory (LSTM),
and RNN-Gated Recurrent Unit (GRU)) also belong to this model family. While the Naïve
Bayes classifier assumes independence between the words, neural networks are able to model
dependencies between the words. Each neural network is once trained to provide a binary
label (positive/negative, i.e., classification) and once to predict the price change caused by
the news (regression). The binary labels are just the transformation to plus one for all
the positive returns and zero for all the negative returns. Tables A.1, A.2, and A.3 in the
appendix describe the models’ architecture in more detail. The dataset is split into training,
validation, and test data because all models, apart from the sentiment dictionary, optimize
their parameters based on the training data, and the validation dataset is needed for the
early stopping criterion of the neural network training. Hence, the test dataset was not
involved in the learning process and therefore provides out-of-sample results.
Pichler (2023) mainly shows that the more sophisticated NLP models also yield superior
performance for tasks in finance and are able to map directly to returns instead of text
sentiment. However, potential trading profits after news publication are only investigated
superficially because the restriction of daily data prevents a deeper analysis. To fill this
gap, this paper merges the Reuters news dataset from Pichler (2023) with the trades from
the NYSE TAQ database, but I only use the data of the nine years period between January
2011 and December 2019 due to the availability of intraday data.16 The news dataset and
all text preprocessing steps are described in detail in Pichler (2023). Note that the number
of news per firm per month has been around twelve throughout this sample period, but
the number of firms with news increased from around 1’500 in 2011 to around 2’500 at the
end of 2019, hence increasing the number of observations per month from about 18’000 to
roughly 30’000.17

I only use trades from the NYSE, NYSE Arca, NYSE American, NYSE National, and NAS-
DAQ (exchange = A, C, N, P, T or Q), marked as regular trades (sale condition = blank),
automatic execution trades (sale condition = E), or intermarket sweep orders (sale condition
= F) that were not corrected, changed, or signified as cancel or error (correction indicator
= 00). For 89.2% of the news data, the NYSE TAQ data has the corresponding intraday

15It is called bag-of-words because you treat text like a bag filled with different pieces, each representing a
word. One may shake this bag, but models following this approach will yield the same results, meaning that
the order of the words is completely ignored in these models.

16NYSE also offers data further back, but I only have access to the data from 2011 onwards.
17See Figure 3-2 in Pichler (2023).

73



price and volume data. While the data is split 70%-15%-15% into training, validation, and
test dataset in Pichler (2023), it is about a 50%-25%-25% split here due to the available
NYSE TAQ data not covering the training sample period from the beginning of 1996 to the
end of 2010.
Returns are computed by adjusting prices according to the Center for Research in Security
Prices (CRSP) variable FACPR (stock splits, reverse splits) and taking the CRSP variable
DIVAMT (cash dividends, liquidation, spin-offs) into account at the start of the correspond-
ing trading days.18

One second after positive (negative) news, the tested trading strategies would take the buy
(sell) side for one minute, then hold the stock for one minute before starting to liquidate
the position till no more shares are left. The relatively short trading periods are chosen
in order to be able to liquidate the acquired position and because the return pattern of
Figure 3 suggests that the market’s reaction time is relatively short. For the results not
to be purely driven by the largest trades, a maximum buying (selling) amount per news is
specified. However, this maximum is set relatively high at USD five million, which limits less
than 2% of the observations, and the effect of changes in this parameter (as well as of the
above described) is further discussed in Section V. At each second, the number of currently
held shares is computed by adjusting the number of shares held in the previous second with
the CRSP variable FACSHR18 (adjustment in the first second the trading day) plus/minus
the traded shares. The trading profit corresponding to a particular news headline is then
computed as the dot product of the price and trading volume (positive in the buying period
and negative in the selling period) vectors plus the dot product of the shares held and the
dividend vector.
It is important to note that for the trading strategies, the samples with the same Committee
on Uniform Security Identification Procedures (CUSIP) and next trading second are mean
aggregated to reasonably estimate the potential trading profits. This reduces the samples
from 2.33 million to 1.05 million. However, this procedure does not account for the fact
that news about the same company could be released in two subsequent seconds. But this
is only a minor issue since the probability of such observations is low due to the next second
being the first trading second of a trading day for most observations and the relatively short
trading period.

Table 1 describes the different datasets and shows that the training and validation sets
have a very similar return distribution while the returns are, on average, lower and a bit
more dispersed in the test dataset. However, this difference seems reasonable and should
not affect any of my conclusions. Table 2 indicates that the next trading second for about

18For FACPR, FACSHR, and DIVAMT, only first-level distribution codes 1 (ordinary dividend), 2 (liquida-
tion dividend), 3 (exchanges and reorganizations), 4 (subscription rights), and 5 (splits and stock dividends)
are considered. Since exchanges and reorganizations (distribution code 3) are both included in FACPR and
DIVAMT, I treat them like cash dividends and set FACPR such that there is no adjustment. The correc-
tion with the CRSP dataset is not perfect, resulting in a few unlikely returns. But since their influence is
neglectable and identification is tricky because most returns around news are highly unlikely observations, I
leave them in the sample.
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Table 1: Descriptive Statistics of Training, Validation, and Test Dataset

This table shows the descriptive statistics of the training, validation, and test dataset after being merged
with the NYSE data for the time between 01.01.2011 and 31.12.2019. Note that the dataset of Pichler (2023)
started in January 1991, was sorted by time, and split 70%-15%-15%. Therefore, the size of the training
dataset here is only about 40% of the original size in Pichler (2023), while it is around 90% for the validation
and test dataset. The training dataset covers the period between 01.01.2011 and 31.03.2016, the validation
between 31.03.2016 and 26.04.2018, and the test dataset between 26.04.2018 and 31.12.2019. All values are
in basis points except for the last three rows, which are the number of observations. Note that the mean
return and volatility of the time window [-1h,0h) is smaller than that of the other time windows because it
does not include an opening hour return for most observations, while the others do.

Training dataset Validation dataset Test dataset

Mean return [-1h, 0h) 3.96 4.48 2.32
Mean return [-1h, +1h) 11.83 10.29 �1.55
Mean return [0h, +1h) 8.01 6.36 3.45
Mean return [0h, +2h) 9.45 6.23 �4.49
Standard deviation [-1h, 0h) 162.97 230.32 292.16
Standard deviation [-1h, +1h) 518.97 618.70 760.80
Standard deviation [0h, +1h) 495.68 586.16 711.88
Standard deviation [0h, +2h) 510.13 597.03 729.55
Positive returns [-1h, +1h) (> 0) 605’598 (51.70%) 311’689 (51.88%) 314’531 (50.96%)
Negative returns [1h, +1h) ( 0) 565’883 (48.30%) 280’117 (48.12%) 302’628 (49.04%)
Number of observations 1’171’481 600’806 617’159

Table 2: Distribution of Observations Within Trading Hours

This table shows the distribution of the next trading seconds after news publication over the trading times.
A regular trading day in New York starts at 09:30 and ends at 16:00, i.e. lasts for 6.5 hours. Because most
news is published outside trading hours, 09:30:00 is the next trading second for most news, skewing the
distribution heavily to the start of the trading sessions. The other news concentration is towards the end of
the trading day. Note that because I do not account for trading halts; hence, the next trading second could
be a second when the stock market is open, but the particular stock’s trading is halted.

Training dataset Validation dataset Test dataset

09:30-10:00 74.94% 77.86% 74.70%
10:00-11:00 3.64% 3.06% 2.88%
1100:-12:00 2.92% 2.65% 2.29%
12:00-13:00 2.64% 2.17% 2.08%
13:00-14:00 2.32% 1.92% 1.77%
14:00-15:00 2.10% 1.66% 1.57%
15:00-16:00 11.44% 10.68% 14.71%

three-quarters of the observations is the first second of a trading session, which is primarily
due to news being published around the clock and trading only taking place 6.5 hours per
workday. Interestingly, there is also a lot of news in the last hour of the trading sessions. A
potential problem would arise if this spike in the last trading hour was driven by companies
halting trading of their stock(s) for some news release which is then republished by Reuters.
Since I do not account for trading halts, I would observe this as a delayed market reaction,
but my results suggest otherwise. However, it slightly affects the trading strategies since
these observations yield zero profit due to no trading taking place. Although there is no
trading for slightly less than 20% of the observations, it is unclear whether this is due to
trading halts or simply no trades happening due to illiquidity.
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Figure 1: USD Volumes Around News Publication

This figure shows the average USD volume per minute around the publication of news (blue line) and for
the same time window one trading day earlier (orange line). Because most news is published outside trading
hours, zero on the time axis coincides with the beginning of a trading day, and therefore the volume is
naturally elevated around it. To visually mitigate the spike at time zero, the y-axis is log scaled.

(a) USD volume training dataset (b) USD volume validation dataset

(c) USD volume test dataset

Figure 1 shows the average USD volume per minute around the publication of news
(blue line) and for the same time window one trading day earlier (orange line). Because
most news is published outside of trading hours, zero on the time axis coincides for roughly
75% of the observations with the beginning of a trading day, and therefore the volume is
naturally elevated around it. In order to estimate the additional volume caused by the
news, it is compared to the same timeframe one trading day earlier. Table 3 summarizes
the data shown in Figure 1 numerically. On average, the trading volume increases due to
news by around 20% in the hour before publication, more than 50% in the first hour, and
around 30% in the second hour after publication. The higher volume level of the test dataset
compared to the other two datasets is most likely caused by the overall trend of increasing
volumes (note that the y-axes of Subfigures (a) - (c) have different log scales).
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Table 3: USD Volumes Around News Publications

This table summarizes the average trading volumes in million USD per minute around news publications.
Because most news is published outside trading hours, zero on the time axis coincides with the beginning
of a trading day, and therefore the volume is naturally elevated around it. It is therefore compared to the
same time timeframe one trading day earlier.

Training dataset Validation dataset Test dataset

Volume news timeframe [-1h, 0h) 1.27 1.28 1.59
Volume 24h before [-1h, 0h) 1.06 1.04 1.33
Volume change [-1h, 0h) +19.83% +23.50% +19.82%

Volume news timeframe [0h, +1h) 1.57 1.50 1.87
Volume 24h before [0h, +1h) 1.05 0.92 1.22
Volume change [0h, +1h) +50.09% +62.10% +52.94%

Volume news timeframe [+1h, +2h) 0.92 0.87 1.10
Volume 24h before [+1h, +1h) 0.72 0.65 0.83
Volume change [+1h, +2h) +27.97% 33.07% +31.69%

IV Results

First, I check the accuracies of the models’ forecasts concerning the returns, shown in Table
4. Accuracy is defined as the fraction of correct predictions out of all predictions. E.g.,
the first entry of the first column states that the return in the 6.5 hours before the news
(including the first second after the news) is according to the sentiment dictionary’s predic-
tions (positive/negative) in 54.86% out of all training dataset predictions. No time window
would yield an exact comparison to the numbers in Table 8 of Pichler (2023); however, the
first two columns should be roughly similar19 since they include the time before the news
and the minute after the news is published. The subsequent rows indicate that the models
have some predictive power for the post-publication returns and that this relationship gets
weaker the longer the time lag between news and returns becomes. This already indicates
that instant trading on the news should still be profitable, but also suggests that the time
window is relatively short. All models have very similar relationships to returns, except for
the sentiment dictionary, which is about 2 percentage points lower. Because the sentiment
dictionary does not use any optimized parameters, the comparison between the training,
validation, and test dataset already provides some evidence that markets have become more
efficient over time at anticipating and digesting the news.

The graphs in Figure 2 are the counterparts to Figure 5 in Pichler (2023) for the eight
trading hours before and after news publication and show the same pattern as for the daily
returns. The news is anticipated before its publication and then quickly priced in. Figure 3
zooms in on the time frame and displays 30, 10, and one minute around news publication.
Most of the reaction is instantly at the next trading second, but there is still a drift after-
ward, which takes around two to three minutes in the test dataset. Since the test dataset

19One could argue that they should be slightly lower because the models were trained on the daily returns
used in Pichler (2023), but on the other hand, the relationship between the news and the returns may be
stronger due to the higher precision of matching returns to news (daily vs. second).
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Table 4: Accuracies of Model Predictions

This table displays the accuracies of the different models with respect to the returns around news publications.
The training dataset covers the time period between 01.01.2011 and 31.03.2016, the validation between
31.03.2016 and 26.04.2018, and the test dataset between 26.04.2018 and 31.12.2019. Descriptive statistics
for the three datasets can be found in Table 1. Note that the time windows here always contain the impact
of the news, unlike the [-1,0) window in the descriptive statistics in Table 1.

Time window in minutes: (-390,0] (-60,0] [0,60) [1,61) [5,65)

Train: 54.86% 54.40% 54.59% 51.35% 50.96%
Sentiment dictionary Validation: 54.46% 54.67% 53.55% 50.77% 50.18%

Test: 53.88% 54.52% 52.88% 50.40% 49.80%

Train: 56.45% 57.54% 56.43% 53.11% 52.35%
Naïve Bayes Validation: 55.51% 56.78% 55.44% 52.56% 54.89%

Test: 55.18% 56.27% 54.54% 52.18% 51.83%

Train: 56.56% 57.56% 56.49% 53.06% 52.36%
CNN Validation: 56.22% 57.41% 55.80% 52.71% 52.01%

(classification) Test: 55.54% 56.59% 54.81% 52.30% 51.83%

Train: 56.80% 57.86% 56.74% 53.23% 52.36%
RNN-LSTM Validation: 56.18% 57.31% 55.56% 52.48% 51.77%

(classification) Test: 55.39% 56.37% 54.61% 52.20% 51.82%

Train: 56.94% 56.97% 56.75% 53.18% 52.36%
RNN-GRU Validation: 56.74% 56.95% 56.10% 52.86% 52.18%

(classification) Test: 55.95% 55.26% 55.35% 52.71% 52.27%

Train: 56.56% 57.74% 56.34% 52.86% 52.11%
CNN Validation: 56.16% 57.45% 55.61% 52.53% 51.61%

(regression) Test: 55.43% 56.22% 54.67% 52.18% 51.79%

Train: 56.36% 57.58% 56.17% 52.79% 52.04%
RNN-LSTM Validation: 56.31% 57.63% 55.81% 52.57% 51.80%
(regression) Test: 55.63% 56.45% 54.88% 52.26% 51.81%

Train: 56.22% 57.47% 56.10% 52.79% 52.06%
RNN-GRU Validation: 56.09% 57.51% 55.74% 52.56% 51.81%
(regression) Test: 55.48% 56.30% 54.75% 52.19% 51.75%

covers the most recent time period, a comparison with Figures A.3 (training dataset) and
A.4 (validation dataset) in the appendix indicates that this drift has become slightly shorter
over time.
Table 5 shows the results for the test dataset of the trading strategy that starts buying
(selling) one second after the news is published for one minute, then holds the stock (short
position) for one minute before starting to liquidate the position. The trading profit of the
negative news is the profit from shorting, and the values in brackets below are the corre-
sponding t-test values against the mean profit for positive and negative and against zero for
<Profit all>. Note that because the t-value of <Profit negative> tests the mean of a long
position in the negative news observations against the mean, a negative t-value is desired.
Across all models, buying following positive news generates profits above the mean profit,
and following negative news profits below it. These results are almost always statistically
significant. Buying and shorting taken together also generate statistically significant profits
above zero for all models. Since the average buying trade generates a positive return (e.g.,
USD 36.60 in the test dataset (used in Table 5) according to the descriptive statistics of
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the different trading strategies shown in Table A.4 in the appendix) and all models apart
from the sentiment dictionary predict more positive news, the test against zero has to be
viewed with some skepticism. However, the separate results for the positive and negative
predictions provide clear evidence, that also a test against a weighted average (i.e., npos

times mean profit minus nneg times mean profit) would be statistically significant. Increas-
ing the threshold for classifying the news tends to increase the profits per trade and their
significance but also decreases the number of trades. An estimate for the overall trading
profit can be computed by multiplying the columns <Profit all> and <n all>, and this
number decreases when increasing the thresholds.
Since the average trading amount of the test dataset is USD 797’239.91 (see Table A.4 in
the appendix) USD 79.72 is one basis point, meaning that the trading profits of the test
dataset range from 0.91 basis points to 3.95 basis points. This may sound very small, but
one must remember that the investment period is also short. While the buying (selling) and
holding period is fixed at one minute each,liquidating the position on average takes longer
due to the volume pattern shown in Figure 1. Since the economic significance of one basis
point at this frequency is not straightforward for most people, the following annualization
assuming an average holding period of five minutes, 6.5 hours of trading, and 252 trading
days illustrates it: 1.00016.5·60·252/5 � 1 = 613.85% p.a. Table A.14 in the appendix shows
this computation for one to six basis points and also for assuming a financial year with 24
hours and 360 days instead of a trading year. These computations just aim to give the
reader some perspective of what a tiny return means at these frequencies. However, the
annualized returns are nothing realizable in the setting discussed here since the investing
time is heavily centered around the first trading minutes of a day, and it is neither possible
to always be fully invested nor with large amounts.
Probably the best estimation of the realizable return is provided in Table A.7 in the ap-
pendix, which shows the results for the whole dataset. It indicates that profits would be
around USD 60 per trade (ignoring the sentiment dictionary and the RNN-GRU)20 on
840’811 trades in the nine years window, i.e., total profits of around USD 50 million. The
three last columns in Table 5 show the fractions of profitable trades and below in brackets
of losing trades. Note that they do not sum to one since up to 2% of the trades yield a zero
profit. The fact that most trading strategies lose on more trades than they gain on in case of
positive news is concerning but only found in the test dataset.21 Since the Naïve Bayes clas-
sifier does not rely on any hyperparameters, the validation set is like another test set for this
model. Hence results of the validation dataset shown in Table A.6 in the appendix indicate
that this seems to be related to the dataset. Generally, the fraction of profitable trades is
slightly higher for the negative news than for the positive news, which might be because the
models were trained on daily returns and have a bias toward predicting a positive market

20The two models are ignored here because the sentiment dictionary fails to classify most news which
heavily limits the trading capacity, and for the RNN-GRU a weak parameter solution was chosen deliberately
to show that these solutions are also possible.

21Compare with the results of the training dataset (Table A.5 in the appendix), the validation dataset
(Table A.6 in the appendix), or the whole dataset (Table A.6 in the appendix).

79



reaction. Short-selling constraints are an alternative explanation for this observation.
Most models have very similar results, but there is a slight tendency of the neural networks
to outperform the Naïve Bayes classifier. The RNN-GRU’s tendency to lean heavily towards
a positive prediction leads to the weakest results among the neural networks. However, this
is not a general problem of the RNN-GRU networks but instead of the used parameter
solution, which is deliberately chosen in Pichler (2023) to show that also such solutions are
possible. The sentiment dictionary provides competitive results with the other models on
its predictions. Nevertheless, the overall profits are lower because it cannot classify most
headlines.
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Figure 2: Cumulative Mean Returns on Positive/Negative News - Test Dataset

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the test dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.1 and A.2 in the appendix show the
training and validation dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure 3: Zoom in on Cumulative Mean Returns on Positive/Negative News - Test Dataset
SD and NB

This figure zooms in on the cumulative mean returns of positive and negative news according to the sentiment
dictionary and the Naïve Bayes classification for the eight hours before and after news publication for the test
dataset. The x-axis shows the trading time relative to news publication at zero. Markets start anticipating
the news and then digest them quickly, and very soon, there is no trend in the stock price. Figures A.3 and
A.4 in the appendix show the training and validation dataset results.

(a) Sentiment Dictionary +/- 30 min. (b) Naïve Bayes +/- 30 min.

(c) Sentiment Dictionary +/- 10 min. (d) Naïve Bayes +/- 10 min.

(e) Sentiment Dictionary +/- 1 min. (f) Naïve Bayes +/- 1min.

82



Table 5: Model Comparison for the Test Dataset [1 sec., 1 min., 1 min., 5m max.]

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 61’681 observations, there is no trading in the buying/selling period, and 74 observations are
excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Fractions Fractions Fractions
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 331.13 40.21 71.96 140885 1210484 1360369 49.97% 52.14% 51.90%
(3.59) (�2.48) (3.16) (49.12%) (46.62%) (46.89%)

Naïve Bayes
(classification)

[0.50/0.50] 85.84 24.04 58.15 1190919 970379 2170298 48.23% 50.97% 49.46%
(1.53) (�1.63) (2.92) (48.35%) (47.52%) (48.03%)

[0.60/0.40] 199.43 196.88 198.52 430834 240404 680238 50.35% 51.02% 50.59%
(3.40) (�3.67) (5.59) (48.74%) (47.49%) (48.29%)

[0.70/0.30] 190.25 206.15 196.40 150700 90906 250606 50.80% 51.01% 50.88%
(2.02) (�2.53) (3.51) (48.35%) (47.52%) (48.03%)

CNN
(classification)

[0.50/0.50] 115.61 55.31 87.73 1160845 1000453 2170298 48.40% 51.16% 49.68%
(2.38) (�2.55) (4.40) (48.31%) (47.29%) (47.88%)

[0.55/0.45] 154.31 132.42 147.93 740095 300458 1040553 48.83% 51.58% 49.63%
(3.01) (�3.00) (5.43) (50.04%) (47.14%) (49.20%)

[0.60/0.40] 288.71 134.55 224.21 260754 190250 460004 50.82% 51.49% 51.10%
(4.06) (�2.46) (4.55) (48.31%) (47.29%) (47.88%)

RNN-LSTM
(classification)

[0.50/0.50] 93.65 38.92 70.10 1230784 930514 2170298 48.30% 51.05% 49.49%
(1.75) (�2.04) (3.52) (48.67%) (47.41%) (48.19%)

[0.55/0.45] 123.67 172.47 135.52 860771 270832 1140603 47.85% 51.44% 48.72%
(2.37) (�3.50) (5.07) (51.03%) (47.18%) (50.10%)

[0.60/0.40] 278.57 139.62 225.07 230581 140762 380343 50.53% 51.20% 50.79%
(3.62) (�2.21) (3.62) (48.67%) (47.41%) (48.19%)

RNN-GRU
(classification)

[0.50/0.50] 72.98 78.88 74.40 1650239 520059 2170298 48.12% 51.10% 48.83%
(1.30) (�2.32) (3.73) (48.34%) (47.73%) (48.08%)

[0.55/0.45] 314.94 161.34 247.47 330354 260129 590483 50.52% 51.42% 50.92%
(4.82) (�3.21) (5.11) (48.73%) (47.40%) (48.15%)

[0.60/0.40] 246.85 138.76 200.12 170137 130051 300188 50.84% 50.99% 50.90%
(2.75) (�2.09) (2.97) (48.34%) (47.73%) (48.08%)

CNN
(regression)

[0.0%/ 0.0%] 83.34 26.28 59.01 1240645 920653 2170298 48.31% 51.11% 49.50%
(1.44) (�1.69) (2.96) (48.71%) (47.11%) (48.06%)

[0.5%/-0.5%] 107.46 105.20 106.80 920612 370932 1300544 48.18% 51.36% 49.11%
(1.93) (�2.50) (3.49) (50.63%) (47.45%) (49.71%)

[1.0%/-1.0%] 224.48 157.38 197.10 430202 290775 720977 50.30% 51.66% 50.85%
(3.58) (�3.10) (3.88) (48.71%) (47.11%) (48.06%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 94.68 38.42 70.13 1220475 940823 2170298 48.26% 51.07% 49.49%
(1.78) (�2.03) (3.52) (48.84%) (46.91%) (48.15%)

[0.5%/-0.5%] 226.71 190.67 214.52 500072 250595 750667 50.20% 51.86% 50.76%
(3.83) (�3.34) (4.19) (48.80%) (46.84%) (48.14%)

[1.0%/-1.0%] 292.15 230.70 270.15 350019 190537 540556 50.20% 51.77% 50.76%
(4.42) (�3.67) (4.57) (48.84%) (46.91%) (48.15%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 99.84 44.12 75.36 1210844 950454 2170298 48.26% 51.07% 49.50%
(1.93) (�2.21) (3.78) (48.79%) (46.56%) (48.10%)

[0.5%/-0.5%] 212.61 222.74 215.56 510504 210202 720706 50.17% 51.89% 50.67%
(3.58) (�3.70) (4.49) (48.84%) (46.83%) (48.26%)

[1.0%/-1.0%] 277.08 259.56 271.64 370483 160851 540334 50.24% 52.04% 50.80%
(4.25) (�3.82) (4.53) (48.79%) (46.56%) (48.10%)
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V Robustness

Since this paper aims to investigate the market’s micro reaction to new information, using
all eight models from Pichler (2023) is in itself a significant robustness test. Nevertheless,
I investigate the robustness of my results as follows: Subsection V-A displays the return
patterns around news which arrive within trading hours. The remaining subsections show
how the trading strategies are affected by the parameter choices of the maximum trading
amount (Subsection V-B), holding time (Subsection V-C), and buying/selling time (Subsec-
tion V-D). Since there is no material difference between the models, all tables and figures
in this section only contain results for the classifications by the sentiment dictionary and
the Naïve Bayes classifier. The results for all models can be found in the appendix and are
indicated in the description of each table or figure.

V-A Within Trading Hours News

I define “within trading hours news” as news published at least 30 minutes after the market
opening and 30 minutes before the market closing. This definition only leaves about 13%
of all observations since most news is published outside of trading hours. Note that since
firms are required to publish relevant information outside of trading hours or halt trading
of their stock, this subset is not just a random selection and may be biased towards being
less relevant. Figure 4 displays the cumulative mean return of the eight hours (left side,
Subfigures (a) and (c)) and the 30 minutes (right side, Subfigures (b) and (d)) before and
after news publication of the classifications according to the sentiment dictionary and the
Naïve Bayes classifier.22

It shows that there is also anticipation for this subset of news and that there is no drift
after two to three minutes. Subfigure (b)’s shape is a bit surprising since the orange curve
(negative news) is flat with a small increase before publication. Note that the red curve
in Subfigure (b), which displays the cumulative mean return of all the negative news, has
the same shape, but this pattern disappears when applying a higher threshold, i.e., only
considering more negative news. Together with the results of the training and validation
dataset displayed in Figures A.9 and A.10 in the appendix, I would argue that this pattern
is sample-specific rather than systematic. However, the most important observation is the
disappearance of the jump at time zero and that almost the whole price impact is before
and not after the news.
There are multiple possible explanations for this pattern. First, these news observations
could be interpretations of or additions to earlier news, with no incremental new informa-
tion for stock prices. Second, the speed of information transmission matters for news within
trading hours while it does not for news outside of trading hours, and Reuters may simply
be slower than other news providers like CNBC, Bloomberg, etc. Alternatively, it would be

22Figures A.5, A.6, and A.7 in the appendix show the graphs for all models for the training, validation,
and test dataset (eight hours before and after). Figures A.8, A.9, and A.10 in the appendix show the graphs
for all models for the training, validation, and test dataset (30 minutes before and after).
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consistent with an intraday momentum pattern. Since all machine learning algorithms are
trained to predict returns, it could very well be the case that they pick it up. However, two
arguments against this hypothesis: First, all models take the headline text as input and not
past returns. Therefore, it seems much more reasonable that they learn the type of news
on a positive/negative sentiment or content scale rather than a high/low momentum scale.
Second, classification by the sentiment dictionary results in the same pattern.

Figure 4: Cumulative Mean Returns on Positive/Negative News of SD and NB- Test Dataset
Within Trading Hours

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours (left side)/30 minutes (right side) before and after news publication for the test
dataset. The x-axis shows the trading time relative to news publication at zero. Markets start anticipating
the news and then digest them quickly, and very soon, there is no trend in the stock price. Figures A.5, A.6,
and A.7 in the appendix show the graphs for all models for the training, validation, and test dataset (eight
hours before and after). Figures A.8, A.9, and A.10 in the appendix show the graphs for all models for the
training, validation, and test dataset (30 minutes before and after).

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) Naïve Bayes Classification (d) CNN Classification

V-B Maximum Trading Amount

The trading strategies contain a maximum amount per trade because the results would oth-
erwise be mainly determined by very few observations. Table 6 compares having a trading
maximum of USD one, five, and ten million for the sentiment dictionary and the Naïve Bayes
classifier. Note that the results of the other models can be found in Tables A.7, A.8, and
A.9 in the appendix, and that all comparisons mentioned below are based on the averages
over all models.
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Increasing the maximum trading amount only increases the trading profits marginally but
significantly reduces the statistical power. On the other hand, reducing the maximum trad-
ing amount to USD one million decreases the profits by about 43%, despite increasing the
t-values significantly. Over the whole sample, the average trade size in the base case (trading
maximum of USD five million) is USD 803’597.60 and increases to USD 999’627.87 when
using a maximum of USD ten million. Hence, increasing the maximum per trade decreases
the profits in basis points on average by 21.53%, indicating that larger, more liquid stocks’
prices adapt even faster to new information. This is supported by the observations that the
average trading amount decreases by 51.84% to USD 387’037.64 when applying a maximum
per trade of USD one million, therefore increasing the profits in basis points by 18.90%
on average. Despite these differences, results are robust against changes in the maximum
amount per trade parameter.

V-C Holding Time

The trading strategies have a defined holding period to profit from the difference between
the trading average before and after it. Table 7 compares a holding period of 30 seconds,
one, and two minutes for the sentiment dictionary and the Naïve Bayes classifier. Note that
results for the other models can be found in Tables A.7, A.10, and A.11 in the appendix,
and all comparisons mentioned below are based on the averages over all models.
Increasing the holding period from one to two minutes only increases the trading profits by
4.73%, and decreasing it to 30 seconds decreases profits by 6.57% on average. Since the
average trading amount is independent of the holding time, profits in basis points change
at the same rates. These results indicate that increasing the holding period could increase
profits; however, the return patterns suggest that the benefit should be very limited beyond
a couple of minutes. Hence, the results also seem to be robust against changes in the holding
period parameter.

V-D Buying/Selling Time

The trading strategies have a defined time period in which the position is acquired (buying
upon positive news and selling on negative news). Table 8 compares a buying/selling pe-
riod of 30 seconds, one, and two minutes for the sentiment dictionary and the Naïve Bayes
classifier. Note that results for the other models can be found in Tables A.7, A.12, and
A.13 in the appendix, and all comparisons mentioned below are based on the averages over
all models. Prolonging the buying/selling period from one to two minutes increases the
trading profits by 49.70%, and shortening it to 30 seconds decreases profits by 39.67% on
average. The t-stats also change accordingly, i.e., a longer buying/selling period results in
larger t-stats. However, the length of the buying/selling period also changes the average
trading amount: USD 565’442.36 (30 seconds), USD 803’597.60 (one minute), and USD
1’166’171.35 (two minutes). Hence, the profits in basis points only increase by 3.16% when
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Table 6: Trading Strategy of SD and NB [1 sec., 1 min., 1 min., 1/5/10m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD one/five/ten
million per trade. Each model predicts a probability (classification) or a return (regression) and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 265 (one/five/ten
million maximum) are excluded because not all shares are sold till the end of the eight hours window. Tables
A.9 (one million maximum), A.7 (five million maximum), and A.8 (ten million maximum) in the appendix
show the results of all models.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

Trading maximum: USD 1 million

SD classification [na/na] 75.57 16.92 25.34 670724 4030555 4710279 50.52% 51.19% 51.10%
(4.50) (�6.02) (6.30) (48.48%) (47.44%) (47.59%)

Naïve Bayes
(classification)

[0.50/0.50] 46.35 21.55 35.70 4790897 3600914 8400811 49.86% 50.92% 50.31%
(5.30) (�5.90) (10.34) (47.15%) (47.88%) (47.41%)

[0.60/0.40] 87.18 38.01 70.03 1880920 1010216 2900136 51.21% 50.67% 51.02%
(8.75) (�5.09) (11.19) (47.70%) (47.76%) (47.72%)

[0.70/0.30] 93.81 48.05 77.65 700870 380711 1090581 51.82% 50.48% 51.34%
(6.27) (�3.92) (8.24) (47.15%) (47.88%) (47.41%)

Trading maximum: USD 5 million

SD classification [na/na] 182.91 12.12 36.66 670724 4030555 4710279 50.52% 51.24% 51.14%
(3.91) (�4.70) (3.64) (48.49%) (47.39%) (47.55%)

Naïve Bayes
(classification)

[0.50/0.50] 99.70 4.18 58.70 4790897 3600914 8400811 49.83% 50.95% 50.31%
(3.24) (�3.55) (6.73) (47.21%) (48.10%) (47.53%)

[0.60/0.40] 169.64 31.70 121.52 1880920 1010216 2900136 51.17% 50.57% 50.96%
(5.74) (�3.17) (8.01) (47.74%) (47.86%) (47.78%)

[0.70/0.30] 204.27 17.48 138.29 700870 380711 1090581 51.75% 50.26% 51.23%
(4.85) (�1.73) (6.19) (47.21%) (48.10%) (47.53%)

Trading maximum: USD 10 million

SD classification [na/na] 248.72 �7.50 29.32 670724 4030555 4710279 50.54% 51.23% 51.13%
(3.68) (�3.68) (2.06) (48.46%) (47.40%) (47.56%)

Naïve Bayes
(classification)

[0.50/0.50] 122.29 �26.34 58.49 4790897 3600914 8400811 49.84% 50.94% 50.31%
(2.12) (�2.37) (4.80) (47.24%) (48.13%) (47.55%)

[0.60/0.40] 200.07 �25.95 121.22 1880920 1010216 2900136 51.18% 50.55% 50.96%
(4.26) (�1.45) (5.77) (47.73%) (47.88%) (47.78%)

[0.70/0.30] 236.30 �84.82 122.86 700870 380711 1090581 51.73% 50.23% 51.20%
(3.62) (0.06) (3.99) (47.24%) (48.13%) (47.55%)

increasing to two minutes and decrease by 14.25% when decreasing to 30 seconds. Note
that the buying/selling period parameter strongly affects the number of observations with
no trading in the buying/selling period: 284’467 (30 seconds), 209’667 (one minute), and
147’785 (two minutes). But at the same time, prolonging the buying/selling period also
increases the number of observations where not all shares are sold till the end of the eight
hours window: 161 (30 seconds), 265 (one minute), and 448 (two minutes). Although the
profits depend heavily on the length of the buying/selling period, they are qualitatively also
robust against changes in this parameter.
However, there is one odd case where results change qualitatively: The profits of a long
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Table 7: Trading Strategy of SD and NB [1 sec., 1 min., 30 sec./1min./2 min., 5m max.] -
Whole Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold
the position for 30 seconds / one minute / two minutes before starting to fully liquidate the position with
a maximum of USD five million per trade. Each model predicts a probability (classification) or a return
(regression) and the thresholds are used to classify the headlines into positive (� positive threshold) and
negative ( negative threshold). Profits are per sample in USD, i.e., the total profit could be computed by
multiplying <Profit all> with <n all>. <Profit positive> (<Profit negative>) is the profit from buying
(selling) after positive (negative) news, and <Profit all> from buying after positive and shorting after negative
news. The values in brackets below the profits are the t-tests against the mean profit of buying, holding,
and selling after all news for the positive and negative profits and against zero for buying the positive and
shorting the negative news (<Profit all>). The last three columns show the fractions of profitable trades and,
in brackets below, the number of unprofitable trades (they do not sum to one due to some trades yielding a
zero return). Because observations with identical CUSIP and next trading second are mean aggregated, n
differs from the previous analysis. For 209’667 observations, there is no trading in the buying/selling period.
For the different holding periods, the following number of observations are excluded because not all shares
are sold till the end of the eight hours window: 255 (30 seconds), 265 (one minute), and 279 (two minutes).
Tables A.11 (30 seconds holding period), A.7 (one minute holding period), and A.10 (two minutes holding
period) in the appendix show the results of all models.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

Holding period: 30 seconds

SD classification [na/na] 167.04 5.63 28.83 670726 4030557 4710283 50.29% 50.90% 50.81%
(3.81) (�4.36) (3.15) (48.48%) (47.52%) (47.66%)

Naïve Bayes
(classification)

[0.50/0.50] 94.84 5.85 56.64 4790902 3600919 8400821 49.76% 50.69% 50.16%
(3.40) (�3.71) (7.02) (47.28%) (47.84%) (47.48%)

[0.60/0.40] 157.69 33.28 114.29 1880923 1010217 2900140 50.94% 50.45% 50.77%
(5.77) (�3.35) (8.19) (47.73%) (47.78%) (47.75%)

[0.70/0.30] 182.85 38.71 131.93 700871 380711 1090582 51.49% 50.35% 51.09%
(4.61) (�2.33) (6.41) (47.28%) (47.84%) (47.48%)

Holding period: 1 minute

SD classification [na/na] 182.91 12.12 36.66 670724 4030555 4710279 50.52% 51.24% 51.14%
(3.91) (�4.70) (3.64) (48.49%) (47.39%) (47.55%)

Naïve Bayes
(classification)

[0.50/0.50] 99.70 4.18 58.70 4790897 3600914 8400811 49.83% 50.95% 50.31%
(3.24) (�3.55) (6.73) (47.21%) (48.10%) (47.53%)

[0.60/0.40] 169.64 31.70 121.52 1880920 1010216 2900136 51.17% 50.57% 50.96%
(5.74) (�3.17) (8.01) (47.74%) (47.86%) (47.78%)

[0.70/0.30] 204.27 17.48 138.29 700870 380711 1090581 51.75% 50.26% 51.23%
(4.85) (�1.73) (6.19) (47.21%) (48.10%) (47.53%)

Holding period: 2 minutes

SD classification [na/na] 185.94 23.72 47.03 670721 4030552 4710273 50.63% 51.54% 51.41%
(3.77) (�4.43) (4.08) (48.60%) (47.41%) (47.58%)

Naïve Bayes
(classification)

[0.50/0.50] 101.52 23.70 68.12 4790891 3600906 8400797 49.97% 51.23% 50.51%
(3.45) (�3.84) (6.96) (47.15%) (48.37%) (47.58%)

[0.60/0.40] 175.12 16.96 119.94 1880915 1010216 2900131 51.48% 50.59% 51.17%
(5.65) (�2.10) (6.79) (47.65%) (48.17%) (47.83%)

[0.70/0.30] 211.77 19.80 143.95 700868 380711 1090579 52.05% 50.36% 51.45%
(4.74) (�1.43) (5.30) (47.15%) (48.37%) (47.58%)

(short) position after negative news for the training dataset displayed in Table A.5 in the
appendix are above (below) the mean profit when classifying all news. I am not too con-
cerned with this for the following reasons: First, increasing the threshold and not classifying
all news mitigates the problem; hence, it is caused by hard-to-classify observations. Second,
I confirm in undisclosed results that it is driven by the large observations and vanishes
when reducing the maximum trading amount to USD one million or when increasing the
buying/selling period to two minutes.
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Table 8: Trading Strategy of SD and NB [1 sec., 30 sec./1 min./2 min., 1 min., 5m max.] -
Whole Dataset

The strategies shown here start trading one second after the news is published for 30 seconds / one minute
/ two minutes, then hold the position for one minute before starting to fully liquidate the position with
a maximum of USD five million per trade. Each model predicts a probability (classification) or a return
(regression) and the thresholds are used to classify the headlines into positive (� positive threshold) and
negative ( negative threshold). Profits are per sample in USD, i.e., the total profit could be computed by
multiplying <Profit all> with <n all>. <Profit positive> (<Profit negative>) is the profit from buying
(selling) after positive (negative) news, and <Profit all> from buying after positive and shorting after negative
news. The values in brackets below the profits are the t-tests against the mean profit of buying, holding,
and selling after all news for the positive and negative profits and against zero for buying the positive and
shorting the negative news (<Profit all>). The last three columns show the fractions of profitable trades and,
in brackets below, the number of unprofitable trades (they do not sum to one due to some trades yielding a
zero return). Because observations with identical CUSIP and next trading second are mean aggregated, n
differs from the previous analysis. For 147’785 observations, there is no trading in the buying/selling period.
For the different buying/selling period periods, the following number of observations are excluded because
not all shares are sold till the end of the eight hours window: 161 (30 seconds), 265 (one minute), and
448 (two minutes). Tables A.13 (30 seconds buying/selling period period), A.7 (one minute buying/selling
period), and A.12 (two minutes buying/selling period period) in the appendix show the results of all models.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

Buying/selling period: 30 seconds

SD classification [na/na] 154.67 �6.42 15.65 600227 3790449 4390676 50.09% 50.11% 50.11%
(3.84) (�3.59) (1.98) (48.48%) (47.62%) (47.74%)

Naïve Bayes
(classification)

[0.50/0.50] 72.76 �15.73 34.39 4330934 3320181 7660115 49.63% 50.11% 49.84%
(2.16) (�2.30) (4.71) (47.33%) (47.88%) (47.53%)

[0.60/0.40] 122.16 3.61 80.12 1650426 900886 2560312 50.80% 50.18% 50.58%
(4.39) (�2.24) (6.31) (47.64%) (47.80%) (47.70%)

[0.70/0.30] 138.97 �22.04 80.78 610628 340880 960508 51.27% 50.07% 50.84%
(3.46) (�0.74) (4.35) (47.33%) (47.88%) (47.53%)

Buying/selling period: 1 minute

SD classification [na/na] 182.91 12.12 36.66 670724 4030555 4710279 50.52% 51.24% 51.14%
(3.91) (�4.70) (3.64) (48.49%) (47.39%) (47.55%)

Naïve Bayes
(classification)

[0.50/0.50] 99.70 4.18 58.70 4790897 3600914 8400811 49.83% 50.95% 50.31%
(3.24) (�3.55) (6.73) (47.21%) (48.10%) (47.53%)

[0.60/0.40] 169.64 31.70 121.52 1880920 1010216 2900136 51.17% 50.57% 50.96%
(5.74) (�3.17) (8.01) (47.74%) (47.86%) (47.78%)

[0.70/0.30] 204.27 17.48 138.29 700870 380711 1090581 51.75% 50.26% 51.23%
(4.85) (�1.73) (6.19) (47.21%) (48.10%) (47.53%)

Buying/selling period: 2 minutes

SD classification [na/na] 194.19 47.43 69.46 740365 4210043 4950408 50.70% 51.58% 51.45%
(3.45) (�5.12) (4.97) (48.64%) (47.74%) (47.87%)

Naïve Bayes
(classification)

[0.50/0.50] 128.79 56.32 97.96 5180525 3830985 9020510 50.24% 51.42% 50.74%
(4.38) (�4.96) (8.69) (47.14%) (48.25%) (47.52%)

[0.60/0.40] 233.17 55.11 172.05 2100147 1090834 3190981 51.59% 50.83% 51.33%
(7.14) (�2.98) (8.57) (47.69%) (48.08%) (47.83%)

[0.70/0.30] 271.97 103.91 214.10 790454 410728 1210182 52.18% 50.60% 51.64%
(5.67) (�2.83) (6.89) (47.14%) (48.25%) (47.52%)

VI Discussion

This paper analyses the largest news dataset ever studied in the financial literature at the
second frequency and provides strong support for the EMH. The return pattern around
news indicates that financial markets start anticipating the news before publication and
pricing the new information in takes about two to three minutes nowadays (see Figure 3).
This finding is consistent with Tetlock (2010), who finds four return patterns around news,
which indicate that some investors trade before the news and others afterward, concluding
that there is asymmetric information among market participants. Furthermore, the time
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to digest the news has decreased over time (compare Figure 3 with Figures A.1 and A.2 in
the appendix). Unsurprisingly, this seems to be a long-term trend since Patell and Wolfson
(1984) find that in 1976/1977, it took about five to ten minutes to price in new information.
It is also in line with Busse and Green (2002), who show that markets react within one
minute to CNBC TV analyst calls (they probably find a lower reaction time since they are
biased towards larger companies compared to my sample).
Despite this strong support for market efficiency, I show that instantly buying after positive
and shorting after negative news for a short time period (results disclosed here go up to
two minutes, but also times up to five minutes yield similar results) is a profitable trading
strategy that yields significantly positive profits. However, I also show that the capacity of
this strategy is very limited, and profits would be USD 50 to 85 million over the whole nine
years period (2011-2019). Apart from the limited capacity, implementing such a strategy
would face several difficulties. While the pure transaction costs are almost zero nowadays, a
trader pursuing such a strategy would create additional demand and have a price impact.23

Short-selling constraints are another potential issue; however, one could also just implement
the long strategy.24

This limited profitability may also stem from intraday trading patterns. Holbrook Work-
ing already described in the 1950s the prices’ tendencies to slightly move in one direction,
then revert to the initial price causing a “jiggling” of prices (Working, 1958). This causes
subsequent price changes to be negatively correlated. However, the empirical evidence on
intraday autocorrelation is not as unambiguous despite a tendency towards negative intra-
day autocorrelations (e.g., see Zhou (1996); Andersen et al. (2001) and Aït-Sahalia et al.
(2011)). This most likely stems from the fact that most empirical papers use returns at
some (relatively high) frequency instead of subsequent price changes. I find a statistically
highly significant (t-value: -263.48) small negative average one-minute autocorrelation of
-2.19% in the eight hours before and after news publication. When only looking at the 30
minutes after news publication, the autocorrelation becomes more negative with a value of
-5.71%.
Gao et al. (2018) show that the first 30 minutes of each trading session predict price move-
ments in the last 30 minutes, and they call this effect “intraday momentum.” Their reasoning
for using the first 30 minutes is that the volume is elevated in this period. They further
argue that it is due to the information revealed outside of trading hours and conclude that
it takes about 30 minutes to price them in. Two comments on Gao et al. (2018): First,
their “intraday momentum” is unrelated to the return patterns I find due to its definition.
Second, I would argue that concluding that it takes 30 minutes to price in new information,
simply based on the observed trading volume patterns, is inadequate. While I agree that
new information elevates the trading volume in the first minutes, multiple explanations ex-
ist for the entire first (and last) 30 minutes. Gao et al. (2018) point out themselves that

23In this paper, I use the prices of all executed trades and simply assume that one would have taken one
side of these trades.

24Since the investment periods are only a few minutes long on average and highly concentrated in the first
trading minutes, it would not be self-financing anyway.
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institutional investors use the liquidity in this period to rebalance their portfolios. Hence,
the liquidity level in the first and last 30 minutes could also be a Nash equilibrium25 of the
institutional investors. Day traders are another reason for the volume pattern since they
open positions in the morning and close them before the end of a trading session.26

The finding that the market anticipates the news also suggests that returns before publica-
tion should have some predictive power for the returns after it. Therefore, one could also
use past returns as the trading signal. The results for this approach are shown in Table
9. They depend heavily on the chosen time window for measuring the past return and are
best at time horizons below five minutes and above two hours when only considering the
profits and their statistical significance. However, the accuracies at the short horizon are
similar to the ones of the medium term and only increase at the long horizon. Therefore,
one should be careful about interpreting too much into the predictive power of short-term
returns. Including the last overnight return boosts the predictive power significantly (the
case for about 75% of the observations when using the last eight hours) and works as well
as the NLP models. One explanation could be that sophisticated and potentially partly
informed traders choose to trade a trading day in advance in order to be able to trade
larger volumes due to the daily volume distribution. This is not necessarily because there
is insufficient volume to acquire the desired position but rather to reduce the price impact.
Another driver could be a positive autocorrelation of news: positive past news result in
positive past returns, and since good past news are followed by other good news, positive
past returns predict a positive reaction to future news. In my sample, the average autocor-
relation per firm of the predictions ranges between 7.76% and 14.04%, i.e., confirming that
positive news is indeed followed by other positive news. The true autocorrelation of news
is probably larger than the values provided by the models because they do not provide the
true label of the news but rather a prediction. Since the next trading day’s return is used
as the label to train the models in Pichler (2023), the autocorrelation of the labels, which
is at 22.86%, provides an alternative estimator for the true autocorrelation of news. The
positive autocorrelation of news indicates that the predictive power of a “news sentiment
index” that aggregates the news over a certain time period seems a promising approach
for future research. Heston and Sinha (2017) is one of the few comparable studies which
looks at about 900’000 news (also from Reuters) between 2003 and 2010 and creates such
an index. They show that while one particular news only has predictive power for up to
two days, the weekly aggregate can predict returns for up to one quarter.

This paper offers several key insights about the transmission of information in finan-
cial markets without suffering from weak statistical power, which is often an issue in the
empirical evidence of this literature. First of all, it is essential to highlight some assump-

25As institutional investors rely on liquidity because they need to trade large amounts, it is a dominating
strategy to trade when also expecting others to trade; hence no one has the incentive to deviate once high
volume times are established.

26Note that the pattern caused by day traders would be the opposite of what Gao et al. (2018) find; hence,
it does not explain their finding regarding the return pattern.
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Table 9: Comparison of Past Returns as Predictors [1 sec., 1 min., 1 min., 5m max.]

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. The direction of trading depends on the past return (not including the jump at news publication)
at different horizons (one minute to eight hours), i.e., buying after past returns � 0% and selling otherwise.
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’ 667 observations, there is no trading in the buying/selling period, and 265 observations
are excluded because not all shares are sold till the end of the eight hours window.

Predictor Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
(past return) [pos/neg] positive negative all positive negative all positive negative all

1 minute [0.0%/ 0.0%] 73.13 �33.50 24.63 4580399 3820412 8400811 48.63% 49.89% 49.20%
(1.21) (�1.41) (2.82) (49.68%) (49.20%) (49.46%)

5 minutes [0.0%/ 0.0%] 79.88 �28.84 27.12 4320734 4080077 8400811 48.62% 49.64% 49.12%
(1.62) (�1.76) (3.11) (49.90%) (49.17%) (49.55%)

10 minutes [0.0%/ 0.0%] 67.53 �42.27 13.53 4270243 4130568 8400811 48.68% 49.67% 49.17%
(0.81) (�0.86) (1.55) (49.88%) (49.10%) (49.50%)

30 minutes [0.0%/ 0.0%] 63.39 �46.56 9.29 4270082 4130729 8400811 48.66% 49.57% 49.10%
(0.55) (�0.57) (1.06) (49.98%) (49.13%) (49.56%)

1 hour [0.0%/ 0.0%] 72.00 �37.53 18.32 4280706 4120105 8400811 48.78% 49.68% 49.22%
(1.11) (�1.17) (2.10) (49.88%) (49.00%) (49.45%)

2 hours [0.0%/ 0.0%] 85.25 �23.64 31.98 4290511 4110300 8400811 49.01% 49.89% 49.44%
(1.98) (�2.10) (3.67) (49.67%) (48.77%) (49.23%)

4 hours [0.0%/ 0.0%] 89.07 �18.73 37.02 4340816 4050995 8400811 49.26% 50.15% 49.69%
(2.24) (�2.42) (4.24) (49.43%) (48.49%) (48.98%)

8 hours [0.0%/ 0.0%] 101.58 8.87 62.57 4870035 3530776 8400811 49.73% 50.91% 50.23%
(3.31) (�3.89) (7.17) (48.96%) (47.73%) (48.44%)

tions regarding the nature of the dataset. One can reasonably assume that for most news
events in my sample, market participants know that some information will arrive as well
as when;27 however, they are not sure about the content and its price implications. There-
fore, the excess return28 pattern of all news displayed in Figure 5 can be used to study the
impact of resolving uncertainty. It reveals that there is a risk premium for holding stocks
where the arrival of new information is expected (red line). The risk premium is divided
into about 0.05% for the 6.5 hours before publication and a premium at publication, which
is not as straightforward to estimate. Simply taking the jump at time zero would overesti-
mate the premium because it is also an overnight return for roughly three-quarters of the
observations. However, the pattern at the next overnight return (at 6.5 hours) indicates
only a minimal impact of the overnight return; hence, an estimation of another 0.05% seems
reasonable. Another interesting observation is the shape of the risk premium: it is growing
exponentially the closer the point in time gets, where uncertainty is resolved. However, the
strong day jump the day before (at -6.5h), which is then reversed in the next 90 minutes, is

27Companies schedule the release of earnings information in advance and tend to schedule the release of
other relevant information in advance.

28In excess of the average one-minute S&P 500 return of the sample period.
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puzzling.
When interpreting the volatility pattern of Figure 5, one must again consider that some of
it is due to intraday patterns. The U-shape of intraday volatility is well documented in the
literature (e.g., see Figure 1 of Chan et al. (1991) or Figure 1 of Engle and Sokalska (2012))
and according to Ederington and Lee (1993) related to macroeconomic news.29 However,
the increase associated with firm-specific news is clearly above the normal intraday pattern
(see pattern at -6.5h and +6.5h). Apart from the volatility of overnight returns, which is
compensated by a positive average excess return, the usual volatility increase at the begin-
ning and toward the end of a trading session is not associated with a compensating return.
But the volatility increase before the news is compensated by a higher return, whereas the
elevated volatility after publication is not. One may interpret this as follows: The resolu-
tion of uncertainty concerning the information content is compensated with a risk premium,
i.e., the risk premium decreases to zero at the resolution, but there is no compensation on
average for the uncertainty regarding how to interpret the information.

Figure 5: Cumulative Mean Excess Return and Volatility of all News

This figure shows the cumulative mean return in excess of the average one-minute return of the S&P 500
and its volatility during the sample period for all news. The increase of the mean return on the left side is
the risk premium for holding stocks where the market expects new information to arrive. Volatility is log
scaled (right side) and set such that the “normal” level is at the 0% cumulative return. The vertical grey
lines mark the points where about three-quarters of the observations have the overnight return; hence the
pattern between the two of them is the typical U-shaped pattern of intraday volatility.

29Ederington and Lee (1993) use bond and forex data, which does not necessarily fully translate to stock
volatility patterns.

93



VII Conclusion

This paper investigates the market micro reaction to new information and shows that it
nowadays takes two to three minutes for financial markets to price it in. Furthermore, I
provide evidence that this timeframe has gotten shorter over time. I show that a trading
strategy that buys after good news and sells after bad for a short time period (up to a
few minutes) yields statistically significant returns. However, profits are limited due to the
short trading time and are estimated to be about USD 50 to 85 million for the nine years
sample period. Since the market anticipates the news, past returns work similarly well as
predictors for the trading profits as the used news classification models, as long as the return
is measured over a long enough period (e.g., the previous eight trading hours). Additionally,
I show that volatility increases before the news and investors receive a risk premium for
holding stocks before news of about 0.05% in the previous 6.5 hours and another 0.05%
when the news is published. While volatility remains elevated after the news is published,
there is no return compensation for it. One may interpret this as follows: The resolution
of uncertainty concerning the information content is compensated with a risk premium,
i.e., the risk premium decreases to zero at the resolution, but there is no compensation on
average for the uncertainty regarding how to interpret the information.

94



Appendix Essay 2

Table A.1: CNN Architecture

This table shows the architecture of the applied CNN. The max_tokens hyperparameter is set to 17’000
to drop all words occurring less than roughly 100 times in the dataset. This prevents the model from
overfitting on less frequent words and reduces the model size significantly. The dimensionality of the vector
representation is set to four. The kernel size of the first convolutional layers determines how many words can
be reached per filter, and by stacking two convolutional layers, the maximum of possible word dependencies
is equal to the product of the two kernels (here: 3 · 3 = 9). The global average pooling layer removes
one dimension by averaging across the second dimension (sentence length). Alternatively, one may also use
another pooling procedure, like max pooling. One dense layer is then added with 20 units and some L2
regularization to prevent overfitting too fast. The last layer is determined by the labels: the number of units
equals the number of labels per example (1), and the activation depends on the type of labels (sigmoid for
binary classes, softmax for multiple classes, and linear for numerical). The network is trained by minimizing
the binary cross-entropy (classification) or the mean squared error (regression) using the Adam optimizer
(learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the mini-batch size
is 4’096.

Layer Parameters Output dimension Number of parameters

TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Conv1D filters=24, kernel_size=3, padding=’same’, activation=’relu’ None, None, 24 312
Conv1D filters=12, kernel_size=3, padding=’same’, activation=’relu’ None, None, 12 876
GlobalAveragePooling1D - None, 12 0
Dense units=20, activation=’relu’ None, 20 220
Dropout rage=0.1 None, 20 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters 69’469

Table A.2: RNN-LSTM Architecture

This table shows the architecture of the applied RNN with LSTM units. The max_tokens hyperparameter
is set to 17’000 to drop all words occurring less than roughly 100 times in the dataset. This prevents the
model from overfitting on less frequent words and reduces the model size significantly. The dimensionality
of the vector representation is set to four. The model uses ten LSTM units, a dense layer with 20 units,
and some L2 regularization to prevent overfitting too fast. The last layer is determined by the labels: the
number of units equals the number of labels per example (1), and the activation depends on the type of
labels (sigmoid for binary classes, softmax for multiple classes, and linear for numerical). The network is
trained by minimizing binary cross-entropy (classification) or the mean squared error (regression) using the
Adam optimizer (learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the
mini-batch size is 4’096.

Layer Parameters Output dimension Number of parameters

TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Bidirectional LSTM(units=10) None, 20 1’200
Dense units=20, activation=’relu’, kernel_regularizer=(L2=0.001) None, 20 420
Dropout rate=0.1 None, 20 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters: 69’641
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Table A.3: RNN-GRU Architecture

This table shows the architecture of the applied RNN with GRU units. The max_tokens hyperparameter
is set to 17’000 to drop all words occurring less than roughly 100 times in the dataset. This prevents the
model from overfitting on less frequent words and reduces the model size significantly. The dimensionality
of the vector representation is set to four. The model uses ten GRU units, a dense layer with 20 units,
and some L2 regularization to prevent overfitting too fast. The last layer is determined by the labels: the
number of units equals the number of labels per example (1), and the activation depends on the type of
labels (sigmoid for binary classes, softmax for multiple classes, and linear for numerical). The network is
trained by minimizing binary cross-entropy (classification) or the mean squared error (regression) using the
Adam optimizer (learning rate=0.001, beta 1=0.9, beta 2=0.999, epsilon=1e-7, and amsgrad=False) and the
mini-batch size is 4’096.

Layer Parameters Output dimension Number of parameters

TextVectorization max_tokens=17’000, output_dim=4 None, None, 4 68’000
Bidirectional GRU(units=10) None, 20 960
Dense units=20, activation=’relu’, kernel_regularizer=(L2=0.001) None, 20 420
Dropout rate=0.1 None, 10 0
Dense units=1, activation=’linear’ / activation=’sigmoid’ None, 1 21

Total number of parameters: 69’401
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Figure A.1: Cumulative Mean Returns on Positive/Negative News - Training Dataset

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the training dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.2: Cumulative Mean Returns on Positive/Negative News - Validation Dataset

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the validation dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.3: Zoom in on Cumulative Mean Returns on Positive/Negative News - Training
Dataset SD and NB

This figure zooms in on the cumulative mean returns of positive and negative news according to the sentiment
dictionary and the Naïve Bayes classification for the eight hours before and after news publication for the
training dataset. The x-axis shows the trading time relative to news publication at zero. Markets start
anticipating the news and then digest them quickly, and very soon, there is no trend in the stock price.
Figure 3 shows the test dataset results, and A.4 in the appendix shows the validation dataset results.

(a) Sentiment Dictionary +/- 30 min. (b) Naïve Bayes +/- 30 min.

(c) Sentiment Dictionary +/- 10 min. (d) Naïve Bayes +/- 10 min.

(e) Sentiment Dictionary +/- 1 min. (f) Naïve Bayes +/- 1min.
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Figure A.4: Zoom in on Cumulative Mean Returns on Positive/Negative News - Validation
Dataset SD and NB

This figure zooms in on the cumulative mean returns of positive and negative news according to the sentiment
dictionary and the Naïve Bayes classification for the eight hours before and after news publication for the
validation dataset. The x-axis shows the trading time relative to news publication at zero. Markets start
anticipating the news and then digest them quickly, and very soon, there is no trend in the stock price.
Figure 3 shows the test dataset results, and A.3 in the appendix shows the training dataset results.

(a) Sentiment Dictionary +/- 30 min. (b) Naïve Bayes +/- 30 min.

(c) Sentiment Dictionary +/- 10 min. (d) Naïve Bayes +/- 10 min.

(e) Sentiment Dictionary +/- 1 min. (f) Naïve Bayes +/- 1min.
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Table A.4: Descriptive Statistics of the Trading Strategies

This table shows the descriptive statistics for trading profit and amount of the different trading strategies and
datasets. The first parameter of each strategy is the waiting period between news publication and trading
start, the next is the trading time (buy/sell), the third is the holding period, and the fourth is the maximum
trading amount per sample.

Trading profit Trading amount

Train Validation Test Full sample Train Validation Test Full sample

Trading strategy: [1sec., 1 min., 1 min., 5m max.]

Mean 74.39 34.27 36.60 55.11 6320715.96 5510651.93 5480290.04 5910793.37
Std. 70629.15 70203.97 90290.29 70998.26 100370261.59 9800799.04 9950041.21 100140148.44
Min. �3780519.86 �2710678.04 �6930077.42 �6930077.42 39.50 30.00 11.90 11.90
25%-quantile �158.96 �133.85 �140.74 �147.88 470918.52 380480.95 370985.00 420787.25
Median 0.00 0.00 �1.00 0.00 2200724.30 1760521.75 1720706.50 1960274.30
75%-quantile 156.93 132.22 120.50 140.82 7070653.67 5670163.92 5460355.49 6300296.27
Max. 107490576.86 5670158.70 102990850.28 107490576.86 500000000.00 409990999.99 409990999.99 500000000.00
Observations 4260017.00 1970570.00 2170298.00 8400811.00 4260017.00 1970570.00 2170298.00 8400811.00

Trading strategy: [1sec., 1 min., 1 min., 10m max.]

Mean 101.53 53.90 66.67 81.11 7050775.51 6180419.20 6250393.58 6640395.83
Std. 100362.87 90803.36 130574.81 110162.06 104190730.90 103520536.14 104130108.09 104020956.30
Min. �7190288.82 �5930071.68 �101940164.85 �101940164.85 39.50 30.00 11.90 11.90
25%-quantile �158.84 �133.85 �141.00 �147.87 470918.52 380480.95 370985.00 420787.25
Median 0.00 0.00 �1.00 0.00 2200724.30 1760521.75 1720706.50 1960276.24
75%-quantile 157.24 132.32 120.50 141.00 7070653.67 5670163.92 5460355.49 6300299.35
Max. 201200033.37 101170329.25 106780749.02 201200033.37 909990999.99 1000000000.00 909990999.98 1000000000.00
Observations 4260017.00 1970570.00 2170298.00 8400811.00 4260017.00 1970570.00 2170298.00 8400811.00

Trading strategy: [1sec., 1 min., 1 min., 1m max.]

Mean 29.54 9.88 �0.25 17.20 3780050.61 3360261.82 3300314.67 3550881.43
Std. 20992.63 30029.47 30592.32 30166.49 3740790.95 3580319.13 3550556.74 3660745.49
Min. �2450442.72 �1130707.21 �2270674.42 �2450442.72 39.50 30.00 11.90 11.90
25%-quantile �152.22 �130.42 �136.64 �142.67 470918.52 380480.95 370985.00 420787.25
Median 0.00 0.00 �0.94 0.00 2200721.60 1760513.85 1720700.05 1960264.30
75%-quantile 150.23 129.06 118.25 136.26 7070144.59 5670013.63 5460257.78 6300033.52
Max. 7130176.27 1780582.98 3520077.28 7130176.27 100000000.00 100000000.00 100000000.00 100000000.00
Observations 4260017.00 1970570.00 2170298.00 8400811.00 4260017.00 1970570.00 2170298.00 8400811.00

Trading strategy: [1sec., 1 min., 2 min., 5m max.]

Mean 72.47 28.10 17.85 47.77 6320727.48 5510656.01 5480296.50 5910801.75
Std. 80565.76 80142.44 100364.86 80971.99 100370267.92 9800805.69 9950046.47 100140154.64
Min. �5420603.72 �4440379.04 �6010207.43 �6010207.43 39.50 30.00 11.90 11.90
25%-quantile �194.89 �165.88 �171.81 �181.50 470922.84 380481.90 370986.00 420790.18
Median 0.00 0.00 �1.00 0.00 2200733.00 1760516.56 1720709.00 1960281.38
75%-quantile 189.99 162.69 148.47 172.00 7070656.42 5670179.67 5460372.72 6300316.37
Max. 107790859.77 6640550.70 102990850.28 107790859.77 500000000.00 409990999.99 409990999.99 500000000.00
Observations 4260009.00 1970567.00 2170295.00 8400797.00 4260009.00 1970567.00 2170295.00 8400797.00

Trading strategy: [1sec., 1 min., 30 sec., 5m max.]

Mean 62.37 38.89 42.00 51.62 6320707.64 5510646.46 5480285.21 5910786.72
Std. 70097.69 60593.89 80570.19 70396.35 100370256.68 9800795.58 9950037.90 100140144.25
Min. �4520287.46 �2700726.55 �8950830.03 �8950830.03 39.50 30.00 11.90 11.90
25%-quantile �135.00 �116.00 �121.79 �126.68 470916.40 380478.75 370983.36 420785.00
Median 0.00 0.00 �0.50 0.00 2200720.17 1760515.88 1720702.05 1960264.37
75%-quantile 135.70 115.20 104.43 122.00 7070634.77 5670161.11 5460335.48 6300285.06
Max. 108030577.29 4950022.43 102990850.28 108030577.29 500000000.00 409990999.99 409990999.99 500000000.00
Observations 4260023.00 1970572.00 2170300.00 8400821.00 4260023.00 1970572.00 2170300.00 8400821.00

Trading strategy: [1sec., 2 min., 1 min., 5m max.]

Mean 82.77 27.30 8.16 50.03 100100578.92 8540345.81 8540514.33 9320776.67
Std. 100268.83 100023.19 120066.00 100708.18 103680611.24 102720528.65 102800403.87 103250842.54
Min. �5420603.72 �5420914.68 �6010207.43 �6010207.43 22.00 28.78 11.50 11.50
25%-quantile �337.94 �272.27 �287.93 �307.74 870507.38 650232.00 650328.05 750331.94
Median 0.00 0.00 �1.00 �0.02 4150084.68 3130195.93 3110702.80 3590913.76
75%-quantile 324.85 270.70 259.35 293.59 103060916.73 100090105.03 9920445.54 101510443.64
Max. 107790859.77 7070417.27 102990850.28 107790859.77 500000000.00 500000000.00 500000000.00 500000000.00
Observations 4530300.00 2140914.00 2340378.00 9020510.00 4530300.00 2140914.00 2340378.00 9020510.00

Trading strategy: [1sec., 30 sec., 1 min., 5m max.]

Mean 49.45 44.88 47.92 48.03 4040717.82 3590467.32 3580028.48 3820065.63
Std. 60019.11 50403.65 70761.39 60387.73 7870055.51 7530099.83 7770634.66 7770082.26
Min. �3640360.86 �2700726.55 �8950830.03 �8950830.03 13.12 37.00 11.90 11.90
25%-quantile �82.68 �72.16 �74.00 �77.83 280451.75 230905.00 230318.75 250917.87
Median 0.00 0.00 �0.05 0.00 1240637.95 1040334.25 1000023.40 1120613.70
75%-quantile 84.02 74.77 67.00 77.18 4040847.97 3320722.16 3150112.59 3630453.37
Max. 105410613.33 4950022.43 102990850.28 105410613.33 500000000.00 409990999.98 409990999.96 500000000.00
Observations 3890820.00 1770965.00 1980395.00 7660115.00 3890820.00 1770965.00 1980395.00 7660115.00
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Table A.5: Trading Strategy of all Models [1 sec., 1 min., 1 min., 5m max.] - Training
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 87’309 observations, there is no trading in the buying/selling period, and 125 observations are
excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 184.40 �13.10 18.63 360417 1900202 2260619 50.87% 50.88% 50.88%
(2.61) (�3.17) (1.46) (48.14%) (48.00%) (48.02%)

Naïve Bayes
(classification)

[0.50/0.50] 108.20 �28.10 50.68 2460215 1790802 4260017 50.39% 50.75% 50.54%
(1.86) (�2.03) (4.34) (46.65%) (48.99%) (47.41%)

[0.60/0.40] 164.00 �70.08 83.15 960918 510133 1480051 51.53% 50.46% 51.16%
(3.39) (�0.12) (4.06) (47.33%) (48.06%) (47.58%)

[0.70/0.30] 237.85 �110.45 125.19 370335 170850 550185 52.31% 49.42% 51.37%
(4.05) (0.62) (4.57) (46.65%) (48.99%) (47.41%)

CNN
(classification)

[0.50/0.50] 99.69 �40.47 39.83 2440053 1810964 4260017 50.36% 50.71% 50.51%
(1.39) (�1.50) (3.41) (47.29%) (48.02%) (47.57%)

[0.55/0.45] 113.22 �56.69 66.62 1610913 610173 2230086 50.43% 50.46% 50.44%
(1.83) (�0.51) (4.23) (48.43%) (48.18%) (48.36%)

[0.60/0.40] 165.60 �75.77 74.52 620353 370789 1000142 51.54% 50.63% 51.19%
(2.81) (0.03) (2.69) (47.29%) (48.02%) (47.57%)

RNN-LSTM
(classification)

[0.50/0.50] 97.80 �38.10 44.52 2590011 1670006 4260017 50.34% 50.90% 50.56%
(1.31) (�1.54) (3.81) (47.17%) (47.94%) (47.45%)

[0.55/0.45] 119.13 �18.95 82.07 1630895 600113 2240008 50.44% 50.73% 50.52%
(2.12) (�1.58) (5.12) (48.47%) (47.76%) (48.28%)

[0.60/0.40] 183.20 �108.85 75.60 550846 320580 880426 51.72% 50.68% 51.33%
(3.15) (0.75) (2.34) (47.17%) (47.94%) (47.45%)

RNN-GRU
(classification)

[0.50/0.50] 66.45 �95.55 22.21 3090677 1160340 4260017 49.65% 50.08% 49.77%
(�0.49) (0.75) (1.90) (47.07%) (48.26%) (47.60%)

[0.55/0.45] 208.54 �74.66 89.34 770104 560042 1330146 51.72% 50.58% 51.24%
(4.48) (0.01) (3.55) (47.18%) (48.05%) (47.55%)

[0.60/0.40] 197.54 �89.46 70.56 400646 320255 720901 51.84% 50.44% 51.22%
(3.09) (0.33) (1.91) (47.07%) (48.26%) (47.60%)

CNN
(regression)

[0.0%/ 0.0%] 95.54 �39.98 43.97 2630894 1620123 4260017 50.21% 50.79% 50.43%
(1.19) (�1.45) (3.76) (47.54%) (48.31%) (47.84%)

[0.5%/-0.5%] 127.41 �125.89 52.08 1830496 770664 2610160 50.34% 50.14% 50.28%
(2.58) (1.54) (2.99) (48.48%) (48.56%) (48.50%)

[1.0%/-1.0%] 201.86 �132.48 72.23 920126 580339 1500465 51.27% 50.33% 50.90%
(4.52) (1.54) (2.64) (47.54%) (48.31%) (47.84%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 98.21 �38.97 43.06 2540738 1710279 4260017 50.25% 50.70% 50.43%
(1.32) (�1.54) (3.68) (47.42%) (48.04%) (47.62%)

[0.5%/-0.5%] 192.67 �185.05 78.83 1110320 480024 1590344 51.28% 50.40% 51.02%
(4.56) (2.65) (2.95) (47.52%) (48.28%) (47.75%)

[1.0%/-1.0%] 219.05 �231.18 73.95 760585 360419 1130004 51.43% 50.57% 51.15%
(4.75) (3.30) (2.11) (47.42%) (48.04%) (47.62%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 106.71 �30.09 49.01 2460326 1790691 4260017 50.21% 50.54% 50.35%
(1.75) (�1.97) (4.19) (47.48%) (48.14%) (47.66%)

[0.5%/-0.5%] 196.92 �213.51 89.22 1130657 400436 1540093 51.29% 50.37% 51.05%
(4.74) (3.07) (3.22) (47.48%) (48.27%) (47.68%)

[1.0%/-1.0%] 218.45 �183.70 109.29 810880 300507 1120387 51.39% 50.40% 51.12%
(4.83) (2.16) (3.19) (47.48%) (48.14%) (47.66%)

102



Table A.6: Trading Strategy of all Models [1 sec., 1 min., 1 min., 5m max.] - Validation
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 60’695 observations, there is no trading in the buying/selling period, and 66 observations are
excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 49.20 27.64 30.91 160431 910888 1080319 50.21% 50.80% 50.71%
(0.25) (�2.26) (1.57) (48.68%) (47.18%) (47.41%)

Naïve Bayes
(classification)

[0.50/0.50] 96.25 49.93 76.61 1130807 830763 1970570 50.31% 51.35% 50.75%
(2.39) (�2.74) (4.73) (47.40%) (47.18%) (47.32%)

[0.60/0.40] 156.37 76.83 128.72 480198 250690 730888 51.18% 50.33% 50.89%
(3.38) (�2.25) (4.58) (47.65%) (47.84%) (47.72%)

[0.70/0.30] 150.66 55.22 114.36 170851 100957 280808 51.41% 50.94% 51.24%
(2.11) (�1.23) (2.55) (47.40%) (47.18%) (47.32%)

CNN
(classification)

[0.50/0.50] 102.09 56.92 82.82 1130303 840267 1970570 50.32% 51.36% 50.76%
(2.58) (�3.01) (5.11) (47.67%) (47.41%) (47.57%)

[0.55/0.45] 108.33 129.88 114.39 760092 290781 1050873 50.34% 51.02% 50.53%
(2.45) (�3.57) (5.10) (48.05%) (47.41%) (47.87%)

[0.60/0.40] 188.76 192.43 190.08 330843 190056 520899 51.16% 51.10% 51.14%
(3.57) (�4.07) (5.21) (47.67%) (47.41%) (47.57%)

RNN-LSTM
(classification)

[0.50/0.50] 97.33 62.41 83.54 1190582 770988 1970570 50.31% 51.59% 50.82%
(2.45) (�3.09) (5.15) (48.15%) (47.81%) (48.03%)

[0.55/0.45] 100.40 149.40 112.87 800767 270556 1080323 50.40% 50.60% 50.45%
(2.24) (�3.84) (5.05) (47.88%) (47.66%) (47.83%)

[0.60/0.40] 209.22 167.28 194.32 280668 150802 440470 50.65% 50.52% 50.60%
(3.70) (�3.29) (4.39) (48.15%) (47.81%) (48.03%)

RNN-GRU
(classification)

[0.50/0.50] 60.41 40.13 55.14 1460207 510363 1970570 49.09% 50.31% 49.41%
(1.13) (�1.92) (3.40) (48.26%) (47.66%) (48.01%)

[0.55/0.45] 177.87 104.93 148.76 380915 250852 640767 50.89% 51.01% 50.93%
(3.45) (�2.83) (4.23) (47.98%) (47.49%) (47.79%)

[0.60/0.40] 213.86 119.83 175.09 210230 140893 360123 50.53% 50.80% 50.64%
(3.31) (�2.46) (3.45) (48.26%) (47.66%) (48.01%)

CNN
(regression)

[0.0%/ 0.0%] 93.29 58.68 79.85 1200846 760724 1970570 50.30% 51.69% 50.84%
(2.29) (�2.96) (4.93) (48.11%) (47.26%) (47.80%)

[0.5%/-0.5%] 93.71 79.97 89.78 910651 360714 1280365 50.20% 51.00% 50.43%
(2.06) (�2.57) (3.85) (48.07%) (47.51%) (47.91%)

[1.0%/-1.0%] 131.67 105.56 122.20 500432 280721 790153 50.63% 51.19% 50.84%
(2.56) (�2.85) (3.52) (48.11%) (47.26%) (47.80%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 100.73 66.56 87.15 1190086 780484 1970570 50.32% 51.66% 50.85%
(2.55) (�3.27) (5.38) (48.11%) (47.27%) (47.85%)

[0.5%/-0.5%] 129.76 110.23 123.98 560830 230882 800712 50.70% 51.21% 50.85%
(2.63) (�2.68) (3.53) (47.94%) (47.24%) (47.73%)

[1.0%/-1.0%] 127.11 154.84 135.86 400979 180885 590864 50.57% 51.09% 50.74%
(2.25) (�3.17) (3.15) (48.11%) (47.27%) (47.85%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 94.46 54.86 78.50 1170934 790636 1970570 50.23% 51.53% 50.76%
(2.29) (�2.92) (4.84) (48.22%) (47.15%) (47.93%)

[0.5%/-0.5%] 136.32 125.52 133.55 580866 200318 790184 50.61% 51.16% 50.75%
(2.83) (�2.76) (3.72) (47.98%) (47.22%) (47.78%)

[1.0%/-1.0%] 120.38 129.58 122.88 430553 160224 590777 50.46% 51.07% 50.62%
(2.10) (�2.58) (2.81) (48.22%) (47.15%) (47.93%)
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Figure A.5: Cumulative Mean Returns on Positive/Negative News - Training Dataset
Within Trading Hours

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the training dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.6 and A.7 in the appendix show the
validation and test dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.6: Cumulative Mean Returns on Positive/Negative News - Validation Dataset
Within Trading Hours

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the validation dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.5 and A.7 in the appendix show the
training and test dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Rlassification (h) RNN-GRU Regression
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Figure A.7: Cumulative Mean Returns on Positive/Negative News - Test Dataset Within
Trading Hours

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the eight hours before and after news publication for the test dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.5 and A.6 in the appendix show the
training and validation dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.8: Cumulative Mean Returns on Positive/Negative News - Training Dataset
Within Trading Hours - 30 min.

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the 30 minutes before and after news publication for the training dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.9 and A.10 in the appendix show the
validation and test dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.9: Cumulative Mean Returns on Positive/Negative News - Validation Dataset
Within Trading Hours - 30 min.

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the 30 minutes before and after news publication for the validation dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.8 and A.10 in the appendix show the
training and test dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Figure A.10: Cumulative Mean Returns on Positive/Negative News - Test Dataset Within
Trading Hours - 30 min.

This figure shows the cumulative mean returns of positive and negative news according to the indicated
model for the 30 minutes before and after news publication for the test dataset. The x-axis shows the
trading time relative to news publication at zero. Markets start anticipating the news and then digest them
quickly, and very soon, there is no trend in the stock price. Figures A.8 and A.9 in the appendix show the
training and validation dataset results.

(a) Sentiment Dictionary Classification (b) Naïve Bayes Classification

(c) CNN Classification (d) CNN Regression

(e) RNN-LSTM Classification (f) RNN-LSTM Regression

(g) RNN-GRU Classification (h) RNN-GRU Regression
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Table A.7: Trading Strategy of all Models [1 sec., 1 min., 1 min., 5m max.] - Whole Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 265 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 182.91 12.12 36.66 670724 4030555 4710279 50.52% 51.24% 51.14%
(3.91) (�4.70) (3.64) (48.49%) (47.39%) (47.55%)

Naïve Bayes
(classification)

[0.50/0.50] 99.70 4.18 58.70 4790897 3600914 8400811 49.83% 50.95% 50.31%
(3.24) (�3.55) (6.73) (47.21%) (48.10%) (47.53%)

[0.60/0.40] 169.64 31.70 121.52 1880920 1010216 2900136 51.17% 50.57% 50.96%
(5.74) (�3.17) (8.01) (47.74%) (47.86%) (47.78%)

[0.70/0.30] 204.27 17.48 138.29 700870 380711 1090581 51.75% 50.26% 51.23%
(4.85) (�1.73) (6.19) (47.21%) (48.10%) (47.53%)

CNN
(classification)

[0.50/0.50] 104.00 8.11 62.18 4740153 3660658 8400811 49.87% 50.98% 50.35%
(3.49) (�3.85) (7.13) (47.62%) (47.68%) (47.64%)

[0.55/0.45] 121.53 36.52 97.72 3120063 1210394 4330457 50.03% 50.88% 50.27%
(4.08) (�3.65) (8.29) (48.72%) (47.73%) (48.44%)

[0.60/0.40] 198.03 44.74 139.43 1220922 760081 1990003 51.28% 50.97% 51.16%
(5.79) (�3.23) (6.82) (47.62%) (47.68%) (47.64%)

RNN-LSTM
(classification)

[0.50/0.50] 96.62 6.49 60.33 5020326 3380485 8400811 49.83% 51.10% 50.34%
(3.03) (�3.62) (6.92) (47.75%) (47.78%) (47.76%)

[0.55/0.45] 115.47 67.46 103.07 3310399 1150487 4460886 49.75% 50.87% 50.04%
(3.80) (�4.72) (8.69) (49.00%) (47.59%) (48.63%)

[0.60/0.40] 211.10 18.80 140.19 1080077 630134 1710211 51.18% 50.76% 51.02%
(5.88) (�2.17) (5.70) (47.75%) (47.78%) (47.76%)

RNN-GRU
(classification)

[0.50/0.50] 66.66 �22.45 43.37 6210069 2190742 8400811 49.11% 50.38% 49.44%
(0.94) (�1.54) (4.97) (47.66%) (47.99%) (47.81%)

[0.55/0.45] 223.99 25.55 140.71 1490348 1080004 2570352 51.23% 50.89% 51.09%
(7.31) (�3.01) (7.28) (47.74%) (47.76%) (47.74%)

[0.60/0.40] 212.15 11.99 125.59 780993 600192 1390185 51.27% 50.65% 51.00%
(5.16) (�1.94) (4.55) (47.66%) (47.99%) (47.81%)

CNN
(regression)

[0.0%/ 0.0%] 91.85 1.35 56.17 5090339 3310472 8400811 49.76% 51.09% 50.29%
(2.70) (�3.30) (6.44) (47.97%) (47.75%) (47.88%)

[0.5%/-0.5%] 113.89 �18.69 75.06 3670718 1520288 5200006 49.76% 50.65% 50.02%
(3.77) (�1.48) (5.79) (48.92%) (48.03%) (48.66%)

[1.0%/-1.0%] 187.54 �0.01 115.12 1850723 1160820 3020543 50.87% 50.88% 50.87%
(6.19) (�2.00) (5.63) (47.97%) (47.75%) (47.88%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 97.79 6.37 60.33 4960252 3440559 8400811 49.77% 51.02% 50.28%
(3.09) (�3.66) (6.92) (47.93%) (47.55%) (47.81%)

[0.5%/-0.5%] 183.65 �14.07 122.59 2180187 970489 3150676 50.88% 50.99% 50.91%
(6.42) (�1.36) (6.03) (47.92%) (47.64%) (47.84%)

[1.0%/-1.0%] 210.78 �12.66 137.24 1520558 740830 2270388 50.92% 51.02% 50.95%
(6.68) (�1.27) (5.45) (47.93%) (47.55%) (47.81%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 101.88 8.97 62.68 4860053 3540758 8400811 49.73% 50.91% 50.23%
(3.34) (�3.89) (7.19) (47.98%) (47.47%) (47.84%)

[0.5%/-0.5%] 184.21 �16.40 130.48 2230989 810944 3050933 50.86% 50.96% 50.88%
(6.49) (�1.20) (6.43) (47.92%) (47.63%) (47.84%)

[1.0%/-1.0%] 204.95 14.17 151.39 1620886 630573 2260459 50.87% 51.01% 50.91%
(6.56) (�1.94) (6.04) (47.98%) (47.47%) (47.84%)
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Table A.8: Trading Strategy of all Models [1 sec., 1 min., 1 min., 10m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD ten million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 265 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 248.72 �7.50 29.32 670724 4030555 4710279 50.54% 51.23% 51.13%
(3.68) (�3.68) (2.06) (48.46%) (47.40%) (47.56%)

Naïve Bayes
(classification)

[0.50/0.50] 122.29 �26.34 58.49 4790897 3600914 8400811 49.84% 50.94% 50.31%
(2.12) (�2.37) (4.80) (47.24%) (48.13%) (47.55%)

[0.60/0.40] 200.07 �25.95 121.22 1880920 1010216 2900136 51.18% 50.55% 50.96%
(4.26) (�1.45) (5.77) (47.73%) (47.88%) (47.78%)

[0.70/0.30] 236.30 �84.82 122.86 700870 380711 1090581 51.73% 50.23% 51.20%
(3.62) (0.06) (3.99) (47.24%) (48.13%) (47.55%)

CNN
(classification)

[0.50/0.50] 129.32 �18.76 64.75 4740153 3660658 8400811 49.88% 50.98% 50.36%
(2.45) (�2.74) (5.32) (47.64%) (47.70%) (47.67%)

[0.55/0.45] 146.31 �8.67 102.90 3120063 1210394 4330457 50.04% 50.87% 50.27%
(2.85) (�2.08) (6.19) (48.71%) (47.74%) (48.44%)

[0.60/0.40] 238.02 �9.42 143.42 1220922 760081 1990003 51.25% 50.94% 51.13%
(4.51) (�1.67) (4.90) (47.64%) (47.70%) (47.67%)

RNN-LSTM
(classification)

[0.50/0.50] 120.66 �22.41 63.06 5020326 3380485 8400811 49.84% 51.10% 50.35%
(2.05) (�2.50) (5.18) (47.78%) (47.81%) (47.79%)

[0.55/0.45] 139.41 24.44 109.70 3310399 1150487 4460886 49.75% 50.86% 50.04%
(2.60) (�2.93) (6.54) (49.00%) (47.61%) (48.64%)

[0.60/0.40] 241.96 �68.72 127.40 1080077 630134 1710211 51.15% 50.73% 51.00%
(4.30) (�0.26) (3.64) (47.78%) (47.81%) (47.79%)

RNN-GRU
(classification)

[0.50/0.50] 84.59 �71.25 43.87 6210069 2190742 8400811 49.11% 50.36% 49.44%
(0.20) (�0.34) (3.60) (47.71%) (48.02%) (47.84%)

[0.55/0.45] 256.76 �38.44 132.87 1490348 1080004 2570352 51.20% 50.88% 51.07%
(5.40) (�1.14) (4.87) (47.77%) (47.77%) (47.77%)

[0.60/0.40] 242.24 �72.35 106.19 780993 600192 1390185 51.23% 50.62% 50.97%
(3.78) (�0.18) (2.76) (47.71%) (48.02%) (47.84%)

CNN
(regression)

[0.0%/ 0.0%] 112.98 �32.12 55.78 5090339 3310472 8400811 49.77% 51.09% 50.29%
(1.66) (�2.07) (4.58) (47.97%) (47.76%) (47.89%)

[0.5%/-0.5%] 135.02 �75.47 73.38 3670718 1520288 5200006 49.76% 50.64% 50.02%
(2.46) (�0.17) (4.06) (48.92%) (48.03%) (48.66%)

[1.0%/-1.0%] 214.20 �51.06 111.77 1850723 1160820 3020543 50.87% 50.86% 50.87%
(4.41) (�0.79) (3.92) (47.97%) (47.76%) (47.89%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 121.15 �23.43 61.91 4960252 3440559 8400811 49.78% 51.01% 50.28%
(2.06) (�2.48) (5.09) (47.95%) (47.57%) (47.82%)

[0.5%/-0.5%] 217.16 �91.72 121.77 2180187 970489 3150676 50.88% 50.97% 50.91%
(4.82) (0.25) (4.31) (47.92%) (47.66%) (47.84%)

[1.0%/-1.0%] 238.63 �106.25 125.14 1520558 740830 2270388 50.90% 50.99% 50.93%
(4.82) (0.54) (3.58) (47.95%) (47.57%) (47.82%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 125.10 �20.83 63.53 4860053 3540758 8400811 49.74% 50.90% 50.23%
(2.23) (�2.64) (5.22) (47.99%) (47.50%) (47.86%)

[0.5%/-0.5%] 219.49 �113.93 130.18 2230989 810944 3050933 50.86% 50.94% 50.88%
(4.94) (0.74) (4.58) (47.92%) (47.66%) (47.85%)

[1.0%/-1.0%] 235.02 �81.18 146.26 1620886 630573 2260459 50.86% 50.98% 50.89%
(4.77) (0.00) (4.15) (47.99%) (47.50%) (47.86%)
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Table A.9: Trading Strategy of all Models [1 sec., 1 min., 1 min., 1m max.] - Whole Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD one million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 265 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 75.57 16.92 25.34 670724 4030555 4710279 50.52% 51.19% 51.10%
(4.50) (�6.02) (6.30) (48.48%) (47.44%) (47.59%)

Naïve Bayes
(classification)

[0.50/0.50] 46.35 21.55 35.70 4790897 3600914 8400811 49.86% 50.92% 50.31%
(5.30) (�5.90) (10.34) (47.15%) (47.88%) (47.41%)

[0.60/0.40] 87.18 38.01 70.03 1880920 1010216 2900136 51.21% 50.67% 51.02%
(8.75) (�5.09) (11.19) (47.70%) (47.76%) (47.72%)

[0.70/0.30] 93.81 48.05 77.65 700870 380711 1090581 51.82% 50.48% 51.34%
(6.27) (�3.92) (8.24) (47.15%) (47.88%) (47.41%)

CNN
(classification)

[0.50/0.50] 47.91 22.51 36.83 4740153 3660658 8400811 49.89% 50.95% 50.35%
(5.51) (�6.14) (10.67) (47.56%) (47.55%) (47.55%)

[0.55/0.45] 56.09 44.06 52.72 3120063 1210394 4330457 50.06% 50.99% 50.32%
(6.03) (�6.16) (11.23) (48.69%) (47.62%) (48.39%)

[0.60/0.40] 84.27 49.42 70.95 1220922 760081 1990003 51.34% 51.09% 51.24%
(6.91) (�5.46) (9.13) (47.56%) (47.55%) (47.55%)

RNN-LSTM
(classification)

[0.50/0.50] 43.85 22.34 35.19 5020326 3380485 8400811 49.85% 51.06% 50.34%
(4.89) (�5.91) (10.19) (47.74%) (47.66%) (47.71%)

[0.55/0.45] 52.40 52.07 52.31 3310399 1150487 4460886 49.78% 50.98% 50.09%
(5.57) (�6.70) (10.83) (48.97%) (47.49%) (48.59%)

[0.60/0.40] 88.52 42.66 71.61 1080077 630134 1710211 51.18% 50.88% 51.07%
(6.79) (�4.45) (7.36) (47.74%) (47.66%) (47.71%)

RNN-GRU
(classification)

[0.50/0.50] 28.51 14.75 24.91 6210069 2190742 8400811 49.16% 50.42% 49.49%
(2.31) (�3.84) (7.21) (47.64%) (47.86%) (47.73%)

[0.55/0.45] 101.98 40.58 76.21 1490348 1080004 2570352 51.25% 50.99% 51.14%
(9.25) (�5.43) (9.86) (47.72%) (47.65%) (47.69%)

[0.60/0.40] 86.15 35.30 64.16 780993 600192 1390185 51.30% 50.79% 51.08%
(5.76) (�3.84) (6.11) (47.64%) (47.86%) (47.73%)

CNN
(regression)

[0.0%/ 0.0%] 42.49 21.65 34.27 5090339 3310472 8400811 49.79% 51.06% 50.29%
(4.67) (�5.75) (9.93) (47.93%) (47.66%) (47.82%)

[0.5%/-0.5%] 52.62 23.65 44.13 3670718 1520288 5200006 49.81% 50.72% 50.08%
(5.71) (�4.19) (8.56) (48.87%) (47.96%) (48.60%)

[1.0%/-1.0%] 89.20 32.83 67.43 1850723 1160820 3020543 50.91% 50.97% 50.93%
(8.48) (�4.62) (8.40) (47.93%) (47.66%) (47.82%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 44.85 22.61 35.74 4960252 3440559 8400811 49.80% 50.99% 50.29%
(5.02) (�6.03) (10.35) (47.92%) (47.45%) (47.76%)

[0.5%/-0.5%] 89.23 38.48 73.55 2180187 970489 3150676 50.90% 51.08% 50.96%
(9.01) (�4.67) (9.12) (47.90%) (47.54%) (47.79%)

[1.0%/-1.0%] 99.91 42.29 80.95 1520558 740830 2270388 50.93% 51.12% 50.99%
(8.91) (�4.47) (7.96) (47.92%) (47.45%) (47.76%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 46.12 22.42 36.12 4860053 3540758 8400811 49.75% 50.87% 50.22%
(5.17) (�6.12) (10.46) (47.95%) (47.37%) (47.79%)

[0.5%/-0.5%] 89.14 37.87 75.41 2230989 810944 3050933 50.88% 51.08% 50.93%
(9.06) (�4.31) (9.21) (47.90%) (47.52%) (47.80%)

[1.0%/-1.0%] 100.13 52.11 86.65 1620886 630573 2260459 50.90% 51.11% 50.96%
(9.11) (�4.88) (8.56) (47.95%) (47.37%) (47.79%)
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Table A.10: Trading Strategy of all Models [1 sec., 1 min., 2 min., 5m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for two minutes before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 279 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 185.94 23.72 47.03 670721 4030552 4710273 50.63% 51.54% 51.41%
(3.77) (�4.43) (4.08) (48.60%) (47.41%) (47.58%)

Naïve Bayes
(classification)

[0.50/0.50] 101.52 23.70 68.12 4790891 3600906 8400797 49.97% 51.23% 50.51%
(3.45) (�3.84) (6.96) (47.15%) (48.37%) (47.58%)

[0.60/0.40] 175.12 16.96 119.94 1880915 1010216 2900131 51.48% 50.59% 51.17%
(5.65) (�2.10) (6.79) (47.65%) (48.17%) (47.83%)

[0.70/0.30] 211.77 19.80 143.95 700868 380711 1090579 52.05% 50.36% 51.45%
(4.74) (�1.43) (5.30) (47.15%) (48.37%) (47.58%)

CNN
(classification)

[0.50/0.50] 103.63 24.46 69.11 4740148 3660649 8400797 50.00% 51.24% 50.54%
(3.53) (�3.94) (7.06) (47.65%) (47.85%) (47.73%)

[0.55/0.45] 126.52 19.15 96.45 3120059 1210393 4330452 50.24% 51.00% 50.45%
(4.30) (�2.36) (7.10) (48.79%) (47.93%) (48.55%)

[0.60/0.40] 204.57 37.69 140.77 1220919 760081 1990000 51.51% 51.13% 51.37%
(5.64) (�2.45) (5.96) (47.65%) (47.85%) (47.73%)

RNN-LSTM
(classification)

[0.50/0.50] 95.82 23.53 66.72 5020322 3380475 8400797 49.98% 51.40% 50.55%
(3.11) (�3.76) (6.82) (47.90%) (47.94%) (47.92%)

[0.55/0.45] 115.31 60.07 101.03 3310396 1150484 4460880 49.89% 50.98% 50.17%
(3.77) (�3.68) (7.38) (49.14%) (47.81%) (48.80%)

[0.60/0.40] 205.68 12.04 134.28 1080075 630134 1710209 51.29% 50.91% 51.15%
(5.30) (�1.56) (4.79) (47.90%) (47.94%) (47.92%)

RNN-GRU
(classification)

[0.50/0.50] 62.35 �6.55 44.34 6210064 2190733 8400797 49.21% 50.57% 49.56%
(1.05) (�1.75) (4.53) (47.88%) (48.20%) (48.02%)

[0.55/0.45] 225.85 10.19 135.34 1490345 1080001 2570346 51.42% 50.97% 51.23%
(6.86) (�1.91) (6.10) (47.79%) (47.99%) (47.87%)

[0.60/0.40] 217.65 �3.88 121.84 780992 600192 1390184 51.31% 50.73% 51.06%
(4.98) (�1.13) (3.92) (47.88%) (48.20%) (48.02%)

CNN
(regression)

[0.0%/ 0.0%] 89.96 17.05 61.22 5090332 3310465 8400797 49.87% 51.32% 50.44%
(2.74) (�3.40) (6.26) (48.02%) (47.96%) (48.00%)

[0.5%/-0.5%] 109.60 �1.84 76.97 3670711 1520282 5190993 49.91% 50.80% 50.17%
(3.52) (�1.67) (5.30) (49.06%) (48.16%) (48.80%)

[1.0%/-1.0%] 183.74 20.77 120.81 1850718 1160817 3020535 51.10% 50.95% 51.04%
(5.63) (�2.24) (5.29) (48.02%) (47.96%) (48.00%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 96.96 23.08 66.69 4960245 3440552 8400797 49.89% 51.26% 50.45%
(3.15) (�3.79) (6.82) (47.98%) (47.77%) (47.91%)

[0.5%/-0.5%] 184.77 17.33 133.06 2180182 970484 3150666 51.10% 51.06% 51.09%
(6.06) (�1.93) (5.87) (47.98%) (47.88%) (47.95%)

[1.0%/-1.0%] 201.47 16.33 140.54 1520553 740828 2270381 51.14% 51.11% 51.13%
(5.86) (�1.71) (4.99) (47.98%) (47.77%) (47.91%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 100.71 24.76 68.67 4860046 3540751 8400797 49.84% 51.14% 50.39%
(3.34) (�3.95) (7.02) (48.05%) (47.82%) (47.99%)

[0.5%/-0.5%] 178.51 15.87 134.95 2230983 810939 3050922 51.02% 50.98% 51.01%
(5.82) (�1.77) (5.90) (48.04%) (47.92%) (48.01%)

[1.0%/-1.0%] 192.86 20.36 144.44 1620881 630570 2260451 51.07% 50.98% 51.05%
(5.63) (�1.71) (5.10) (48.05%) (47.82%) (47.99%)
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Table A.11: Trading Strategy of all Models [1 sec., 1 min., 30 sec., 5m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for one minute, then hold the
position for 30 seconds before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative (negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 209’667 observations, there is no trading in the buying/selling period, and 255 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 167.04 5.63 28.83 670726 4030557 4710283 50.29% 50.90% 50.81%
(3.81) (�4.36) (3.15) (48.48%) (47.52%) (47.66%)

Naïve Bayes
(classification)

[0.50/0.50] 94.84 5.85 56.64 4790902 3600919 8400821 49.76% 50.69% 50.16%
(3.40) (�3.71) (7.02) (47.28%) (47.84%) (47.48%)

[0.60/0.40] 157.69 33.28 114.29 1880923 1010217 2900140 50.94% 50.45% 50.77%
(5.77) (�3.35) (8.19) (47.73%) (47.78%) (47.75%)

[0.70/0.30] 182.85 38.71 131.93 700871 380711 1090582 51.49% 50.35% 51.09%
(4.61) (�2.33) (6.41) (47.28%) (47.84%) (47.48%)

CNN
(classification)

[0.50/0.50] 97.78 8.07 58.66 4740159 3660662 8400821 49.79% 50.72% 50.20%
(3.58) (�3.91) (7.27) (47.63%) (47.71%) (47.66%)

[0.55/0.45] 111.01 36.22 90.06 3120066 1210395 4330461 49.98% 50.66% 50.17%
(3.96) (�3.79) (8.32) (48.55%) (47.73%) (48.32%)

[0.60/0.40] 177.58 47.29 127.77 1220923 760081 1990004 51.04% 50.71% 50.91%
(5.53) (�3.47) (6.85) (47.63%) (47.71%) (47.66%)

RNN-LSTM
(classification)

[0.50/0.50] 89.75 4.97 55.62 5020332 3380489 8400821 49.74% 50.79% 50.16%
(3.02) (�3.59) (6.90) (47.76%) (47.67%) (47.73%)

[0.55/0.45] 106.86 64.30 95.86 3310402 1150490 4460892 49.72% 50.71% 49.98%
(3.77) (�4.83) (8.76) (48.83%) (47.54%) (48.50%)

[0.60/0.40] 188.36 28.43 129.38 1080078 630136 1710214 50.96% 50.66% 50.85%
(5.58) (�2.54) (5.68) (47.76%) (47.67%) (47.73%)

RNN-GRU
(classification)

[0.50/0.50] 63.90 �16.92 42.77 6210075 2190746 8400821 49.08% 50.21% 49.38%
(1.08) (�1.77) (5.30) (47.69%) (47.91%) (47.78%)

[0.55/0.45] 204.82 31.47 132.07 1490349 1080007 2570356 51.02% 50.65% 50.86%
(7.19) (�3.35) (7.45) (47.74%) (47.78%) (47.75%)

[0.60/0.40] 181.68 23.78 113.39 780993 600193 1390186 51.05% 50.51% 50.82%
(4.62) (�2.35) (4.42) (47.69%) (47.91%) (47.78%)

CNN
(regression)

[0.0%/ 0.0%] 85.59 0.58 52.07 5090346 3310475 8400821 49.69% 50.82% 50.14%
(2.71) (�3.28) (6.46) (47.98%) (47.75%) (47.89%)

[0.5%/-0.5%] 107.83 �17.72 71.06 3670724 1520291 5200015 49.71% 50.42% 49.92%
(3.91) (�1.48) (5.90) (48.76%) (48.03%) (48.54%)

[1.0%/-1.0%] 173.09 �4.36 104.58 1850727 1160821 3020548 50.65% 50.65% 50.65%
(6.16) (�1.85) (5.49) (47.98%) (47.75%) (47.89%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 91.93 6.44 56.90 4960259 3440562 8400821 49.72% 50.76% 50.15%
(3.17) (�3.72) (7.05) (47.94%) (47.53%) (47.80%)

[0.5%/-0.5%] 174.51 �11.17 117.17 2180193 970492 3150685 50.67% 50.83% 50.72%
(6.66) (�1.43) (6.19) (47.93%) (47.59%) (47.82%)

[1.0%/-1.0%] 198.22 �7.41 130.55 1520563 740832 2270395 50.71% 50.83% 50.75%
(6.82) (�1.42) (5.55) (47.94%) (47.53%) (47.80%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 96.61 10.03 60.08 4860060 3540761 8400821 49.66% 50.64% 50.07%
(3.49) (�4.03) (7.45) (47.95%) (47.37%) (47.78%)

[0.5%/-0.5%] 175.40 �8.66 126.10 2230994 810947 3050941 50.64% 50.81% 50.69%
(6.75) (�1.43) (6.70) (47.95%) (47.59%) (47.85%)

[1.0%/-1.0%] 196.17 18.80 146.38 1620891 630575 2260466 50.71% 50.91% 50.77%
(6.85) (�2.12) (6.25) (47.95%) (47.37%) (47.78%)
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Table A.12: Trading Strategy of all Models [1 sec., 2 min., 1 min., 5m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for two minutes, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 147’785 observations, there is no trading in the buying/selling period, and 448 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 194.19 47.43 69.46 740365 4210043 4950408 50.70% 51.58% 51.45%
(3.45) (�5.12) (4.97) (48.64%) (47.74%) (47.87%)

Naïve Bayes
(classification)

[0.50/0.50] 128.79 56.32 97.96 5180525 3830985 9020510 50.24% 51.42% 50.74%
(4.38) (�4.96) (8.69) (47.14%) (48.25%) (47.52%)

[0.60/0.40] 233.17 55.11 172.05 2100147 1090834 3190981 51.59% 50.83% 51.33%
(7.14) (�2.98) (8.57) (47.69%) (48.08%) (47.83%)

[0.70/0.30] 271.97 103.91 214.10 790454 410728 1210182 52.18% 50.60% 51.64%
(5.67) (�2.83) (6.89) (47.14%) (48.25%) (47.52%)

CNN
(classification)

[0.50/0.50] 131.40 56.22 98.80 5110102 3910408 9020510 50.27% 51.42% 50.77%
(4.45) (�5.05) (8.77) (47.66%) (47.73%) (47.68%)

[0.55/0.45] 164.88 71.69 138.45 3350775 1320887 4680662 50.57% 51.32% 50.78%
(5.43) (�3.77) (8.85) (48.72%) (47.73%) (48.44%)

[0.60/0.40] 259.95 111.28 203.56 1360072 830166 2190238 51.63% 51.39% 51.54%
(6.65) (�4.07) (7.78) (47.66%) (47.73%) (47.68%)

RNN-LSTM
(classification)

[0.50/0.50] 120.34 55.48 94.40 5410581 3600929 9020510 50.22% 51.54% 50.75%
(3.94) (�4.84) (8.38) (47.85%) (47.63%) (47.77%)

[0.55/0.45] 149.02 99.98 136.12 3540611 1260545 4810156 50.31% 51.16% 50.53%
(4.77) (�4.50) (8.62) (49.01%) (47.76%) (48.68%)

[0.60/0.40] 255.07 74.85 189.22 1190135 680596 1870731 51.47% 51.33% 51.42%
(6.05) (�2.86) (6.08) (47.85%) (47.63%) (47.77%)

RNN-GRU
(classification)

[0.50/0.50] 78.32 27.65 64.79 6610564 2400946 9020510 49.51% 50.83% 49.86%
(1.75) (�2.91) (5.75) (47.83%) (47.91%) (47.86%)

[0.55/0.45] 278.42 65.79 189.76 1640752 1170835 2820587 51.61% 51.25% 51.46%
(7.72) (�3.36) (7.60) (47.74%) (47.82%) (47.77%)

[0.60/0.40] 275.29 71.62 188.07 860676 640919 1510595 51.47% 51.18% 51.35%
(5.79) (�2.73) (5.39) (47.83%) (47.91%) (47.86%)

CNN
(regression)

[0.0%/ 0.0%] 116.79 54.01 92.25 5490751 3520759 9020510 50.08% 51.45% 50.62%
(3.75) (�4.75) (8.18) (48.00%) (47.87%) (47.95%)

[0.5%/-0.5%] 135.05 49.75 109.81 3960887 1660745 5630632 50.25% 51.03% 50.48%
(4.20) (�3.21) (6.70) (48.97%) (48.05%) (48.70%)

[1.0%/-1.0%] 225.64 91.59 174.41 2060757 1270921 3340678 51.20% 51.19% 51.20%
(6.42) (�4.11) (6.99) (48.00%) (47.87%) (47.95%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 123.44 57.92 96.92 5370187 3650323 9020510 50.14% 51.45% 50.67%
(4.06) (�5.03) (8.60) (47.91%) (47.52%) (47.78%)

[0.5%/-0.5%] 218.59 94.93 180.87 2430876 1070025 3500901 51.19% 51.37% 51.25%
(6.58) (�3.83) (7.27) (47.99%) (47.66%) (47.89%)

[1.0%/-1.0%] 236.62 110.52 195.71 1700715 810974 2520689 51.30% 51.46% 51.35%
(6.28) (�3.80) (6.32) (47.91%) (47.52%) (47.78%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 124.47 54.28 95.24 5260654 3750856 9020510 50.10% 51.35% 50.62%
(4.07) (�4.93) (8.45) (48.06%) (47.63%) (47.94%)

[0.5%/-0.5%] 212.23 105.32 184.03 2500719 890839 3400558 51.07% 51.33% 51.14%
(6.37) (�3.82) (7.28) (48.09%) (47.67%) (47.98%)

[1.0%/-1.0%] 229.95 114.63 198.14 1820736 690610 2520346 51.14% 51.28% 51.17%
(6.17) (�3.65) (6.39) (48.06%) (47.63%) (47.94%)
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Table A.13: Trading Strategy of all Models [1 sec., 30 sec., 1 min., 5m max.] - Whole
Dataset

The strategies shown here start trading one second after the news is published for 30 seconds, then hold the
position for one minute before starting to fully liquidate the position with a maximum of USD five million
per trade. Each model predicts a probability (classification) or a return (regression), and the thresholds
are used to classify the headlines into positive (� positive threshold) and negative ( negative threshold).
Profits are per sample in USD, i.e., the total profit could be computed by multiplying <Profit all> with
<n all>. <Profit positive> (<Profit negative>) is the profit from buying (selling) after positive (negative)
news, and <Profit all> from buying after positive and shorting after negative news. The values in brackets
below the profits are the t-tests against the mean profit of buying, holding, and selling after all news for
the positive and negative profits and against zero for buying the positive and shorting the negative news
(<Profit all>). The last three columns show the fractions of profitable trades and, in brackets below, the
number of unprofitable trades (they do not sum to one due to some trades yielding a zero return). Because
observations with identical CUSIP and next trading second are mean aggregated, n differs from the previous
analysis. For 284’467 observations, there is no trading in the buying/selling period, and 161 observations
are excluded because not all shares are sold till the end of the eight hours window.

Model Threshold Profit Profit Profit n n n Accuracy Accuracy Accuracy
[pos/neg] positive negative all positive negative all positive negative all

SD classification [na/na] 154.67 �6.42 15.65 600227 3790449 4390676 50.09% 50.11% 50.11%
(3.84) (�3.59) (1.98) (48.48%) (47.62%) (47.74%)

Naïve Bayes
(classification)

[0.50/0.50] 72.76 �15.73 34.39 4330934 3320181 7660115 49.63% 50.11% 49.84%
(2.16) (�2.30) (4.71) (47.33%) (47.88%) (47.53%)

[0.60/0.40] 122.16 3.61 80.12 1650426 900886 2560312 50.80% 50.18% 50.58%
(4.39) (�2.24) (6.31) (47.64%) (47.80%) (47.70%)

[0.70/0.30] 138.97 �22.04 80.78 610628 340880 960508 51.27% 50.07% 50.84%
(3.46) (�0.74) (4.35) (47.33%) (47.88%) (47.53%)

CNN
(classification)

[0.50/0.50] 73.62 �15.33 34.57 4290789 3360326 7660115 49.65% 50.12% 49.85%
(2.20) (�2.36) (4.74) (47.61%) (47.84%) (47.70%)

[0.55/0.45] 83.83 1.79 61.17 2830414 1080145 3910559 49.80% 50.38% 49.96%
(2.64) (�2.36) (6.33) (48.28%) (47.80%) (48.15%)

[0.60/0.40] 140.23 13.66 91.48 1080082 670708 1750790 50.90% 50.42% 50.71%
(4.40) (�2.37) (5.36) (47.61%) (47.84%) (47.70%)

RNN-LSTM
(classification)

[0.50/0.50] 67.33 �19.82 31.93 4540912 3110203 7660115 49.59% 50.17% 49.83%
(1.69) (�1.98) (4.38) (47.77%) (47.76%) (47.76%)

[0.55/0.45] 79.95 29.72 67.21 3020829 1020814 4050643 49.53% 50.48% 49.77%
(2.42) (�3.56) (6.91) (48.49%) (47.58%) (48.26%)

[0.60/0.40] 145.85 �14.08 86.33 950261 560470 1510731 50.80% 50.39% 50.65%
(4.34) (�1.19) (4.15) (47.77%) (47.76%) (47.76%)

RNN-GRU
(classification)

[0.50/0.50] 50.48 �40.90 27.12 5700251 1950864 7660115 49.00% 49.95% 49.25%
(0.24) (�0.40) (3.72) (47.71%) (47.98%) (47.83%)

[0.55/0.45] 159.98 �0.84 91.91 1310628 960598 2280226 50.95% 50.34% 50.69%
(5.73) (�2.10) (5.73) (47.65%) (47.85%) (47.73%)

[0.60/0.40] 139.25 �15.14 71.83 690768 540087 1230855 50.91% 50.23% 50.61%
(3.53) (�1.13) (3.09) (47.71%) (47.98%) (47.83%)

CNN
(regression)

[0.0%/ 0.0%] 65.68 �21.38 31.00 4600925 3050190 7660115 49.54% 50.17% 49.79%
(1.56) (�1.85) (4.25) (47.96%) (47.90%) (47.94%)

[0.5%/-0.5%] 83.09 �50.08 44.52 3330456 1350979 4690435 49.62% 50.06% 49.75%
(2.71) (0.10) (4.03) (48.40%) (48.17%) (48.34%)

[1.0%/-1.0%] 135.08 �43.31 65.45 1620779 1040220 2660999 50.52% 50.28% 50.43%
(4.80) (�0.20) (3.65) (47.96%) (47.90%) (47.94%)

RNN-LSTM
(regression)

[0.0%/ 0.0%] 71.00 �15.64 35.05 4480268 3170847 7660115 49.57% 50.11% 49.80%
(2.00) (�2.29) (4.80) (47.95%) (47.77%) (47.89%)

[0.5%/-0.5%] 139.79 �54.02 79.09 1900491 860855 2770346 50.55% 50.48% 50.53%
(5.41) (0.23) (4.43) (47.91%) (47.75%) (47.86%)

[1.0%/-1.0%] 162.92 �59.91 88.50 1330080 660726 1990806 50.56% 50.43% 50.52%
(5.80) (0.42) (4.05) (47.95%) (47.77%) (47.89%)

RNN-GRU
(regression)

[0.0%/ 0.0%] 74.45 �12.59 37.28 4380924 3270191 7660115 49.55% 50.01% 49.74%
(2.27) (�2.56) (5.11) (47.96%) (47.64%) (47.87%)

[0.5%/-0.5%] 140.56 �60.32 85.90 1950474 730067 2680541 50.54% 50.45% 50.52%
(5.49) (0.45) (4.93) (47.89%) (47.82%) (47.87%)

[1.0%/-1.0%] 159.57 �31.48 105.06 1410910 560650 1980560 50.58% 50.51% 50.56%
(5.74) (�0.54) (4.82) (47.96%) (47.64%) (47.87%)
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Table A.14: Annualizing Examples for Different 5 or 10 min. Returns

This table shows the annualized returns for one to six basis points per five or ten minutes. The two columns
on the left assume a trading hour year (6.5 hours and 252 days), and the two on the right side a financial
year (24 hours and 360 days).

Assuming 6.5h and 252 days Assuming 24h and 360 days

Basis points
Holding time 5 Min. 10 Min. 5 Min. 10 Min.

1 6.14e2% 1.67e2% 1.42e5% 3.67e3%
2 4.99e3% 6.14e2% 2.01e8% 1.42e5%
3 3.63e4% 1.81e3% 2.85e11% 5.34e6%
4 2.59e5% 4.99e3% 4.03e14% 2.01e8%
5 1.85e6% 1.35e4% 5.70e17% 7.55e9%
6 1.32e7% 3.62e4% 8.05e20% 2.84e11%
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Essay III:

A Reevaluation of Profitability and its Trend
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ABSTRACT

This paper shows that the level of profitability has been a consistently strong predictor for
future returns over the past 40 years. However, the trend in profitability described by Akbas
et al. (2017) is not, and its positive predictive power primarily stems from the period between
2000 and 2006 and has been reversing since then. The strongest predictors are gross profit-to-
assets (Novy-Marx, 2013), gross profits minus SG&A-to-assets (Ball et al., 2015), and gross
profits minus SG&A minus interest-to-book equity (Fama and French, 2015) (only similarly
strong as the other two when Compustat’s SG&A-is also “corrected” according to Ball et al.
(2015), i.e., R&D expenses are readded). While I agree with Novy-Marx (2013) that prof-
itability is an excellent complement to value, I propose to measure value as gross profit minus
SG&A–to-market equity instead of book-to-market since book-to-market seems to have lost
its predictive power over time. While the difference in profitability to the industry’s mean has
some predictive power for future returns, it is below the one of the absolute level of profitabil-
ity, and industry concentration is, at most, of marginal relevance. Nevertheless, profitability
can separate strong from weak future performers independently of industry concentrations.
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I Introduction

This paper expands the existing literature on the profitability and anomaly by reevaluating
the most important effects described in the literature with more recent data. I provide
updated empirical evidence which covers the 40.5 years between June 1980 and December
2021. Such reviews are necessary because, as Linnainmaa and Roberts (2018) point out,
many anomalies described in the literature stem from data snooping by only reporting statis-
tically significant results or choosing time frames, data selection, cleaning procedures (e.g.,
winsorizing), or weighting schemes that yield the desired results. A common flaw many
papers share is that they just show tables with average results over the whole sample period
and do not bother to show how their described effects evolve. Hence, it is not very surprising
that many anomalies cannot be found in other time frames (especially post-publication),
when the proper state-of-the-art asset pricing tests are applied (many anomalies heavily rely
on hard-to-arbitrage micro-caps), or they can be explained by some common asset pricing
factor (see Fama and French (1996)).
The profitability anomaly (more profitable firms yield higher future returns on average than
less profitable firms) is well documented in the literature and remains puzzling from a risk
perspective. While variation in profitability may identify variation in investors’ required
rates of returns, the underlying risk story seems questionable. I would argue that firms
with low profitability usually tried to improve it and failed; hence, they represent the riski-
est stocks and are potentially threatened by bankruptcy, while highly profitable firms did
not put their last effort into improving their profitability and are generally far from going
bankrupt.
A variety of different profitability measures have been proposed so far, most prominent
among them are: Return On Equity (ROE) (Haugen and Baker, 1996), Return on As-
sets (ROA) (Balakrishnan et al., 2010), Return on Net Operating Assets (RNA) (Soli-
man, 2008), Profit Margin (PM) (Soliman, 2008), Asset Turnover (ATO) (Soliman, 2008),
Capital Turnover (CTO) (Haugen and Baker, 1996), Gross Profit (GP)-to-assets (GP/A)
(Novy-Marx, 2013) and GP minus Selling, General and Administrative (SG&A)-to-assets
(GPSGA/A) (Ball et al., 2015). Furthermore, Fama and French (2015) use GP minus SG&A
and minus interest payments scaled by book equity (GPSGAI/BE) to construct their prof-
itability factor in the Fama-French five-factor model. While all of the aforementioned papers
use the current level of profitability, Akbas et al. (2017) show for gross profits-to-assets that
the trend in profitability is also not fully priced into today’s prices.
In this paper, I focus on GP/A (Novy-Marx, 2013), GPSGA/A (Ball et al., 2015), and GPS-
GAI/BE Fama and French (2015). Furthermore, I also show evidence on earnings-to-book
equity (E/BE), also known as ROE (Haugen and Baker, 1996). Ball et al. (2015) point out
that Compustat’s SG&A variable also contains Research and Development (R&D) expenses,
and they argue that one should add them back to get a cleaner measure of profitability.
Hence, I show results for both a “corrected” and an “uncorrected” version of GPSGA/A
and GPSGAI/BE. Apart from studying the level effect of the resulting six variables, I apply
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the methodology of Akbas et al. (2017) to measure the trend in these variables. I high-
light that when using quarterly data, the coefficients of a two-year regression with quarterly
dummy variables, as in Akbas et al. (2017), yield a measure equal to the average year-over-
year growth of the previous four quarters. As a consequence, it ignores any growth between
the quarters. Therefore, I also show results using two-year regressions without quarterly
dummies, but the results do not change significantly. Fama-MacBeth regressions (Fama
and MacBeth, 1973) and value-weighted portfolios are used to assess the importance of the
profitability measures as return predictors.
This paper makes multiple contributions to the literature on profitability. First, I show that
the level of profitability is a persistent predictor for future returns, while the trend effect is
mainly driven by a small time period (2000 to 2006) and cannot be found in the later sample
period. Moreover, the portfolio returns based on the different trend measures of profitability
are low and statistically insignificant over the whole sample period. The empirical evidence
suggests that the level of GP/A, GPSGA/A, and GPSGAI/BE are the strongest predictors
(as long as the latter two are “corrected” by re-adding R&D expenses to Compustat’s SG&A
variable). However, they seem to catch different corners of the spectrum: GP/A excels at
finding strong future performers, especially among smaller stocks, while low GPSGA/A or
GPSGAI/BE identifies weak future performers.
Second, I confirm Novy-Marx (2013)’s finding that GP/A subsumes the information of asset
turnover and gross margin (gross profit-to-sales) well and show that the GPSGA-to-sales
margin is also subsumed by GPSGA/A. The results of my double sorts on size and value
as the book-to-market (BE/ME) ratio (both parts of the Fama-French three-factor model
(Fama and French, 1996)) indicate that these two factors do not predict positive future
returns anymore. While I agree with Novy-Marx (2013) that value is an excellent comple-
ment to profitability, I propose to measure value (not profitability) as GPSGA (or GPSGAI)
scaled by market equity (instead of total assets or book equity for profitability) to overcome
the vanishing predictive power of the book-to-market ratio. My results show that this com-
bination leads to portfolios with higher average returns both before and especially after
2010 (sample split at the end of 2010 due to Novy-Marx (2013)’s sample ending there).
Over the whole sample period, the combined long-short strategies of a double quintile sort
(first on GPSGA/ME, then on profitability) yield raw monthly returns of 1.06% (GP/A),
1.08% (GPSGA/A) and 0.89% (GPSGAI/BE). Note that the portfolios are only rebalanced
annually in June and that the Fama-French three-factor alphas are always even higher than
the raw returns due to the strategies loading significantly negative on the market (MKT)
and the size (SMB) factor, indicating that they are contrarian strategies with more exposure
towards larger stocks.
Finally, I investigate the role of industry and industry concentration with respect to prof-
itability. Novy-Marx (2013) shows Fama-MacBeth regressions on profitability measures
demeaned by industry (Fama-French 49 industries), i.e., the delta to the industry mean.
My results indicate that these deltas can also be predictors for future returns, but unlike
suggested by the strong results of their Fama-MacBeth regressions, value-weighted portfolios
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based on them lag the ones based on the absolute level of profitability significantly and are
less consistent over time. Industry concentration measured by the Herfindahl–Hirschman
Index (HHI) is at most marginally important for predicting future returns; however, prof-
itability separates poor from strong future performers independently of industry concentra-
tion. The same results concerning industry or its concentration can also be found when
applying Fama-French 12, 17, or 30 industries, first-level Standard Industrial Classification
(SIC), or the Text-based Network Industrial Classification (TNIC) from Hoberg and Phillips
(2010, 2016).
This paper proceeds as follows: Section II summarizes literature on profitability, while Sec-
tion III lays out the methodology and describes the data. Section IV reports the main results
on the level, trend, and delta of the level to the industry mean, and the fourth subsection
decomposes GPSGA/A in different ways into its components. Section V explores the mod-
erating variables size, value as BE/ME, value as GPSGA/ME, and industry concentration
before Section VI concludes.

II Profitability and Related Literature

While value investors aim to buy inexpensive and sell expensive assets, profitability strate-
gies aim to buy highly productive and sell unproductive assets. The superior returns gained
from value strategies are arguably compensation for the higher risks of the inexpensive assets
and therefore consistent with rational pricing. Novy-Marx (2013) argues that similar to the
higher required return by investors of high book-to-market firms, highly productive firms are
also expected to yield higher returns. This is illustrated by the mechanical analysis of the
dividend discount model in Fama and French (2015), who show that higher expected earn-
ings (which are well proxied by current profitability) imply higher expected returns. While
I follow the argument that if variation in productivity identifies the variation in investors’
required (or expected) rates of returns, more productive firms should yield higher returns,
I still consider the underlying risk story questionable to some degree. One may argue that
because the productivity of an already highly productive asset can hardly be increased, it
has more downside than upside potential, i.e., it is riskier. However, in the context of entire
firms, it seems unlikely that already struggling firms can increase their prices or cut their
costs (they are usually in a difficult competitive situation and have tried and failed before);
hence, the firms with lower profitabilities are riskier which makes their lower future returns
puzzling from a risk perspective. While the general risk story is debatable, it is essential
to note that some measures of profitability are clearly related to risk components. E.g., all
profitability measures which are scaled by book equity depend on financial leverage and are
therefore risk related. In the following subsections, I discuss the most important findings
on the absolute level of profitability, its trend, and the relative level of profitability (relative
to the industry mean).
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II-A Level of Profitability

Profitability and its relation to future returns has been debated for decades in the literature
with sometimes mixed results. Most prominently, Fama and French (2006) show that portfo-
lios sorted on earnings-to-book equity yield positive abnormal returns and then raise doubt
about it in Fama and French (2008) by also testing the predictor with Fama and MacBeth
(1973) regressions. Novy-Marx (2013) argues that earnings-to-book equity (E/BE) is a pol-
luted measure of profitability, and one should instead use gross profits-to-assets (GP/A) to
measure it. He provides such clear empirical evidence that Fama and French (2015) include
profitability as an additional factor when expanding their three-factor model (Fama and
French, 1993) to the five-factor model. However, instead of GP/A, they use gross profits
minus SG&A expenses minus interest payments scaled by book equity (GPSGAI/BE). The
choice for this measure may be driven by the fact that it is related to the firm’s leverage
and yields good explanatory results in combination with the value factor BE/ME.
Ball et al. (2015) question Novy-Marx (2013)’s argument that GP/A is truly the cleanest
measure for economic profitability and propose to further deduct SG&A from gross profits
(i.e., GPSGA/A) since these expenses are also needed for the production of a firm’s out-
put. They highlight that the weaker performance of GPSGA/A in many studies is due to
the fact that the SG&A variable in Compustat (XSGA (annual) or XSGAQ (quarterly)) is
polluted since it also contains R&D expenses. These expenses are not needed to produce
a firm’s current output but rather spent in order to increase a firm’s future earnings and
cash flows. I would therefore argue that in a Fama-French five-factor pricing framework,
R&D expenses would be more related to the investment factor (Fama and French (2015)
compute the investment factor simply as the change in a firm’s total assets) rather than the
profitability factor. This idea is closely related to the literature on intangible assets and
how to measure them (e.g., Chan et al. (2001) propose to compute a stock of R&D capital
based on the previous five years’ R&D expenses).
Apart from the abovementioned, numerous other indicators have been proposed as mea-
sures for a firm’s profitability. Most prominent among them are: Return On Equity (ROE)
(Haugen and Baker, 1996), Return on Assets (ROA) (Balakrishnan et al., 2010), Return
on Net Operating Assets (RNA) (Soliman, 2008), Profit Margin (PM) (Soliman, 2008), As-
set Turnover (ATO) (Soliman, 2008), and Capital Turnover (CTO) (Haugen and Baker,
1996). Individual indicators can also be assembled to profitability or failure/bankruptcy
scores (they may also include other things like financial leverage, but usually also include
some profitability measure(s)): Z-score (Altman, 1968), O-score (Ohlson, 1980), Piotroski’s
F-score (Piotroski, 2000) or Campbell et al. (2008)’s failure probability. A comparison of
these different measures and scores together with many other anomalies is provided by Hou
et al. (2015) and for many of them also at different lags and holding periods by Hou et al.
(2020).
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II-B Trend of Profitability

It may not seem straightforward at first, but the trend in profitability is closely related to
earnings surprises, which has a long history in the finance and accounting literature (e.g.,
Foster et al. (1984)). While earnings and profitability are not the same, they are obviously
connected; hence, many findings for one also apply to the other. But how do the trend and
surprises fit together?
Earnings surprises are the difference between the actual earnings and the ones that were ex-
pected. From a theoretical perspective, one would argue that earnings stem from a stochastic
process where the simplest form is something similar to:

Et = Et�1 + TE + ✏t, (1)

where the current earnings Et are the sum of the previous earnings Et�1, some trend com-
ponent TE and the error term ✏t. Since Et�1 is observed, the empirical problem lies in
finding a good measure for the trend component. Due to the lack of good proxies for the
trend, one could naïvely neglect it and use the previous earnings as expected earnings, hence
measuring the latest earnings surprise as the difference between Et and Et�1. Because this
naïve solution is somewhat unsatisfactory, finding other good proxies for expected earnings
is an important research question. The most widely used measure for expected earnings are
analyst consensus estimates (e.g., Doyle et al. (2006)), but they are systematically biased
(Richardson et al., 2004; Chan et al., 2007) and do not reflect market participants’ expec-
tations (Malmendier and Shanthikumar, 2007; Mikhail et al., 2007).1

As mentioned above, it is difficult to find a good empirical measure for the trend because
there are many ways to compute the trend of a time series. Although also different measures
are possible for the level (e.g., only taking the last quarter or the previous two years instead
of the past four quarters), most research focuses on measures that cover the previous year,
four quarters, or twelve months to account for any seasonality effects. Unfortunately, no
such “gold standard“ exists for the trend. One possibility to measure the trend would be
to simply compute the difference between the current and the previous earnings, which is
exactly the same as the earnings surprise measure under the naïve assumption of no trend
component described above. Alternatively, the trend is part of the expected earnings and,
therefore, also related to earnings surprises.
For most of the indicators mentioned in Section II-A, the predictive power of their level has
been studied; however, for some variables also the change from the previous to the current
level (e.g., Barth et al. (1999) for earnings, Hou et al. (2020) for sales) has been inves-
tigated. Akbas et al. (2017) use linear regressions with quarterly dummies over the past
eight quarters to measure the trend in GP/A. In this paper, I follow the approach of Akbas
et al. (2017) but also investigate other profitability measures besides GP/A. Furthermore,

1Chiang et al. (2019) propose measuring the earnings surprise as the difference in the number of estimates
that were above and below the actual earnings, scaled by the total number of analyst estimates, as it is a
more robust measure than the difference to the consensus estimate. While yielding a more robust earnings
surprise measure, this procedure does not use a proxy for expected earnings.
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for reasons elaborated in Section III, I also show results for trend measures stemming from
regressions without quarterly dummies.

II-C Profitability Relative to Peers

The main reason for investigating a firm’s profitability relative to its peers is that prof-
itability can be highly industry-dependent, and the outperformance of more profitable firms
may stem from their competitive advantage against their peers. Hence, the relative mea-
sure could be more informative than the absolute level. Industry refers to economic actors
involved in the same (or at least similar) type of business, and in general, the SIC system
is the most widely used for grouping firms. But deciding which firm is a peer (and to what
extent) and which is not is notoriously difficult because no two firms are identical, and larger
companies often operate in multiple markets. If the definition of peers is too broad, the
companies are not all in competition with each other. However, if it is very narrow, there
may only be very few peers, and any means estimates are not robust. E.g., the first level
SIC could be too broad since, by far, not all companies in the manufacturing group (codes
2000 to 3999) are competing with each other.
Alternative industry groupings (12, 17, 30, or 49 industries) are provided by Eugene F. Fama
and Kenneth R. French on the latter’s website, and they are often more appropriate in the
context of finance. Furthermore, Hoberg and Phillips (2010) propose a pairwise similarity
score between firms based on their product descriptions in their 10-K filings.
Novy-Marx (2013) shows in his Table 1 that GP/A demeaned by industry (Fama-French
49 industries) is an even stronger predictor for future returns than the absolute level in
Fama-MacBeth regressions. Although this “industry adjustment,” as it is also referred to,
is used for constructing the factors displayed in Table 10 in Novy-Marx (2013), a direct
comparison of value-weighted portfolios with the absolute level is missing.

III Methodology & Data
III-A Methodology

My analysis mainly focuses on the most prominent measures of profitability: GP scaled
by total assets (GP/A, Novy-Marx (2013)), GP minus SG&A and interest expenses, scaled
by the book value of equity (GPSGAI/BE, Fama and French (2015)) and return on equity
(E/BE, Haugen and Baker (1996)). Since Ball et al. (2015) point out that R&D is polluting
Compustat’s SG&A variable (i.e., R&D expenses are included in Compustat’s SG&A), I
also investigate GP minus SG&A scaled by total assets: once as GPSGARD/A (Compu-
stat items for nominator: REVTQ-COGSQ-XSGAQ) and once as GPSGA/A (Compustat
items for nominator: REVTQ-COGSQ-XSGAQ+XRDQ). Furthermore, I apply the same
distinction to GPSGAI/BE by distinguishing GPSGARDI/BE (Compustat items for nom-
inator: REVTQ-COGSQ-XSGAQ-XINTQ) and GPSGAI/BE (Compustat items for nomi-
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nator: REVTQ-COGSQ-XSGAQ+XRDQ-XINTQ). Hence, GPSGARDI/BE is the variable
used in Fama and French (2015)’s five-factor model and not GPSGAI/BE.
Depreciation is usually not considered in these profitability measures because it is rather
the result of a firm’s depreciation policy than the assets’ true economic decline in value.
For tax reasons, firms have an incentive to depreciate their assets faster, which leads to
lower profitability after depreciation of younger firms, whereas it increases the profitability
of older firms that still create goods and services with fully depreciated equipment or prop-
erties. On the other hand, managers with variable payments that depend on measures after
depreciation are incentivized to depreciate their assets at a slower pace to boost their com-
pensation. In undisclosed results, I confirm that depreciation is a polluting factor; however,
for the sake of readability, no results regarding depreciation and amortization are displayed
in this paper.
While the computation of the profitability measures’ nominators is straightforward and to-
tal assets as a denominator can be found directly in Compustat, the computation of the
book value of equity is more complicated. In this paper, book equity (BE) is computed
according to Novy-Marx (2013):2 Shareholder equity, plus deferred taxes, minus preferred
stock, when available. Stockholders equity is Compustat’s SEQ variable if available, or else
common equity plus the carrying value of the preferred stock (CEQQ+PSTXQ) if available,
or else total assets minus total liabilities (ATQ-LTQ). This is consistent with the definition
of Fama and French (1993) for their definition of the HML factor. Deferred taxes are de-
ferred taxes and investment tax credits (TXDITCQ). Preferred stock is its redemption value
(PSTRQ) if available, or else its carrying value (PSTKQ).
This paper investigates three different effects of profitability: the absolute level, the trend,
and the level relative to the industry’s mean. The level effect simply takes the absolute
value of the measure and states that firms with a higher value have higher average returns
in the subsequent month than firms with a lower value. This is common in the financial
literature not only for profitability, but many other anomalies or factors. E.g., Fama and
French (1992) use the level of book equity divided by market equity to sort their portfolios
for the construction of their value factor in the famous Fama-French three-factor model (and
similarly the level of market equity to construct the size factor). Note that I use annual
levels despite having quarterly data, i.e., I aggregate the previous four quarters to account
for any seasonality in a firm’s accounting measures.
The trend effect, on the other hand, uses some measure of the change in the level variable
to sort the stocks. While conceptually straightforward, the application is less so since there
are many ways to measure the trend of a time series. Furthermore, the relatively sparse
literature in finance does not provide any “gold standard” on how to measure it. One possi-
bility is to simply take the last change, but when working with quarterly data, one already
has to decide whether to take the quarterly or the year-over-year change. In this paper, I

2Note that I use quarterly data instead of annual data.
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follow Akbas et al. (2017), who measure the trend in profitability with the following rolling
regression for each firm i:3

GPQi,q = ↵i + �it+ �1D1 + �2D2 + �3D3 + ✏i,q, (2)

where GPQi,q is the quarterly gross profitability, t = 1, 2, ..., 8 represents a time index
covering quarters q�7 to q, and D1, D2, and D3 are quarterly dummy variables to account
for potential seasonality in gross profits. Hence, �i is the measure of the trend in gross
profitability for firm i. It is important to note that this model is somewhat misspecified:
Because it only covers the last eight quarters and includes a quarterly dummy variable,
the solution to the regression could also be computed as the mean year-over-year change
in gross profitability from the year before the previous year and to the previous year. This
misspecification does not result in an invalid trend measure; however, it could be computed
more efficiently, and one should be aware that it ignores any quarterly growth within the
previous two years. Nevertheless, I use this trend measure to provide comparable results to
Akbas et al. (2017). Furthermore, I also measure the trend in gross profitability as follows:4

GPQi,q = ↵i + �it+ ✏i,q. (3)

Apart from the level and trend, I investigate the delta (�) of a firm’s profitability, which is
simply the difference between a firm’s level of profitability and the corresponding industry’s
mean. Since results may heavily depend on the definition of industry, I use the Fama-French
12, 17, 30, and 49 industries as well as the first-level SIC industries. Furthermore, I compute
the difference between a firm’s level of profitability and the weighted mean profitability of a
firm’s competitors according to the scores of the Hoberg and Phillips (2010) TNIC database.
The measures are compared using Fama-MacBeth regressions, where I control for value
�
Ln

�
BE
ME

��
, size (Ln(ME)), short-term reversal (return�1,0), and momentum (return�12,�1).

To be consistent with Novy-Marx (2013), the market value of equity (ME) is lagged by six
months to avoid uptakes in momentum. All independent variables are winsorized at the 1%-
and 99%-level, and the dependent variable (next month’s return) is capped at 100% (0.34%
of the observations) in order for results to not be mainly determined by a few outliers. Since
Fama-MacBeth regressions weigh all stocks equally, comparing the results of value-weighted
portfolio sorts is necessary to assess the economic viability of the effects. Note that I use
the uncapped returns because they are multiplied with a small weight since they occur at
micro-caps. For all portfolio sorts, I show the arithmetic mean as well as the geometric
mean and the alpha of a Fama-French three-factor model regression:

rt = ↵+ �MKTt + �SMBt + �HMLt + ✏t, (4)
3Note that I use gross profitability to describe the measurement of the trend, but it applies to all other

profitability measures analogously.
4In the presence of seasonalities, this equation is only suitable to measure the trend if the same amount of

observations for each calendar quarter (here two) is used. Furthermore, it only provides an adequate trend
measure but would not yield any suitable predictions for the profitability of a specific quarter.
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where rt is the portfolios’ monthly return which is regressed on the three factors (MKT:
market, SMB: size, HML: value) that are taken from Kenneth French’s website. The portfo-
lio returns and the three-factor model alphas are tested with t-tests; in the case of geometric
returns, the t-tests are conducted on the log of one plus the returns. All portfolios are mar-
ket capitalization-weighted and rebalanced annually at the end of June.

III-B Data

All data is gathered from Center for Research in Security Prices (CRSP), Compustat, and
CRSP-Compustat merged database. The dataset starts in January 1977 (quarterly data
is not available before) and ends in December 2021. However, due to the lagging of some
variables and to be consistent with Novy-Marx (2013), all portfolio sorts and asset pricing
tests cover the period between June 1980 and December 2021 (except for the ones using the
TNIC, which is only available from 1988 onwards). The data is merged on LPERMNO and
a date key (year and month), which is formed from the data date. All balance sheet and
income statement variables are lagged for three months to ensure availability. This merging
procedure is slightly different from Novy-Marx (2013), who merges the data on a given
fiscal year variable (FYEAR) from Compustat with the CRSP data starting at the end of
June of the subsequent year. As a consequence, the lag of the variables can differ between
firms in Novy-Marx (2013), whereas it is always three months here (plus the difference be-
tween the fiscal quarter end and the month end if it does not coincide). All financial firms
(SIC code between 6000 and 6999) are excluded, and only primary listings are considered
(PRIUSA=1). Furthermore, I use the Fama-French industry classifications (12, 17, 30, and
49 industries) from Kenneth French’s website and the TNIC scores and the TNIC HHI from
Hoberg and Phillips (2010, 2016), which are available on their website.
Table 1 shows the descriptive statistics for the monthly returns, raw in the first column and
capped at 100% in the second. I use the capped returns for the Fama-MacBeth regressions
so that the results are not purely driven by a few outliers at the upper end. The raw returns
are used for the value-weighted portfolios where the outliers do not matter much since they
occur at micro- caps and hence receive a tiny weight.
Table 2 shows the descriptive statistics of the level and trend variables as well as the differ-
ence between the level and the industry mean (i.e., the delta) according to the Fama-French
49 industries. The median profitability is positive across all measures except for E/BE (due
to its nominator because negative book equity is excluded). It is worth noting that mea-
sures scaled by book equity are more dispersed, with standard deviations between 43.78%
and 69.99%, than the ones scaled by total assets (17.00% to 30.90%). The trend measures
clearly tend to be negative on average and have the same dispersion pattern as the level
measures. The number of observations is slightly lower for the trend measures since they
need eight-quarters of available data in order to be computed.
Table 3 shows the pairwise Spearman rank correlations, which already offer some key in-
sights. First of all, GP/A is only moderately correlated with the other profitability measures,
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which are highly correlated with each other. Second, both trend measures (i.e., regressions
with and without dummies) are highly correlated. Third, all trend measures are only very
weakly positively correlated to the profitability level or the delta to the industry mean. And
fourth, all level measures are moderately to highly related to the industry deltas.

Table 1: Descriptive Statistics - Returns

This table describes the monthly returns of the dataset covering the entire sample from June 1980 to De-
cember 2021. The first column covers the raw returns, and the second column the monthly returns capped
at 100% (0.34% of the observations). I use the capped returns for the Fama-MacBeth regressions in order
for results not to be purely driven by a few outliers at the upper end. The raw returns are used for the
value-weighted portfolios where the outliers do not matter much since they occur at micro-caps and hence
receive a tiny weight.

Raw returns Capped returns

Mean 13.38% 1.00%
Std. 110.02% 18.48%
Min. �100.00% �100.00%
25%-quantile �7.80% �7.80%
50%-quantile (median) 0.00% 0.00%
75%-quantile 7.90% 7.90%
Max. 1490999.00% 100.00%
N (in million) 2.04 2.04
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Table 2: Descriptive Statistics - Level and Trend

This table describes the dataset covering the entire sample from June 1980 to December 2021. The level of
profitability is the annual profitability (i.e., the last four quarters), and all variables are winsorized at the
1%- and the 99%-quantile. Note that the level and the difference to the industry mean are in percentage
points, and the trend variables are in basis points.

GP/A GPSGA/A GPSGARD/A GPSGAI/BE GPSGARDI/BE E/BE

Level

Mean 32.42% 10.12% 6.53% 17.88% 10.46% �13.87%
Std. 30.90% 17.00% 19.95% 43.78% 48.84% 69.99%
Min. �74.30% �68.20% �94.94% �204.35% �269.71% �465.14%
25%-quantile 14.97% 5.35% 3.20% 7.38% 3.97% �10.04%
50%-quantile 30.38% 12.24% 10.60% 21.44% 18.06% 6.16%
75%-quantile 48.63% 18.84% 16.53% 34.40% 29.83% 13.23%
Max. 123.75% 46.30% 38.89% 172.99% 139.23% 58.06%
N (in million) 1.68 1.40 1.40 1.13 1.00 1.54

Trend AJK

Mean �1.28bp �6.15bp �1.91bp 14.36bp �11.65bp �25.09bp
Std. 80.12bp 129.08bp 63.35bp 656.03bp 172.13bp 270.84bp
Min. �300.32bp �478.42bp �240.16bp �2915.86bp �861.28bp �1502.02bp
25%-quantile �27.62bp �55.41bp �22.44bp �121.27bp �47.37bp �50.80bp
50%-quantile �0.76bp �2.02bp �0.95bp �1.46bp �3.12bp �4.10bp
75%-quantile 23.29bp 46.14bp 17.87bp 118.63bp 33.57bp 27.77bp
Max. 325.24bp 436.02bp 251.96bp 3319.96bp 697.46bp 1052.13bp
N (in million) 1.46 1.24 1.20 0.78 0.76 1.27

Trend 2yr reg.

Mean �0.99bp �6.01bp �1.72bp 15.97bp �10.83bp �24.46bp
Std. 76.63bp 127.66bp 60.47bp 633.54bp 164.09bp 242.28bp
Min. �276.01bp �458.50bp �222.60bp �2764.40bp �810.87bp �10378.66bp
25%-quantile �28.24bp �57.99bp �22.90bp �123.96bp �47.71bp �47.78bp
50%-quantile �0.88bp �2.25bp �1.14bp �0.72bp �3.09bp �4.45bp
75%-quantile 24.13bp 48.27bp 18.45bp 123.45bp 35.11bp 27.72bp
Max. 307.90bp 420.13bp 240.58bp 3187.52bp 654.78bp 885.90bp
N (in million) 1.46 1.24 1.20 0.78 0.76 1.27

Mean 0.38% 0.54% 0.79% 0.71% 4.44% 16.99%
Std. 26.20% 16.38% 18.58% 62.84% 69.57% 91.46%
Min. �88.31% �72.96% �88.08% �311.23% �339.75% �417.74%

Delta to mean of 25%-quantile �12.92% �4.91% �4.29% �14.44% �11.27% �0.55%
Fama-French 49 industries 50%-quantile �0.70% 1.82% 2.58% 2.61% 5.44% 14.23%

75%-quantile 12.31% 8.76% 9.58% 20.03% 23.02% 34.92%
Max. 85.05% 39.98% 46.41% 274.73% 320.62% 466.61%
N (in million) 1.65 1.38 1.38 1.11 0.98 1.52
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IV Main Results
IV-A Level of Profitability

Table 4 shows that the Fama-MacBeth regressions are highly significant for all the measures
of the level of profitability and persistently so across time. All regressions are controlled
for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s return,
and momentum as the past twelve months’ return, skipping the most recent month. To
improve the readability, full results, i.e., including the coefficients of the control variables,
are only displayed in Table A.1 in the appendix. All coefficients are in percent; hence,
1.15 for GP/A means that a one percentage point higher GP/A is related to a 1.15 basis
points higher return in the subsequent month over the entire sample. Or in other words:
A one standard deviation increase in GP/A (30.90%) is related to an increase of 0.36% in
the next month’s return. Note that larger coefficients do not necessarily translate into more
profitable strategies since the profitability measures have different distributions; hence, they
are inadequate for comparing the different measures. The t-test values are better suited for
this purpose and indicate that GPSGA/A and GPSGAI/BE are the strongest predictors for
future returns (note that the polluting effect of R&D expenses is substantial in both cases).
Comparing t-test values of regressions with different numbers of observations requires some
caution since increasing the number of observations by n increases the t-values mechanically
by p

n (hence, the t-test values are also naturally larger for the first subperiod covering the
sample till the end of 2010 than for the subperiod after 2010). In this case, it even advo-
cates the superiority of GPSGAI/BE, which already has the largest t-test value since its
regressions additionally have the lowest number of observations. But be aware when com-
paring the different measures, that the varying number of observations does not stem from
randomly missing data but rather from a particular subset, namely small, illiquid stocks
(due to missing data) or firms with negative book equity (because of exclusion). Since the
data on these stocks would likely have higher standard deviations, it would have an adverse
effect on the t-values as the increase in the number of observations. Although the adjust-
ment seems less problematic for different subperiods, one still has to consider that the data
coverage has improved over time.
Since Fama-MacBeth regressions weigh all observations equally, comparing them with value-
weighted portfolio sorts is necessary to assess the effects’ economic relevance. Figure 1 shows
the portfolio developments (highest quintile minus lowest quintile) graphically, and Table 5
displays the corresponding means, geometric means, and Fama-French three-factor model
alphas and their respective t-test values. They confirm the previous finding that GPSGA/A
and GPSGAI/BE are the strongest predictors for future returns not only for the whole
sample period but both in the early and the late sample period.
Unlike in the remainder of this paper, I included E/A here since Ball et al. (2015) claim
that earnings before extraordinary items have similar predictive power as GP/A when scaled
with the same denominator. In their Table 3, they use Fama-MacBeth regressions to show
that this is true when excluding micro-caps. Because the portfolios of Figure 1 are value-

136



weighted, they are similar to Fama-MacBeth regressions that exclude micro-caps. And
indeed, E/A experienced strong portfolio results despite significantly lower t-values in the
early sample period compared to GP/A. Fama-MacBeth regressions excluding micro-caps
(stocks that are below the 20th percentile of the New York Stock Exchange (NYSE) market
capitalization distribution) for my sample period are displayed in Table A.2 in the appendix
and suggest that the finding of Ball et al. (2015) is also primarily driven by the earlier sam-
ple period of 1963 to 1980, which is not included here. But the story really gets flipped on
its head post-2010 when E/A had similar t-values in Fama-MacBeth regressions, including
micro-caps but clearly underperforming portfolio results (Figure 1 and Table 5) and also
weaker results in Fama-MacBeth regressions excluding micro-caps. I further elaborate on
the role of the denominator in Subsection IV-D (decomposition 3) and conclude here that
the choice of the nominator matters and more so in recent years since “clean” measures
like GP/A, GPSGA/A, and GPSGAI/BE result in returns about twice as high as earnings
based measures (see last part of Table 5).

Table 4: Fama-MacBeth Regression Results - Level

This table shows the results of the Fama-Mac-Beth regressions for the level of profitability, where all measures
are based on the previous four quarters. The first part covers the whole sample (June 1980 to December
2021), the second and third the time period before and after December 2010. All coefficients are in percent,
and the values in brackets are the corresponding t-test values. For readability, the results for the control
variables (value as Ln(BE/ME), size as Ln(ME), short-term reversal as past month return, and momentum
as past twelve months return, skipping the most recent month) are not displayed here but can be found in
Table A.1 in the appendix.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

E
A

June 1980 to December 2021

Profitability level 1.15 2.65 1.73 1.02 0.72 0.32 1.11
(7.66) (9.06) (5.71) (10.32) (6.91) (4.29) (4.20)

N (in million) 1.50 1.25 1.25 1.00 1.00 1.54 1.54

June 1980 to December 2010

Profitability level 1.20 2.73 1.79 1.12 0.80 0.28 1.01
(7.32) (8.40) (4.81) (9.21) (6.05) (2.97) (3.11)

N (in million) 1.18 0.97 0.97 0.76 0.76 1.22 1.22

January 2011 to December 2021

Profitability level 1.06 2.52 1.72 0.67 0.52 0.43 1.42
(3.13) (3.94) (3.35) (4.55) (3.45) (3.76) (3.34)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32 0.32
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Figure 1: Portfolios Sorted on Level of Profitability

These figures show the developments of the value-weighted portfolios sorted on the level of profitability
(highest minus lowest quintile) between June 1980 and December 2021. Subfigure (a) displays the profitability
measures which are scaled by the book value of assets, and Subfigure (b) the ones that are scaled by the book
value of equity. Portfolios are rebalanced annually at the end of June. Table 5 summarizes the corresponding
mean, geometric mean, and Fama-French three-factor model alphas.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table 5: Portfolio Results - Level

This table shows the results of the value-weighted portfolios sorted on the different measures of the level of
profitability (highest minus lowest quintile). The first covers the whole sample, the second and third the
time period before and after December 2010. Portfolios are rebalanced annually at the end of June. The
percentage values are percent per month, and the values in brackets are the corresponding t-test values.
FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

E
A

June 1980 to December 2021

Mean 0.41% 0.51% 0.37% 0.51% 0.40% 0.33% 0.36%
(3.28) (3.39) (2.36) (3.40) (2.53) (2.27) (2.46)

Geomean 0.37% 0.46% 0.31% 0.45% 0.34% 0.28% 0.31%
(2.98) (3.00) (1.96) (3.02) (2.14) (1.91) (2.10)

FF3F ↵ 0.46% 0.63% 0.46% 0.57% 0.47% 0.36% 0.44%
(3.58) (4.14) (2.95) (3.78) (2.92) (2.48) (2.96)

June 1980 to December 2010

Mean 0.31% 0.41% 0.32% 0.41% 0.37% 0.32% 0.39%
(2.18) (2.30) (1.67) (2.35) (1.94) (1.85) (2.30)

Geomean 0.28% 0.35% 0.25% 0.36% 0.31% 0.26% 0.34%
(1.92) (1.97) (1.31) (2.04) (1.58) (1.53) (1.98)

FF3F ↵ 0.36% 0.53% 0.40% 0.50% 0.45% 0.34% 0.46%
(2.43) (2.98) (2.08) (2.83) (2.31) (1.94) (2.66)

January 2011 to December 2021

Mean 0.68% 0.81% 0.49% 0.71% 0.42% 0.38% 0.32%
(2.82) (3.05) (1.96) (2.67) (1.66) (1.46) (1.17)

Geomean 0.65% 0.76% 0.45% 0.66% 0.38% 0.33% 0.27%
(2.67) (2.87) (1.81) (2.49) (1.50) (1.30) (1.00)

FF3F ↵ 0.58% 0.75% 0.42% 0.58% 0.35% 0.38% 0.30%
(2.30) (2.67) (1.61) (2.06) (1.31) (1.38) (1.03)
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IV-B Trend of Profitability

Table 6 shows the results of the FamaMac-Beth regressions of the trend in profitability.
The trend is measured as the coefficient of a regression over the past eight quarters, once
with quarterly dummies (AJK trend) and once without (2yr regression). Over the whole
sample period, the trend has statistically significant predictive power for future returns.
However, the trend in profitability has lost its predictive power over the last decade and is
even negative in most cases.
Figures 2 and 3 provide the most revealing evidence concerning the trend of profitability.
Subfigures (a) show that value-weighted portfolios built based on the trend of all measures
scaled by the book value of assets had consistently negative returns in the subperiod 2010-
2020 and that this trend already started around 2006/2007. A closer inspection of the earlier
sample period clearly shows that most of the positive predictive power of the profitability’s
trend measures scaled by the book value of assets mainly stems from the time period be-
tween 2000 and 2006. Subfigures (b) show that value-weighted portfolios built based on the
trend of all measures scaled by the book value of equity developed flatly between 2010 and
2020 and did more or less so as well before, with the exception of GPSGAI/BE and E/BE
when measured with the AJK trend (but the development of the portfolios based on the
trend of GPSGAI/BE was very unstable). The corresponding means, geometric means, and
Fama-French three-factor model alphas can be found in Tables 7 and 8. None of the mean
and geometric mean returns is statistically significant over the whole sample or the early
sample, not even speaking of the later sample period where most of them are negative.
As expected, due to the high pairwise correlations (0.88 to 0.91) between the coefficients
from regressions with and without dummies, the portfolio results do not differ systematically
between the two. While I clearly show that both regressions measuring the trend over the
past eight quarters do not yield a reliable predictor, I cannot rule out that such a trend mea-
sure exists. But profitability measures are generally sticky, and deviations from one quarter
to the next are probably rather noise than relevant information in most cases, making the
current level of profitability the best estimator for future profitability. Nevertheless, if a
reliable measure of the trend in profitability existed, one could compute a better estimate
for expected future profitability when combining it with the current level of profitability
(e.g., current level plus X times trend).5

5This was one of the initial ideas of this paper.
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Table 6: Fama-MacBeth Regression Results - Trend

This table shows the results of the FamaMac-Beth regressions for the trend in profitability. The first part
covers the whole sample (June 1980 to December 2021), the second and third the time period before and
after December 2010. The trend is measured as the coefficient of a regression with quarterly dummies (AJK
trend) and without dummies (2yr regression) over the previous eight quarters. All coefficients are in percent,
and the values in brackets are the corresponding t-test values. For readability, the results for the control
variables (value as Ln(BE/ME), size as Ln(ME), short-term reversal as past month return, and momentum
as past twelve months return, skipping the most recent month) are not displayed here but can be found in
Table A.3 and Table A.4 in the appendix.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

AJK trend 11.38 10.17 10.17 1.11 9.02 2.10
(3.61) (5.45) (2.13) (2.92) (4.81) (1.73)

2yr regression trend 16.89 12.54 17.70 1.42 11.22 3.77
(5.27) (6.72) (3.64) (3.56) (5.79) (2.67)

N (in million) 1.30 1.10 1.07 0.78 0.76 1.26

June 1980 to December 2010

AJK trend 20.06 15.71 16.06 1.69 11.45 2.77
(5.56) (7.83) (3.04) (3.74) (5.27) (1.84)

2yr regression trend 26.71 18.45 25.71 2.08 15.01 5.15
(7.32) (9.22) (4.79) (4.37) (6.76) (2.94)

N (in million) 1.00 0.84 0.81 0.59 0.57 0.99

January 2011 to December 2021

AJK trend �11.98 �6.32 �6.00 �0.61 2.58 0.25
(�2.01) (�1.54) (�0.58) (�0.90) (0.72) (0.13)

2yr regression trend �9.84 �4.93 �4.55 �0.49 1.10 �0.01
(�1.63) (�1.21) (�0.43) (�0.69) (0.29) (�0.00)

N (in million) 0.30 0.25 0.25 0.19 0.19 0.27

Figure 2: Portfolios Sorted on AJK Trend of Profitability

These figures show the developments of the value-weighted portfolios sorted on the trend of profitability
(highest minus lowest quintile) between June 1980 and December 2021. Subfigure (a) displays the profitability
measures which are scaled by the book value of assets, and Subfigure (b) the ones that are scaled by the
book value of equity. The AJK trend is measured as the coefficient of a regression with quarterly dummies
over the previous eight quarters. Portfolios are rebalanced annually at the end of June. Table 7 summarizes
the corresponding mean, geometric mean, and Fama-French three-factor model alphas.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity
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Table 7: Portfolio Results - AJK Trend

This table shows the results of the value-weighted portfolios sorted on the different AJK trend measures
(highest minus lowest quintile). The AJK trend is measured as the coefficient of a regression with quarterly
dummies over the previous eight quarters. The first part covers the whole sample (June 1980 to December
2021), the second and third the time period before and after December 2010. Portfolios are rebalanced
annually at the end of June. The percentage values are percent per month, and the values in brackets are
the corresponding t-test values. FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021
Mean 0.20% 0.01% 0.18% 0.16% 0.09% 0.17%

(1.55) (0.05) (1.27) (1.24) (0.59) (1.42)
Geomean 0.16% �0.04% 0.13% 0.12% 0.03% 0.14%

(1.23) (�0.29) (0.93) (0.93) (0.22) (1.13)
FF3F ↵ 0.20% 0.01% 0.19% 0.16% 0.11% 0.19%

(1.49) (0.10) (1.32) (1.29) (0.71) (1.58)

June 1980 to December 2010

Mean 0.29% 0.09% 0.27% 0.23% 0.12% 0.21%
(1.86) (0.51) (1.59) (1.52) (0.66) (1.41)

Geomean 0.25% 0.03% 0.22% 0.19% 0.06% 0.17%
(1.57) (0.20) (1.29) (1.25) (0.32) (1.15)

FF3F ↵ 0.27% 0.06% 0.24% 0.22% 0.10% 0.21%
(1.64) (0.34) (1.41) (1.43) (0.55) (1.44)

January 2011 to December 2021

Mean �0.07% �0.17% �0.11% �0.14% �0.08% �0.02%
(�0.36) (�0.84) (�0.53) (�0.75) (�0.37) (�0.10)

Geomean �0.10% �0.20% �0.14% �0.17% �0.11% �0.04%
(�0.49) (�0.97) (�0.66) (�0.86) (�0.51) (�0.22)

FF3F ↵ �0.07% �0.16% �0.09% �0.15% �0.10% �0.05%
(�0.32) (�0.74) (�0.41) (�0.71) (�0.43) (�0.25)

Figure 3: Portfolios Sorted on 2yr Regression Trend of Profitability

These figures show the developments of the value-weighted portfolios sorted on the trend of profitability
(highest minus lowest quintile) between June 1980 and December 2021. Subfigure (a) displays the profitability
measures which are scaled by the book value of assets, and Subfigure (b) the ones that are scaled by the
book value of equity. The 2yr regression trend is measured as the coefficient of a regression without quarterly
dummies over the previous eight quarters. Portfolios are rebalanced annually at the end of June. Table 5
summarizes the corresponding mean, geometric mean, and Fama-French three-factor model alphas.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity
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Table 8: Portfolio Results - 2yr Regression Trend

This table shows the results of the value-weighted portfolios sorted on the different 2yr regression trend
measures (highest minus lowest quintile). The 2yr regression trend is measured as the coefficient of a
regression without quarterly dummies over the previous eight quarters. The first part covers the whole
sample (June 1980 to December 2021), the second and third the time period before and after December
2010. Portfolios are rebalanced annually at the end of June. The percentage values are percent per month,
and the values in brackets are the corresponding t-test values. FF3F ↵ stands for Fama-French three-factor
model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.16% 0.01% 0.14% 0.09% 0.03% 0.10%
(1.36) (0.04) (0.97) (0.70) (0.20) (0.94)

Geomean 0.13% �0.04% 0.09% 0.05% �0.02% 0.07%
(1.05) (�0.30) (0.62) (0.39) (�0.16) (0.66)

FF3F ↵ 0.16% �0.01% 0.14% 0.09% 0.03% 0.13%
(1.33) (�0.10) (0.94) (0.67) (0.19) (1.13)

June 1980 to December 2010

Mean 0.28% 0.12% 0.26% 0.11% �0.00% 0.07%
(1.87) (0.68) (1.48) (0.72) (�0.00) (0.52)

Geomean 0.24% 0.06% 0.20% 0.07% �0.06% 0.04%
(1.59) (0.37) (1.17) (0.43) (�0.33) (0.27)

FF3F ↵ 0.25% 0.06% 0.21% 0.08% �0.04% 0.07%
(1.63) (0.33) (1.21) (0.50) (�0.24) (0.54)

January 2011 to December 2021

Mean �0.13% �0.09% �0.17% �0.02% 0.07% 0.15%
(�0.72) (�0.47) (�0.76) (�0.14) (0.32) (0.87)

Geomean �0.15% �0.11% �0.21% �0.04% 0.04% 0.13%
(�0.83) (�0.59) (�0.91) (�0.25) (0.19) (0.76)

FF3F ↵ �0.05% �0.15% �0.10% �0.11% �0.01% 0.16%
(�0.25) (�0.74) (�0.41) (�0.59) (�0.04) (0.89)

IV-C Delta of Profitability Level to Industry Mean

Table 9 shows the results of the FamaMac-Beth regressions for the difference between a
firm’s level of profitability and the industry mean, where the industries are defined as the
Fama-French 49 industries. All coefficients are estimated to be at least slightly lower in
the later sample period, but the main driver of the lower t-test values is the lower number
of observations compared to the full or early sample period. Nevertheless, the difference
between a firm’s level of profitability and the industry mean is a statistically significant
predictor for future returns according to the FamaMac-Beth regressions across all different
sample periods and profitability measures.
The value-weighted portfolios shown in Figure 4 and Table 10 show a more ambiguous pic-
ture. While holding stocks with profitability above their industry’s mean was a profitable
strategy till around 2000, it yielded losses between 2000 and 2010. Since 2010, there has
been a tendency towards being profitable again, especially the portfolios based on the mea-
sures scaled by book equity.
These results are robust across different industry definitions. Table A.5 in the appendix
summarizes the results of the FamaMac-Beth regressions for the Fama-French 12, 17, 30,
and 49 industries as well as the first level SIC (Tables A.6, A.7, A.8, A.9, A.10, A.11 in the
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appendix show the complete results). Furthermore, I use the similarity scores of Hoberg
and Phillips (2010)’s TNIC to compute the difference between a firm’s profitability and the
weighted mean profitability of its competitors.
Together with the results on the level of profitability, these results suggest that some in-
dustries are more profitable than others, and it is advantageous to have more exposure to
them rather than having an industry-balanced portfolio that chooses the most profitable
companies of each industry.

Table 9: Fama-MacBeth Regression Results - Delta to Fama-French 49 Industry Mean

This table shows the results of the Fama-MacBeth regressions for the delta between a firm’s profitability and
the industry mean, where the industries are defined as the Fama-French 49 industries. The first part covers
the whole (June 1980 to December 2021), the second and third the time period before and after December
2010. All coefficients are in percent, and the values in brackets are the corresponding t-test values. For
readability, the results for the control variables (value as Ln(BE/ME), size as Ln(ME), short-term reversal
as past month return, and momentum as past twelve months return, skipping the most recent month) are
not displayed here but can be found in Table A.9 in the appendix.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.26 2.51 1.94 0.55 0.44 0.23
(10.34) (9.44) (7.77) (9.26) (8.00) (4.97)

N (in million) 1.47 1.23 1.23 0.98 0.98 1.51

June 1980 to December 2010

Delta to industry mean 1.38 2.59 2.03 0.68 0.54 0.22
(9.82) (8.44) (6.56) (8.54) (7.18) (3.63)

N (in million) 1.16 0.96 0.96 0.75 0.75 1.19

January 2011 to December 2021

Delta to industry mean 0.95 2.25 1.69 0.28 0.25 0.25
(3.92) (4.23) (4.45) (4.28) (4.40) (4.45)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32
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Figure 4: Portfolios Sorted on Delta to Mean of FF49 Industries

These figures show the developments of the value-weighted portfolios sorted on the delta between a firm’s
profitability and the industry mean (highest minus lowest quintile), where the industries are defined as the
Fama-French 49 industries. The sample period covers June 1980 to December 2021. Subfigure (a) displays
the profitability measures which are scaled by the book value of assets, and Subfigure (b) the ones that
are scaled by the book value of equity. Portfolios are rebalanced annually at the end of June. Table 10
summarizes the corresponding mean, geometric mean, and Fama-French three-factor model alphas.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table 10: Portfolio Results - Delta to Mean of FF49 Industries

This table shows the results of the value-weighted portfolios sorted on the delta to the industry mean prof-
itability (highest minus lowest quintile), where the industries are defined as the Frama-French 49 industries.
The first part covers the whole (June 1980 to December 2021), the second and third the time period before
and after December 2010. Portfolios are rebalanced annually at the end of June. The percentage values
are percent per month, and the values in brackets are the corresponding t-test values. FF3F ↵ stands for
Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.28% 0.30% 0.22% 0.26% 0.20% 0.06%
(2.39) (2.43) (1.68) (2.38) (1.64) (0.51)

Geomean 0.24% 0.26% 0.17% 0.23% 0.16% 0.03%
(2.08) (2.10) (1.33) (2.10) (1.32) (0.24)

FF3F ↵ 0.36% 0.41% 0.32% 0.30% 0.25% 0.10%
(3.10) (3.26) (2.49) (2.78) (2.08) (0.89)

June 1980 to December 2010

Mean 0.33% 0.23% 0.19% 0.19% 0.10% �0.05%
(2.24) (1.50) (1.19) (1.40) (0.68) (�0.40)

Geomean 0.29% 0.18% 0.14% 0.16% 0.06% �0.08%
(1.95) (1.21) (0.87) (1.14) (0.40) (�0.64)

FF3F ↵ 0.43% 0.36% 0.34% 0.28% 0.22% 0.02%
(2.91) (2.37) (2.17) (2.07) (1.48) (0.13)

January 2011 to December 2021

Mean 0.16% 0.58% 0.32% 0.47% 0.46% 0.34%
(1.03) (2.98) (1.53) (3.04) (2.56) (1.90)

Geomean 0.14% 0.56% 0.29% 0.46% 0.44% 0.32%
(0.93) (2.85) (1.39) (2.95) (2.44) (1.79)

FF3F ↵ 0.14% 0.55% 0.21% 0.45% 0.44% 0.37%
(0.91) (2.70) (0.98) (2.73) (2.31) (1.95)
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IV-D Profitability Decompositions

There are various possible decompositions of the profitability measures, and I first focus on
one that sheds some light on the role of SG&A. While Novy-Marx (2013) claims that it has no
incremental explanatory power beyond GP/A for future returns (Novy-Marx (2013), Table
A2), Ball et al. (2015) show that Compustat’s SG&A variable cleaned by R&D expenses
yields incremental explanatory power in Fama-MacBeth regressions (Ball et al. (2015), Table
6) and GPSGA/A has higher t-stats than GP/A when excluding micro-caps. Hence, the
first decomposition is as follows:

GPSGA
A =

GP
A � SGA

A =
REV

A � COGS
A � SGA

A , (5)

where REV stands for revenue and COGS for cost of goods sold. Table 11 shows the
Fama-MacBeth regressions on the individual components separately and jointly in several
combinations. While Table 11 includes the entire dataset, Table A.18 in the appendix ex-
cludes all stocks with a market capitalization below the 20th NYSE percentile, resulting
in a drop of observations from 1.25 million to 0.44 million. The results of regressions (1)
and (2) differ from the ones in Table 4 because only observations with no missing data
on any variable are included (the number of observations is, therefore, the same for all 20
regressions). The t-stat of GP/A (10.83) is larger than the one of GPSGA/A (9.06) when
including the micro-caps and smaller when excluding them (5.32 vs. 6.08), indicating that
SG&A expenses are more important information regarding bigger companies. However, the
difference is not very large and below statistical significance. Revenue-to-assets, also known
as asset turnover, is also a clear predictor for future returns but significantly weaker than
the other two profitability measures. Coefficients of regressions (4) and (5) are confusing at
first glance since higher costs-to-assets are positive predictors, but this is simply because of
an omitted variable bias, namely revenue-to-assets is missing.
It is crucial to be aware that the variables depend on each other, as the decomposition above
shows. Note that also the last three variables on the right side of Equation 5 depend on
each other because the cost of goods sold as well as SG&A scale with revenue. Therefore,
the tables concerning the decompositions include the Variance Inflation Factors (VIFs) for
each variable which are computed as 1/(1-R2), where R2 stems from a regression of the
particular variable on all other dependent variables. The square root of the VIF measures
how much the standard deviation of the coefficient estimate is larger due to the variable
being correlated with the other right-hand side variables. Hence, the presence of moderate
to strong multicollinearity may decrease t-stats significantly and result in not rejecting the
null hypothesis despite it being true (also known as type 2 error). Furthermore, a high VIF
indicates that the parameter estimates are very sensitive to small changes in the data.
Regression (6) shows that both GP/A and GPSGA/A contain significant information for
future returns, which is not subsumed by the other measure. Regressions (7) and (8), on the
other hand, show that the relevant information of REV/A and COGS/A is fully reflected
in their difference (GP/A). There is no regression containing all three variables because
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there would be perfect collinearity among the independent variables (note that the regres-
sion would be solvable with the winsorized data but results in estimates entirely driven by
the top and bottom 1% of the observations). Regression (9) is essential because it shows
that SGA/A provides incremental information beyond GP/A, which remains so when also
controlling for REV/A in regression (10). Unlike in regression (4), the sign indicates that
higher costs indicate lower returns and vice versa, which seems more reasonable, and coef-
ficients are also highly significant despite the high degree of collinearity (VIF between 5.97
and 9.51). This contradicts Novy-Marx (2013), where a t-stat of -2.05 is interpreted as in-
significant. Applying high boundaries for t-stats naturally increases the risk for such type 2
errors of not falsifying wrong null hypotheses, which becomes even more likely in regressions
with relatively high multicollinearity (which is the case according to the VIF scores).

Table 11: Fama-MacBeth Regressions - GPSGA/A Decomposition 1

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition in Equation 5. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
For readability, the results for the control variables (value as Ln(BE/ME), size as Ln(ME), short-term re-
versal as past month return, and momentum as past twelve months return, skipping the most recent month)
are not displayed here but can be found in Table A.17 in the appendix. Only observations not missing any
variables are considered; hence n is 1.25 million for each regression. Table A.17 in the appendix displays
the same table excluding micro-caps (and Table A.18 in the appendix also includes the results of the control
variables).

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A 2.65 1.57
(9.06) (5.01)
[1.58] [1.88]

GP/A 1.80 1.28 1.76 1.77 2.72 2.66
(10.83) (7.44) (11.91) (11.63) (9.99) (10.92)
[1.77] [2.78] [3.29] [2.10] [8.13] [9.51]

REV/A 0.33 0.01 0.04
(6.16) (0.25) (0.70)
[1.94] [3.60] [4.53]

COGS/A 0.20 0.02
(3.59) (0.33)
[1.69] [1.99]

SGA/A 0.96 �1.40 �1.43
(5.82) (�5.06) (�5.09)
[1.72] [5.97] [6.20]

R2 3.52% 3.51% 3.44% 3.34% 3.35% 3.81% 3.67% 3.67% 3.79% 3.96%
adj. R2 3.32% 3.31% 3.23% 3.13% 3.15% 3.56% 3.43% 3.43% 3.55% 3.68%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.40 2.61 2.88 1.70 2.81 2.86
(8.80) (9.21) (9.76) (5.45) (10.53) (10.13)
[1.63] [1.59] [1.61] [1.92] [1.86] [1.65]

GP/A

REV/A 0.21 1.09 0.05 1.61 0.26 2.35
(4.38) (7.24) (0.92) (11.53) (4.38) (10.24)
[2.14] [32.12] [4.47] [16.05] [3.87] [67.06]

COGS/A 0.15 �1.04 0.04 �1.57 �2.29 0.13
(2.78) (�6.54) (0.86) (�11.59) (�10.70) (2.31)
[1.73] [26.01] [2.41] [13.92] [40.69] [2.35]

SGA/A 1.20 1.10 1.15 0.52 �1.22 0.85
(7.28) (6.59) (7.20) (2.87) (�4.55) (5.19)
[1.75] [3.66] [2.43] [3.21] [5.92] [2.34]

R2 3.78% 3.74% 3.80% 3.96% 3.97% 3.97% 3.66% 3.64% 3.93% 3.56%
adj. R2 3.54% 3.50% 3.56% 3.68% 3.69% 3.69% 3.41% 3.40% 3.64% 3.32%

Regressions (11) to (16) can all be interpreted such that they confirm that GP/A provides
incremental information beyond GPSGA/A. SGA/A is the direct link between GPSGA/A
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and GP/A, hence the positive sign6 and high t-stats for its coefficient in regressions (13) and
(15). GP/A can also be constructed from REV/A and COGS/A in regression (14), which
results in estimates for GPSGA/A which are close to regression (6). Because costs scale
with revenue (COGS almost perfectly and SG&A also to a large degree), an increase by
one percent of the top line (i.e., revenue) results in relative increases, which become smaller
the further down one goes the income statement. Hence a change in REV/A or COGS/A
has a more precise link to GP/A than to GPSGA/A and is therefore capturing the effect of
GP/A in regressions (11) and (12). This is also the reason for the positive sign of COGS/A.
Regressions (17) to (19) on the lowest level components (right side of Equation 5) can be
analyzed analogously and confirm the previous statements. The R2s and adjusted R2s of
the regressions confirm the conclusion from above: GP/A and GPSGA/A (together with
the control variables) both explain a similar amount of the variance of future returns and
explain more jointly.
The next decomposition investigates the role of margins and asset turnover (also known as
the DuPont model or analysis):

GPSGA
A =

GPSGA
REV · REV

A =

✓ GP
REV � COGS

REV

◆
· REV

A , (6)

where REV stands for revenue, and when it is scaled by assets, it is known as asset turnover.
The components scaled by revenue are margins (either profit margins or a cost margin in
the case of COGS). Table 12 shows the Fama-MacBeth regressions of the components indi-
vidually and in various combinations. Note that because the combinations containing only
the first three components (GPSGA/A, GP/A, and REV/A) can be found in Table 11, they
are not included in Table 12.

Regressions (1) to (3) show that margins have predictive power individually and that
GPSGA/REV has much more than the gross margin (t-stat of 5.51 vs. 3.41). Regression (4)
yields insignificant coefficients, but this specification suffers from an omitted variable bias,
as the subsequent regressions indicate. Compared to regressions (1) to (4), regressions (5) to
(8) control for asset turnover and show that both GPSGA/REV as well as the gross margin
are relevant. Unlike results of regression (3), regression (7) and (8) indicate that SGA/REV
itself is an insignificant factor (which is consistent with the fact that GPSGA/REV and
GP/REV only have a minimally different t-stat in regressions (5) and (6)). According to
regression (9), GPSGA/REV does not contain all the information in the gross margin, which
is also indicated by the significant coefficient of SGA/REV in regression (10).7

Regressions (11) to (15) test the marginal information content of asset turnover and the
margin components with respect to GPSGA/A, and regressions (16) to (20) do the same
for GP/A. While asset turnover and gross margin do not provide additional information,
which is not in GP/A (insignificant coefficients close to zero in regressions (11) to (15)), the

6Because one simply has to add SGA/A to GPSGA/A to get GP/A.
7GP/REV can be computed by subtracting SGA/REV from GPSGA/REV; therefore the negative coef-

ficient of SGA/REV indicates that GP/REV has positive predictive power beyond that of GPSGA/REV.
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Table 12: Fama-MacBeth Regressions - GPSGA/A Decomposition 2

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 6. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
For readability, the results for the control variables (value as Ln(BE/ME), size as Ln(ME), short-term re-
versal as past month return, and momentum as past twelve months return, skipping the most recent month)
are not displayed here but can be found in Table A.19 in the appendix. Only observations not missing any
variables are considered; hence n is 1.23 million for each regression. Table A.19 in the appendix displays
the same table excluding micro-caps (and Table A.20 in the appendix also includes the results of the control
variables).

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A

GP/A

REV/A 0.28 0.34 0.28 0.31 0.29 0.40
(5.58) (6.49) (5.59) (6.08) (5.79) (7.58)
[2.10] [2.00] [2.12] [2.13] [2.12] [2.13]

GPSGA/REV 0.61 0.62 0.51 1.49
(5.51) (5.66) (3.48) (9.94)
[1.10] [1.10] [1.26] [2.87]

GP/REV 0.24 0.15 0.39 0.33 0.22
(3.41) (1.74) (5.06) (3.72) (2.08)
[1.02] [1.45] [1.04] [1.46] [1.67]

SGA/REV �0.36 �0.31 �0.15 �0.12 1.33
(�2.59) (�1.88) (�1.10) (�0.78) (6.56)
[1.49] [1.49] [1.50] [1.50] [3.91]

R2 3.43% 3.30% 3.45% 3.62% 3.72% 3.64% 3.73% 3.90% 3.88% 3.95%
adj. R2 3.22% 3.09% 3.25% 3.37% 3.48% 3.39% 3.48% 3.61% 3.60% 3.66%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.49 2.37 2.39 2.85 2.80
(8.80) (7.40) (8.23) (9.68) (9.27)
[1.63] [3.23] [1.80] [2.32] [2.48]

GP/A 1.76 1.50 1.82 1.77 1.91
(11.72) (9.36) (10.95) (11.94) (11.84)
[3.29] [5.29] [4.13] [5.26] [6.36]

REV/A 0.21 0.21 0.23 0.25 0.25 0.01 0.03 �0.00 �0.05 �0.08
(4.47) (4.45) (4.68) (5.08) (5.17) (0.30) (0.66) (�0.03) (�1.08) (�1.84)
[2.14] [2.22] [2.15] [2.24] [2.24] [3.60] [4.55] [3.81] [4.42] [4.77]

GPSGA/REV �0.01 0.35
(�0.06) (2.85)
[2.08] [1.17]

GP/REV 0.16 0.05 �0.09 �0.16
(1.95) (0.48) (�0.83) (�1.42)
[1.53] [1.56] [1.29] [1.76]

SGA/REV 0.48 0.50 �0.35 �0.38
(3.39) (2.78) (�2.43) (�2.49)
[2.03] [2.07] [1.59] [1.61]

R2 3.82% 3.96% 3.96% 4.03% 4.18% 3.70% 3.95% 3.86% 3.96% 4.10%
adj. R2 3.57% 3.67% 3.67% 3.74% 3.85% 3.46% 3.66% 3.57% 3.67% 3.77%

same cannot be said for GPSGA/A. While it does contain the GPSGA/REV margin, asset
turnover, gross margin, and SG&A margin provide incremental information. Since GP/A
contains at least most of the information in REV/A, the positive coefficients of asset turnover
in regressions (11) to (15) also support the conclusion from the first decomposition that
GPSGA/A and GP/A both provide distinct but highly relevant information for predicting
future returns. Hence, the main finding of decomposition 2 is that margins are relevant, but
the measures scaled by total assets contain at least most of their information.
The third decomposition is inspired by Ball et al. (2015) and investigates the role of the
market value of equity (ME)-to-book assets (A) ratio:

GPSGA
A =

GPSGA
ME · ME

A =

✓GP
ME � COGS

ME

◆
· ME

A . (7)
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Ball et al. (2015) motivate this decomposition by the finding of Fama and French (1992)
that ME/A is a priced factor. Fama and French (1992) interpret A/ME (note the switch of
nominator and denominator) as market leverage (compared to A/BE, which is book lever-
age), but one should also keep in mind that it is how many assets (A) one gets control
over for paying ME, i.e., it is a value measure. Results of the third decomposition can be
found in Table 13, and the first regression shows that ME/A is an insignificant predictor,
which is closely related to at least one control variable, as the VIF score indicates. A closer
inspection of the results in Table A.21 in the appendix reveals that this is the case with
Ln(BE/ME), i.e., the value measure. Fama and French (1992) point out that Ln(BE/ME)
is equal to Ln(A/ME) minus Ln(A/BE) and that it is Ln(BE/ME), which is genuinely rele-
vant for predicting future returns. But since this variable is already included in the control
variables, also including ME/A is redundant, and results in Table 13 confirm this.
Despite this lack of insight from including ME/A, the decomposition is interesting due to its
other components, especially GPSGA/ME and GP/ME. They offer an alternative measure
of value (rather than profitability) that is unrelated (or at least not strongly) to the value
control variable. Regressions (3) and (4) indicate that they predict future returns, even
when controlling for ME/A (regressions (6) and (7)). According to regression (4), SGA/ME
is a strong predictor, but this is mainly due to its strong relationship to GP/ME (see VIF at
regressions (5), (16), and (21)), i.e., an omitted variable bias. Regression (10) indicates that
also when using GP and GPSGA as value measures by scaling them with market equity,
they both contain distinct relevant information.

Regressions (11) to (21) investigate whether these value measures provide incremental
information beyond the profitability measures GP/A and GPSGA/A. One key observation
is the fact that the predictive power of the profitability measures remains strong across all
regressions. GP/ME adds significant information to both GPSGA/A and GP/A (regressions
(14) and (19)); however, GPSGA/ME only to GP/A (regression (18) and not to GPSGA/A
(regression (13)). Results excluding the micro-caps in Table A.22 in the appendix confirm
most of the findings described above. However, as in the previous decompositions, exclud-
ing the micro-caps strengthens the predictive power of GPSGA compared to gross profits;
hence, also of GPSGA/ME compared to GP/ME. E.g., GP/ME is no useful complement
anymore to GP/A, while GPSGA/ME has a t-stat of 1.87 despite a VIF score of 3.07.
The decompositions do not consider R&D expenses as they are not the main focus of this
paper. Nevertheless, I want to point out that they are an insignificant predictor when scaled
by revenue, moderately significant when scaled by total assets (t-stat of 2.14 including micro-
caps and 1.89 when excluding them), but highly significant when scaled by market equity
(t-stat of 5.42 including micro-caps and 3.01 when excluding them). Note that this is even
more impressive when considering that I only have 0.53 million observations on R&D ex-
penses when including micro-caps and just 0.18 million when excluding them. Surprisingly,
the R&D expenses scaled by total assets also have a significant coefficient when controlling
for asset turnover. However, scaling by market equity leads to a t-stat twice the size in
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Table 13: Fama-MacBeth Regressions - GPSGA/A Decomposition 3

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 7. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the variance inflation factors, which are a
test for multicollinearity. For readability, the results for the control variables (value as Ln(BE/ME), size as
Ln(ME), short-term reversal as past month return, and momentum as past twelve months return, skipping
the most recent month) are not displayed here but can be found in Table A.21 in the appendix. Only ob-
servations not missing any variables are considered; hence n is 1.25 million for each regression. Table A.21
in the appendix displays the same table excluding micro-caps (and Table A.22 in the appendix also includes
the results of the control variables).

(1) (2) (3) (4) (5) (6) (7) (8) (8) (10) (11)

GPSGA/A

GP/A

ME/A �0.02 �0.01 �0.00 �0.01 �0.00 �0.00 0.00
(�0.89) (�0.41) (�0.08) (�0.46) (�0.08) (�0.02) (0.01)
[3.08] [3.11] [3.10] [3.13] [3.14] [3.14] [3.14]

GPSGA/ME 0.89 0.87 0.44 0.84
(5.39) (5.35) (2.37) (5.12)
[1.31] [1.32] [1.59] [1.33]

GP/ME 0.45 0.61 0.44 0.60 0.38
(7.50) (4.44) (7.45) (4.39) (5.75)
[1.32] [9.95] [1.32] [9.97] [1.66]

SGA/ME 0.41 �0.18 0.40 �0.18 0.40
(6.17) (�1.23) (6.11) (�1.19) (6.14)
[1.22] [8.90] [1.23] [8.95] [1.25]

R2 3.28% 3.40% 3.39% 3.38% 3.67% 3.58% 3.57% 3.57% 3.85% 3.86% 3.87%
adj. R2 3.08% 3.19% 3.18% 3.18% 3.42% 3.34% 3.33% 3.33% 3.56% 3.58% 3.59%

(12) (13) (14) (15) (16) (17) (18) (19) (20) (21)

GPSGA/A 2.68 2.79 2.40 2.81 3.09
(9.26) (8.94) (8.03) (9.77) (9.94)
[1.60] [2.23] [1.61] [1.61] [2.10]

GP/A 1.82 1.72 1.61 1.66 1.60
(10.93) (10.38) (8.59) (9.03) (8.62)
[1.77] [2.58] [2.65] [3.53] [3.87]

ME/A 0.00 0.00 0.01 0.01 0.01 �0.03 �0.03 �0.03 �0.03 �0.03
(0.01) (0.04) (0.54) (0.56) (0.55) (�1.24) (�1.00) (�0.98) (�1.18) (�1.02)
[3.14] [3.14] [3.16] [3.16] [3.16] [3.09] [3.18] [3.11] [3.16] [3.17]

GPSGA/ME �0.10 0.45
(�0.60) (2.83)
[1.83] [1.43]

GP/ME 0.33 �0.23 0.14 0.25
(5.54) (�1.62) (2.21) (1.87)
[1.39] [12.99] [1.98] [10.95]

SGA/ME 0.44 0.65 0.12 �0.11
(6.73) (4.34) (1.59) (�0.75)
[1.24] [11.64] [1.83] [8.96]

R2 3.70% 3.92% 3.98% 3.99% 4.22% 3.70% 3.96% 3.95% 3.97% 4.21%
adj. R2 3.46% 3.64% 3.70% 3.71% 3.90% 3.46% 3.68% 3.67% 3.69% 3.89%

all constellations, indicating that one should “buy R&D expenses as cheaply as possible”
rather than measuring them in relation to some firm size variable like sales or total assets.
The main conclusions of these three decompositions are the following: First, GP/A, and
GPSGA/A both have distinct predictive power, which the other does not contain. Second,
GP/A is a stronger predictor among small stocks, while GPSGA/A is stronger among larger
stocks. Third, margins are predictors, but their information is more or less fully included in
their product with asset turnover, i.e., in GP/A and GPSGA/A. Fourth, GP and GPSGA
scaled by market equity is a value measure that yields incremental information beyond the
profitability measures of GP/A and GPSGA/A, where again, GP/ME is stronger among
smaller stocks while GPSGA/ME is stronger among larger stocks. Note that the choice of
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investigating GPSGA/ME was driven by the decomposition; however, one could argue for
using GPSGAI/ME, i.e., further deducting interest payments, as a measure of value since
it is a cleaner measure of the expected cash flow available to equity holders. In undisclosed
results, I confirm that GPSGAI/ME has even slightly stronger predictive power8 despite the
fewer observations due to missing information on interest payments. On the other hand,
taking interest payments into account may result in a less favorable measure because it
could be biased towards older firms (which paid back most of their debt) and larger firms
with more tangible assets (because of more favorable financing conditions).

V Moderating Variables

The two most widely studied moderating variables stem from the Fama-French tree-factor
model: market capitalization (size factor) and the book-to-market ratio (value factor). In-
vestigating anomalies among stocks of different sizes is crucial since many anomalies can
only be found among small and, therefore, hard-to-arbitrage stocks.9

Stocks with a high book-to-market ratio are perceived to be value stocks, while the ones
with low book-to-market ratios tend to be growth stocks. However, the book-to-market
ratio has a few problems that have become more severe in recent years. On the one hand,
low or even negative book equity can be caused by losses from operations or declines in as-
set values, i.e., troubled companies. On the other hand, paying out large amounts through
dividends or share repurchases also lowers the book value of equity. But this payout policy
is generally pursued by companies with large free cash flows and low investment needs,
i.e., strong, healthy firms. Note that both cases would be perceived as growth stocks from
their book-to-market ratio despite them maybe not having much growth.10 Furthermore,
companies with a lot of intangible assets created by themselves rather than bought (bought
intangible assets may be held as assets on the balance sheet) have lower book equity com-
pared to companies with the same amount of bought tangible assets.
Hence, the importance and validity of book-to-market ratio as a measure of value is falling
victim to the progressing digitalization. Companies like Apple, Microsoft, Alphabet, and
Amazon (the largest four of the S&P 500) can essentially never be value stocks due to their
low book equity (caused by their share repurchases, dividends, and missing intangible assets
on their balance sheet), almost independently of their price. E.g., even if Apple had been
trading at a market cap of only USD 170 billion in September 2022, it would still not have
belonged to the upper half of book-to-market stocks (i.e., the value stocks) with a book-to-
market ratio of 0.3 (due to its book equity of just about USD 50 billion). Be aware that
Apple’s net income in the 24 months before September 2022 was USD 195 billion, operating
cash flow was USD 226 billion the company bought back shares worth USD 175 billion; i.e.,

8E.g., in regression (2) in Table 13, the t-stat of GPSGAI/ME would be 5.58 instead of 5.39.
9Small stocks are usually hard to arbitrage due to limited liquidity and big price impacts.

10Furthermore, negative book equity is often treated as missing (as it is in this paper) because the mechanics
change: increases in market capitalization increase the book-to-market ratio of firms with positive book equity
but decrease the book-to-market ratio of the ones with negative book equity (i.e., make it less negative).
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it would have been the best value you could find in the market at USD 170 billion.
Now, one may argue that a low book-to-market ratio can still be a reasonable measure for
growth stocks. Consider the example of Philip Morris International as anecdotal evidence
against it: The company has carried negative book equity since 2013 and would therefore be
perceived to be a growth company. However, the company (which produces tobacco prod-
ucts, a stagnating business for many years) had sales of USD 80 billion in 2013 and USD
81 billion in 2022 (unadjusted for inflation) with little variation in between. The market
capitalization was roughly USD 150 billion in these ten years, annual operating cash flow
ranged from USD 7.5 to twelve billion, and a total of USD 68 billion has been returned to
shareholders through dividends and another USD eleven billion through share repurchases.
Obviously, this fits the description of a value rather than a growth stock.
As the results of Subsection V-B show, strategies based on the book-to-market ratio have
not yielded any positive returns on average. Together with the above-described issues, this
asks for an alternative measure because, as Novy-Marx (2013) shows, value is an excel-
lent complement to profitability strategies. Fortunately, two such measures were already
discussed in Subsection IV-D: GP/ME and GPSGA/ME. Scaling profits with the market
value of equity yields a value measure because it measures how much one has to pay per
annual profit. Hence, it is an alternative to the book-to-market ratio, which measures how
much one has to pay per book value of equity. The results of regression (18) in Table 13 and
regression (18) in Table A.22 in the appendix show that GPSGA/ME contains information
that complements GP/A. The results are not as clear for GPSGA/A (regression (13) in
Table 13 and regression (13) in Table A.22 in the appendix), but this may be due to the
relatively strong multicollinearity between ME/A, GPSGA/ME, and the control variable
Ln(BE/ME). Additionally to the double sorts based on size (Subsection V-A) and value as
BE/ME (Subsection V-B), I also double sort based on value as GPSGA/ME (Subsection
V-C). The choice for GPSGA/ME compared to GP/ME was driven by the stronger results
in regressions (12), (13), (18), and (19) in Table A.22 in the appendix. In Subsection V-D,
I investigate the relationship between industry concentration and the profitability anomaly
before I conclude in Section VI.

V-A Size

Tables 14, 15, and 16 show the double sorts for size and GP/A, GPSGA/A, and GPS-
GAI/BE (first sort on size, then profitability) over the whole sample period. The monthly
returns of the 25 portfolios in the top left quadrant are in excess of the one-month risk-free
rate. Profitability strategies yield consistently positive and statistically significant excess
returns and three-factor model alphas across all sizes. In undisclosed results, I confirm that
the Fama-French measure, which also deducts R&D expenses, yields slightly less profitable
strategies than those shown in Table 16. Over the whole sample period, the return spread
between more and less profitable stocks is larger among smaller stocks. Surprisingly, Tables
A.23, A.24, and A.25 in the appendix show that this relationship has become U-shaped in
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recent years, and the spread has become largest among big stocks.
The decreasing HML factor loadings of the GP/A profitability strategies with size are also
documented in Novy-Marx (2013) and can also be found in the sample period after 2010.
Strategies based on GPSGA/A and, to a smaller extent, also the ones based on GPSGAI/BE
have a similar pattern. This indicates that profitability strategies choose companies with
lower book-to-market ratios the bigger the companies are. Profitability strategies based on
GP/A have no clear pattern concerning the SMB and the MKT factor, while the ones based
on GPSGA/A and (to a slightly smaller extent) GPSGAI/BE load negatively, indicating
that they tend to buy larger stocks and develop against the market direction.
The size strategies yield no statistically significant returns, but unlike in Novy-Marx (2013),
they tend to be negative, which is most likely due to the later sample period and the fact
that the size premium has become negative in recent years (e.g., the Fama-French SMB
factor was -0.03% between the beginning of 2011 and the end of 2021). Naturally, the
size strategies load significantly positively on the size factor. The increasing loadings on
the value factor (HML) with profitability are consistent with the findings of Novy-Marx
(2013), meaning that with increasing profitability, the book-to-market ratio becomes rela-
tively higher in small companies compared to big companies. Combining profitability and
size strategies does not yield any benefits: neither does it generate higher returns than
the pure profitability strategies, nor does it decrease volatility (otherwise, the same returns
would need to have higher t-values).
Note that returns are generally higher for the measures scaled by total assets since they also
cover firms with negative book values; hence, a direct comparison between the returns of the
25 portfolios in Table 14 and Table 16 is difficult. But interestingly, there is an asymmetry
between the two measures: For GP/A, the low portfolios are, on average, 0.14% p.m. below
the mid (3) portfolio, and the high portfolios are 0.36% p.m. above it (GPSGA/A: -0.18%
p.m. and +0.38% p.m.). For GPSGAI/BE, the low portfolios are on average 0.25% p.m.
below the mind (3) portfolios, and the high portfolios are 0.20% p.m. above them. Hence,
it seems that (high) GP/A or GPSGA/A particularly well detects undervalued firms while
(low) GPSGAI/BE finds overvalued firms. This pattern is consistent across time and can
also be found in the sample period after 2010 (see Tables A.23, A.24, and A.25).
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Table 14: Double Sort on Size and GP/A

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GP/A. Portfolios are rebalanced annually at the
end of June and cover the whole sample from June 1980 to December 2021. The percentage values are percent
per month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French
three-factor model alpha. The size strategies are the small-minus-big portfolios, profitability strategies are
the high-minus-low profitability (GP/A) portfolios, and the combined strategy is the small-high portfolio
minus the big-low portfolio (column description of the profitability strategies applies). Table A.23 shows
results for the subperiods before and after December 2010.

GP/A Profitability strategies
Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.25% 0.29% 0.42% 0.65% 1.00% 0.75% 0.70% 0.76% �0.04 �0.15 0.14
(5.31) (4.92) (5.45) (�1.13) (�3.14) (3.09)

2 0.24% 0.31% 0.40% 0.49% 0.72% 0.48% 0.45% 0.46% 0.02 0.02 �0.01
(4.18) (3.91) (3.97) (0.70) (0.50) (�0.15)

3 0.29% 0.39% 0.42% 0.43% 0.67% 0.38% 0.35% 0.32% 0.10 0.09 �0.08
(3.43) (3.16) (2.88) (3.96) (2.36) (�2.31)

4 0.38% 0.38% 0.50% 0.62% 0.85% 0.47% 0.43% 0.41% 0.12 0.13 �0.21
(3.71) (3.42) (3.40) (4.51) (3.08) (�5.19)

Big 0.46% 0.41% 0.58% 0.67% 0.87% 0.41% 0.36% 0.50% �0.01 �0.15 �0.39
(2.92) (2.57) (3.80) (�0.18) (�3.28) (�8.91)

Size strategies Combined strategy
Mean �0.21% �0.11% �0.15% �0.02% 0.13% 0.54% 0.46% 0.39% 0.06 0.99 0.03

(�0.91) (�0.75) (�1.01) (�0.12) (0.68) (2.94) (2.50) (3.05) (2.15) (22.52) (0.64)
Geomean �0.34% �0.17% �0.21% �0.09% 0.04%

(�1.49) (�1.13) (�1.38) (�0.53) (0.21)
↵ �0.70% �0.48% �0.57% �0.45% �0.44%

(�4.19) (�4.36) (�5.62) (�4.23) (�3.63)
�MKT 0.10 �0.09 �0.06 �0.12 0.07

(2.70) (�3.75) (�2.60) (�4.71) (2.61)
�SMB 1.14 0.85 0.86 0.97 1.14

(20.04) (22.64) (24.55) (26.73) (27.54)
�HML �0.12 0.14 0.32 0.50 0.41

(�2.22) (3.82) (9.26) (14.12) (10.29)

Table 15: Double Sort on Size and GPSGA/A

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually
at the end of June and cover the whole sample from June 1980 to December 2021. The percentage values
are percent per month, the values in brackets are the corresponding t-test values, and ↵ stands for the
Fama-French three-factor model alpha. The size strategies are the small-minus-big portfolios, profitability
strategies are the high-minus-low profitability (GPSGA/A) portfolios, and the combined strategy is the
small-high portfolio minus the big-low portfolio (column description of the profitability strategies applies).
Table A.24 shows results for the subperiods before and after December 2010.

GPSGA/A Profitability strategies
Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.06% 0.34% 0.37% 0.52% 0.83% 0.77% 0.71% 0.91% �0.16 �0.30 0.03
(5.27) (4.76) (6.63) (�4.94) (�6.47) (0.69)

2 0.07% 0.24% 0.20% 0.45% 0.64% 0.57% 0.55% 0.64% �0.06 �0.06 �0.06
(5.94) (5.72) (6.54) (�2.73) (�1.84) (�1.87)

3 0.17% 0.38% 0.34% 0.31% 0.62% 0.45% 0.43% 0.50% �0.03 �0.03 �0.15
(4.37) (4.13) (4.86) (�1.17) (�0.89) (�4.35)

4 0.21% 0.43% 0.33% 0.52% 0.70% 0.49% 0.46% 0.59% �0.06 �0.11 �0.21
(4.32) (4.04) (5.26) (�2.39) (�2.75) (�5.72)

Big 0.39% 0.54% 0.44% 0.57% 0.79% 0.40% 0.34% 0.59% �0.07 �0.29 �0.57
(2.62) (2.25) (4.47) (�2.34) (�6.48) (�13.08)

Size strategies Combined strategy
Mean �0.33% �0.20% �0.07% �0.05% 0.04% 0.43% 0.39% 0.48% �0.16 0.69 0.04

(�1.67) (�1.43) (�0.53) (�0.35) (0.22) (3.16) (2.81) (4.50) (�6.61) (18.88) (1.06)
Geomean �0.43% �0.26% �0.12% �0.09% �0.04%

(�2.20) (�1.79) (�0.88) (�0.69) (�0.21)
↵ �0.75% �0.60% �0.50% �0.46% �0.43%

(�4.89) (�5.96) (�4.85) (�4.65) (�4.09)
�MKT �0.00 �0.06 �0.05 �0.05 �0.09

(�0.09) (�2.71) (�2.02) (�2.20) (�3.59)
�SMB 0.99 0.82 0.77 0.75 0.98

(18.89) (23.53) (21.80) (21.97) (27.06)
�HML �0.00 0.22 0.31 0.28 0.60

(�0.00) (6.42) (9.02) (8.43) (17.10)
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Table 16: Double Sort on Size and GPSGAI/BE

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually
at the end of June and cover the whole sample from June 1980 to December 2021. The percentage values
are percent per month, the values in brackets are the corresponding t-test values, and ↵ stands for the
Fama-French three-factor model alpha. The size strategies are the small-minus-big portfolios, profitability
strategies are the high-minus-low profitability (GPSGAI/BE) portfolios, and the combined strategy is the
small-high portfolio minus the big-low portfolio (column description of the profitability strategies applies).
Table A.25 shows results for the subperiods before and after December 2010.

GPSGAI/BE Profitability strategies
Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small �0.05% 0.32% 0.40% 0.50% 0.63% 0.68% 0.64% 0.77% �0.10 �0.24 0.07
(5.07) (4.65) (5.93) (�3.45) (�5.37) (1.71)

2 0.06% 0.20% 0.26% 0.39% 0.50% 0.43% 0.40% 0.43% �0.00 �0.04 0.02
(4.12) (3.87) (4.04) (�0.04) (�0.97) (0.63)

3 0.07% 0.20% 0.31% 0.39% 0.43% 0.36% 0.33% 0.35% 0.03 �0.06 �0.05
(3.49) (3.26) (3.36) (1.27) (�1.57) (�1.32)

4 0.11% 0.29% 0.32% 0.39% 0.52% 0.41% 0.39% 0.42% 0.01 �0.05 �0.05
(3.90) (3.65) (3.89) (0.46) (�1.26) (�1.49)

Big 0.28% 0.29% 0.40% 0.60% 0.63% 0.35% 0.30% 0.51% �0.11 �0.27 �0.27
(2.49) (2.14) (3.80) (�3.57) (�5.87) (�6.01)

Size strategies Combined strategy
Mean �0.34% 0.03% �0.01% �0.10% �0.01% 0.34% 0.29% 0.23% 0.02 0.66 0.19

(�1.78) (0.22) (�0.05) (�0.73) (�0.04) (2.36) (2.00) (1.94) (0.61) (16.18) (4.68)
Geomean �0.43% �0.02% �0.05% �0.15% �0.08%

(�2.26) (�0.11) (�0.39) (�1.07) (�0.46)
↵ �0.86% �0.38% �0.40% �0.60% �0.60%

(�5.80) (�3.53) (�3.65) (�6.02) (�5.49)
�MKT 0.12 �0.02 �0.06 0.04 0.13

(3.59) (�0.87) (�2.47) (1.91) (5.15)
�SMB 0.90 0.67 0.63 0.72 0.93

(17.65) (18.11) (16.71) (21.00) (24.70)
�HML 0.11 0.19 0.29 0.38 0.45

(2.13) (5.39) (7.86) (11.49) (12.19)

V-B Value as BE/ME

Tables 17, 18, and 19 show the double sorts for value as BE/ME and GP/A, GPSGA/A, and
GPSGAI/BE (first sort on BE/ME, then profitability) over the whole sample period. The
returns of the 25 portfolios in the top left quadrant are in excess of the one-month risk-free
rate. Over the whole sample, profitability strategies tend to yield higher returns in lower
BE/ME stocks (growth stocks), especially the measures scaled by total assets. However,
in the later sample period, displayed in the second part of Tables A.26, A.27, and A.28,
this tendency is not so clear anymore. The profitability strategies have no clear pattern
concerning factor loadings, except for those based on GPSGA/A and GPSGAI/BE, which
load negatively on the SMB factor, i.e., tend to buy big stocks (this is also consistently so
across time).
Over the whole sample, the value premium is higher among stocks with low profitability.
However, this pattern is not clear after 2010, and it is negative on average across this sub-
period, which is consistent with the Fama-French HML factor having a -0.22% p.m. return
over this time period. Naturally, the value strategies load strongly positively on the HML
factor. But they also load positively on the SMB factor, indicating that the highest book-
to-market stocks are smaller stocks and/or the lowest are big stocks. Furthermore, the
value strategies load positively on the market factor, i.e., are against the common belief,
not contrarian strategies. All these factor loading patterns regarding the value strategies
can be found both before and after 2010.
Combining value and profitability strategies works well over the whole sample and yields
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higher profits than the average of them individually. However, the poor performance of
value according to the book-to-market ratio in the sample period after 2010 yields com-
bined strategies that perform worse than the average profitability strategy. Interestingly,
the combination of BE/ME and profitability measures scaled by total assets yields a strat-
egy neutral to the HML factor, while the combination with GPSGAI/BE yields one that
heavily loads on the HML factor. Another difference is that the combination with measures
scaled by total assets loads negatively on the SMB factor, but not the combination with
GPSGAI/BE. Again, these factor loading patterns are consistent across time.
The asymmetry between the profitability measures computed with total assets and GPS-
GAI/BE described in the previous subsection is also present among the different BE/ME
sorts: The low GP/A portfolios are on average 0.06% p.m. below the mind (3) portfolio and
the high portfolios are 0.26% p.m. above it (GPSGA/A: -0.20% p.m. and +0.21% p.m.),
while the low GPSGAI/BE portfolios are on average 0.31% p.m. below and high portfolios
0.19% p.m. above the mind (3) portfolios. Hence, high GP/A excels at detecting underval-
ued firms, while low GPSGAI/BE finds overvalued firms. This pattern is consistent across
time and can also be found in the sample period after 2010 (see Tables A.26, A.27, and A.28).

Table 17: Double Sort on BE/ME and GP/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GP/A. Portfolios are rebalanced annually at the end of June and
cover the whole sample from June 1980 to December 2021. The percentage values are percent per month,
the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor
model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies are the
high-minus-low profitability (GP/A) portfolios, and the combined strategy is the high-high portfolio minus
the low-low portfolio (column description of the profitability strategies applies). Table A.26 shows results
for the subperiods before and after December 2010.

GP/A Profitability strategies
BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.14% 0.19% 0.25% 0.56% 0.65% 0.51% 0.46% 0.66% �0.19 �0.17 0.03
(3.35) (2.98) (4.49) (�5.59) (�3.45) (0.69)

2 0.09% 0.24% 0.36% 0.52% 0.41% 0.32% 0.27% 0.38% �0.09 0.07 0.01
(2.32) (1.98) (2.73) (�2.93) (1.44) (0.16)

3 0.01% 0.11% 0.28% 0.45% 0.48% 0.47% 0.42% 0.34% 0.09 0.29 0.18
(3.28) (2.91) (2.43) (2.95) (6.01) (3.92)

4 0.24% 0.26% 0.24% 0.32% 0.58% 0.34% 0.28% 0.17% 0.15 0.36 0.12
(2.17) (1.78) (1.13) (4.57) (7.16) (2.37)

High 0.62% 0.51% 0.29% 0.48% 0.71% 0.09% �0.00% 0.20% 0.01 �0.10 �0.54
(0.48) (�0.01) (1.07) (0.31) (�1.65) (�8.79)

Value strategies Combined strategy
Mean 0.48% 0.33% 0.04% �0.07% 0.06% 0.57% 0.51% 0.66% �0.12 �0.11 0.03

(2.61) (2.04) (0.27) (�0.50) (0.45) (3.55) (3.17) (4.09) (�3.10) (�1.94) (0.64)
Geomean 0.40% 0.26% �0.02% �0.12% 0.02%

(2.14) (1.65) (�0.11) (�0.85) (0.12)
↵ 0.14% �0.11% �0.44% �0.50% �0.33%

(0.85) (�0.78) (�3.31) (�3.57) (�2.41)
�MKT �0.12 0.00 0.05 0.06 0.08

(�3.28) (0.14) (1.76) (1.91) (2.51)
�SMB �0.00 0.05 0.11 0.28 0.07

(�0.01) (0.93) (2.40) (5.80) (1.50)
�HML 0.57 0.57 0.57 0.17 �0.01

(10.34) (11.92) (12.87) (3.59) (�0.13)
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Table 18: Double Sort on BE/ME and GPSGA/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually at the end of
June and cover the whole sample from June 1980 to December 2021. The percentage values are percent per
month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-
factor model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies
are the high-minus-low profitability (GPSGA/A) portfolios, and the combined strategy is the high-high
portfolio minus the low-low portfolio (column description of the profitability strategies applies). Table A.27
shows results for the subperiods before and after December 2010.

GPSGA/A Profitability strategies
BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.11% 0.15% 0.49% 0.31% 0.58% 0.46% 0.40% 0.54% �0.05 �0.37 �0.05
(2.98) (2.61) (3.63) (�1.41) (�7.17) (�0.95)

2 �0.15% 0.26% 0.19% 0.43% 0.53% 0.68% 0.63% 0.74% �0.01 �0.15 �0.14
(4.59) (4.27) (4.91) (�0.43) (�2.94) (�2.85)

3 �0.03% 0.18% 0.22% 0.34% 0.41% 0.44% 0.39% 0.48% �0.01 �0.08 �0.07
(2.90) (2.55) (3.07) (�0.42) (�1.55) (�1.44)

4 0.05% 0.34% 0.10% 0.21% 0.34% 0.28% 0.20% 0.21% 0.10 �0.19 0.07
(1.60) (1.14) (1.19) (2.56) (�3.16) (1.21)

High 0.45% 0.50% 0.45% 0.44% 0.64% 0.18% 0.07% 0.44% �0.17 �0.43 �0.49
(0.87) (0.32) (2.27) (�3.75) (�6.47) (�7.48)

Value strategies Combined strategy
Mean 0.34% 0.35% �0.04% 0.13% 0.06% 0.52% 0.46% 0.54% 0.00 �0.28 0.06

(1.76) (1.91) (�0.25) (0.85) (0.44) (3.30) (2.94) (3.44) (0.04) (�5.28) (1.15)
Geomean 0.25% 0.27% �0.11% 0.07% 0.01%

(1.34) (1.54) (�0.66) (0.47) (0.09)
↵ �0.23% �0.30% �0.58% �0.40% �0.33%

(�1.27) (�1.80) (�3.79) (�2.65) (�2.38)
�MKT 0.17 0.26 0.13 0.19 0.05

(4.17) (6.90) (3.73) (5.40) (1.68)
�SMB 0.15 0.36 0.29 0.05 0.09

(2.47) (6.28) (5.53) (0.92) (1.86)
�HML 0.54 0.51 0.45 0.35 0.10

(8.95) (9.18) (8.90) (6.98) (2.18)

Table 19: Double Sort on BE/ME and GPSGAI/BE

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually at the end of
June and cover the whole sample from June 1980 to December 2021. The percentage values are percent per
month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-
factor model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies
are the high-minus-low profitability (GPSGAI/BE) portfolios, and the combined strategy is the high-high
portfolio minus the low-low portfolio (column description of the profitability strategies applies). Table A.28
shows results for the subperiods before and after December 2010.

GPSGAI/BE Profitability strategies
BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.08% 0.18% 0.37% 0.47% 0.44% 0.52% 0.46% 0.52% �0.03 �0.27 0.28
(3.18) (2.79) (3.33) (�0.89) (�5.10) (5.50)

2 �0.10% 0.18% 0.31% 0.22% 0.52% 0.63% 0.58% 0.66% �0.01 �0.19 �0.02
(4.46) (4.12) (4.67) (�0.40) (�3.95) (�0.50)

3 0.12% 0.21% 0.16% 0.35% 0.50% 0.38% 0.33% 0.35% 0.04 �0.11 0.08
(2.73) (2.41) (2.49) (1.10) (�2.33) (1.69)

4 �0.08% 0.30% 0.18% 0.24% 0.38% 0.45% 0.38% 0.43% 0.06 �0.23 0.03
(2.71) (2.28) (2.53) (1.54) (�3.94) (0.55)

High 0.28% 0.30% 0.65% 0.33% 0.76% 0.48% 0.27% 0.49% �0.01 �0.12 0.06
(1.72) (0.88) (1.72) (�0.22) (�1.23) (0.68)

Value strategies Combined strategy
Mean 0.36% 0.11% 0.28% �0.14% 0.32% 0.84% 0.69% 0.55% 0.15 0.16 0.82

(1.41) (0.48) (1.65) (�0.82) (1.18) (3.20) (2.87) (2.26) (2.73) (1.95) (10.16)
Geomean 0.21% �0.02% 0.21% �0.22% 0.16%

(0.87) (�0.09) (1.23) (�1.25) (0.66)
↵ �0.26% �0.47% �0.24% �0.65% �0.29%

(�1.11) (�2.09) (�1.52) (�4.01) (�1.13)
�MKT 0.17 0.11 0.10 0.07 0.19

(3.11) (2.21) (2.74) (1.80) (3.17)
�SMB 0.29 0.38 0.34 0.36 0.44

(3.49) (5.02) (6.19) (6.50) (4.94)
�HML 0.75 0.71 0.50 0.51 0.53

(9.47) (9.53) (9.41) (9.42) (6.20)
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V-C Value as GPSGA/ME

The motivation for using GPSGA/ME as a measure for value is laid out at the beginning of
Section V. When comparing the results of this subsection with the ones from the previous,
one has to keep in mind that the sample of stocks is different due to the negative book
equity stocks not being considered in the previous section. However, the value, profitability,
and combined strategies are long and short and therefore rely on their ability to separate
the stocks, i.e., are more or less independent of the average return of the stock sample.
The value strategies based on GPSGA/ME perform significantly better on average than
the ones based on BE/ME, both before and even more so after 2010. While the difference
between cheaper and more expensive stocks is almost inexistent among the most profitable
companies, it is the largest among the least profitable ones.
The combined strategies profit significantly from measuring value with GPSGA/ME in-
stead of BE/ME, especially the combinations with GP/A (1.06% p.m. vs. 0.57% p.m.) and
GPSGA/A (1.08% p.m. vs. 0.52% p.m.). The combination with GPSGAI/BE does not
profit so much over the whole sample (0.89% p.m. vs. 0.84% p.m.), but it is significant
in the sample after 2010 (0.74% p.m. vs. 0.32% p.m., see Table A.31 in the appendix).
Furthermore, the relatively good performance of the high BE/ME and high GPSGAI/BE
portfolio in Table 19 (0.76% p.m.) should be put into perspective by also considering the
portfolios 4 in either direction, i.e., 0.33% p.m. to the left (lower GPSGAI/BE) and 0.38%
p.m. above (lower BE/ME). Comparing this with deviations in the high GPSGA/ME and
high GPSGAI/BE portfolio in Table 22 shows that the performance drop is much less sub-
stantial (from 0.68% p.m. to 0.55% p.m. or 0.50% p.m.).
The asymmetry described in the previous double sorts with size and value as BE/ME
about GPSGAI/BE finding the poor future performers and the profitability measures scaled
by total assets finding the strong future performers is less evident in double sorts with
GPSGA/ME. Nevertheless, the low GPSGA/ME and low GPSGAI/BE portfolio has the
worst return with -0.22% p.m. of all portfolios in this paper and could be combined with
the second best portfolio, high GPSGA/ME and high GPSGA/A with a return of 0.95%
over the whole sample, resulting in a long-short portfolio with an average return of 1.17%
p.m. A combination with the best-performing portfolio of this paper, the small firm and
high GP/A from Table 14 with 1.00% p.m. would also be possible and have the largest raw
return at 1.22% p.m.; however, its three-factor alpha would undoubtedly be lower due to
the exposure to the SMB factor.
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Table 20: Double Sort on GPSGA/ME and GP/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GP/A. Portfolios are rebalanced annually at the end of
June and cover the whole sample from June 1980 to December 2021. The percentage values are percent per
month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-
factor model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies
the high-minus-low profitability (GP/A) portfolios, and the combined strategy is the high-high portfolio
minus the low-low portfolio (column description of the profitability strategies applies). Table A.29 shows
results for the subperiods before and after December 2010.

GP/A Profitability strategies
GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.15% 0.06% 0.22% 0.45% 0.83% 0.99% 0.85% 1.16% �0.08 �0.63 �0.28
(4.26) (3.69) (5.30) (�1.60) (�8.35) (�3.79)

2 0.08% 0.28% 0.50% 0.50% 0.63% 0.55% 0.50% 0.53% 0.10 �0.24 �0.12
(3.74) (3.37) (3.61) (2.88) (�4.74) (�2.55)

3 0.09% 0.28% 0.39% 0.51% 0.67% 0.58% 0.52% 0.65% �0.06 �0.00 �0.11
(3.90) (3.51) (4.27) (�1.67) (�0.07) (�2.26)

4 0.28% 0.26% 0.55% 0.80% 0.81% 0.53% 0.44% 0.78% �0.24 �0.10 �0.32
(2.75) (2.26) (4.16) (�5.62) (�1.58) (�5.10)

High 0.71% 0.59% 0.69% 0.63% 0.90% 0.20% 0.11% 0.14% �0.01 0.26 0.22
(1.08) (0.63) (0.75) (�0.30) (4.27) (3.66)

Value strategies Combined strategy
Mean 0.86% 0.53% 0.47% 0.18% 0.07% 1.06% 0.96% 1.15% �0.15 �0.26 0.24

(4.27) (3.34) (2.67) (0.98) (0.39) (5.25) (4.79) (5.93) (�3.38) (�3.97) (3.76)
Geomean 0.76% 0.47% 0.40% 0.10% �0.01%

(3.76) (2.94) (2.24) (0.52) (�0.08)
↵ 0.69% 0.21% �0.00% �0.32% �0.34%

(3.66) (1.46) (�0.02) (�1.87) (�1.93)
�MKT �0.13 �0.06 0.10 0.06 �0.07

(�3.11) (�1.76) (2.76) (1.52) (�1.66)
�SMB �0.52 �0.26 �0.29 0.12 0.37

(�8.15) (�5.22) (�5.45) (2.07) (6.13)
�HML 0.02 0.32 0.58 0.62 0.51

(0.26) (6.59) (11.11) (11.01) (8.83)

Table 21: Double Sort on GPSGA/ME and GPSGA/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually at the end
of June and cover the whole sample from June 1980 to December 2021. The percentage values are percent per
month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-
factor model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies
are the high-minus-low profitability (GPSGA/A) portfolios, and the combined strategy is the high-high
portfolio minus the low-low portfolio (column description of the profitability strategies applies). Table A.30
shows results for the subperiods before and after December 2010.

GPSGA/A Profitability strategies
GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.13% 0.16% 0.23% 0.25% 0.77% 0.89% 0.75% 1.21% �0.16 �0.95 �0.52
(3.75) (3.06) (6.06) (�3.51) (�13.88) (�7.89)

2 0.15% 0.33% 0.18% 0.44% 0.48% 0.33% 0.27% 0.27% 0.17 �0.28 �0.21
(2.11) (1.71) (1.81) (4.89) (�5.43) (�4.08)

3 0.22% 0.26% 0.44% 0.30% 0.60% 0.39% 0.33% 0.46% �0.01 �0.11 �0.26
(2.61) (2.26) (3.09) (�0.30) (�2.11) (�5.25)

4 0.47% 0.47% 0.30% 0.38% 0.64% 0.17% 0.08% 0.34% �0.05 �0.37 �0.48
(0.88) (0.40) (1.85) (�1.22) (�5.93) (�8.02)

High 1.04% 0.45% 0.53% 0.52% 0.95% �0.09% �0.27% 0.16% �0.17 �0.42 �0.45
(�0.34) (�0.97) (0.65) (�2.90) (�4.93) (�5.36)

Value strategies Combined strategy
Mean 1.17% 0.29% 0.30% 0.27% 0.18% 1.08% 0.92% 1.28% �0.22 �0.71 0.17

(4.58) (1.50) (1.72) (1.55) (0.84) (4.28) (3.68) (5.69) (�4.31) (�9.23) (2.24)
Geomean 1.02% 0.20% 0.23% 0.19% 0.07%

(4.14) (1.06) (1.29) (1.12) (0.30)
↵ 0.80% �0.24% �0.12% �0.17% �0.25%

(3.35) (�1.31) (�0.69) (�1.07) (�1.23)
�MKT �0.05 0.14 0.02 �0.02 �0.06

(�0.98) (3.27) (0.43) (�0.61) (�1.27)
�SMB �0.29 0.05 0.09 0.16 0.24

(�3.53) (0.85) (1.53) (2.99) (3.40)
�HML 0.61 0.54 0.39 0.59 0.68

(7.67) (8.77) (6.90) (11.35) (10.11)
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Table 22: Double Sort on GPSGA/ME and GPSGAI/BE

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually at the end
of June and cover the whole sample from June 1980 to December 2021. The percentage values are percent per
month, the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-
factor model alpha. The value strategies are the high-minus-low BE/ME portfolios, profitability strategies
are the high-minus-low profitability (GPSGAI/BE) portfolios, and the combined strategy is the high-high
portfolio minus the low-low portfolio (column description of the profitability strategies applies). Table A.31
shows results for the subperiods before and after December 2010.

GPSGAI/BE Profitability strategies
GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.22% 0.06% 0.05% 0.01% 0.69% 0.90% 0.74% 1.27% �0.27 �0.88 �0.42
(3.58) (2.88) (5.84) (�5.40) (�11.77) (�5.81)

2 0.00% 0.24% 0.12% 0.54% 0.42% 0.42% 0.37% 0.35% 0.19 �0.35 �0.19
(2.99) (2.65) (2.68) (6.33) (�7.75) (�4.27)

3 0.08% 0.01% �0.00% 0.23% 0.51% 0.43% 0.36% 0.57% �0.06 �0.30 �0.33
(2.56) (2.15) (3.52) (�1.68) (�5.48) (�6.19)

4 0.25% 0.18% 0.48% 0.23% 0.50% 0.24% 0.17% 0.37% �0.04 �0.36 �0.30
(1.40) (0.97) (2.16) (�1.01) (�6.20) (�5.30)

High 0.46% 0.59% 0.45% 0.55% 0.68% 0.21% 0.11% 0.26% 0.05 �0.39 �0.22
(1.07) (0.57) (1.32) (1.05) (�5.79) (�3.37)

Value strategies Combined strategy
Mean 0.68% 0.52% 0.41% 0.54% �0.01% 0.89% 0.75% 1.04% �0.16 �0.60 0.15

(3.27) (2.87) (2.54) (2.80) (�0.04) (3.69) (3.13) (4.60) (�2.99) (�7.71) (1.93)
Geomean 0.57% 0.44% 0.34% 0.45% �0.10%

(2.80) (2.47) (2.14) (2.33) (�0.53)
↵ 0.46% 0.10% �0.10% 0.11% �0.55%

(2.33) (0.56) (�0.65) (0.58) (�2.96)
�MKT �0.20 0.02 0.11 �0.00 0.12

(�4.44) (0.41) (3.16) (�0.08) (2.74)
�SMB �0.20 �0.02 0.14 0.11 0.28

(�3.04) (�0.39) (2.72) (1.82) (4.39)
�HML 0.36 0.49 0.45 0.54 0.56

(5.54) (8.39) (8.83) (8.86) (9.00)

V-D Industry Concentration

By far the most popular measure for industry concentration is the Herfindahl–Hirschman
Index (HHI), named after Orris C. Herfindahl and Albert O. Hirschman.11 It is simply the
sum of the squares of each firm’s market share (MS):

HHI =
NX

i=1

(MS)2. (8)

While the formula is simple, computing it in practice has its obstacles. Since data on pri-
vately held firms is generally not available, one often has the bias of only observing publicly
traded companies. While the U.S. census now also publishes a HHI based on their economic
survey, it has the drawback of only being conducted every five years and having a limited
history. Apart from this issue, there is the problem of how to separate the companies into
different industries, which was already discussed before.

Since the evidence on industry concentration is mixed, I only put part of the results in
this paper. Table 23 shows the portfolios first sorted on the HHI based on the Fama-French
49 industries and then GPSGA/A (Tables A.32 and A.33 in the appendix show the same
for GP/A and GPSGAI/BE). Theory would suggest that firms in industries with larger
concentration could extract extra wealth from their market power, while those in industries

11Hirschman mentions the sum of the squares of each market participant’s share as a measure of industry
concentration in 1945, and Herfindahl in 1950 in his dissertation, apparently unaware of Hirschman’s work.
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Table 23: Double Sort on HHI (Fama-French 49 Industries) and GPSGA/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
the HHI of the Fama-French 49 industries, then within the quintiles based on GPSGA/A. Portfolios are
rebalanced annually at the end of June and cover the whole sample from June 1980 to December 2021.
The percentage values are percent per month, the values in brackets are the corresponding t-test values,
and ↵ stands for the Fama-French three-factor model alpha. The industry concentration strategies are the
high concentration minus low concentration portfolios, profitability strategies the high-minus-low GPSGA/A
portfolios, and the combined strategy is the high-high portfolio minus the low-low portfolio (column descrip-
tion of the profitability strategies applies). Tables A.32 and A.33 in the appendix show the same for GP/A
and GPSGAI/BE, and Table A.34 in the appendix for the sorts on the TNIC HHI from Hoberg and Phillips
(2016).

GPSGA/A Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.18% 0.49% 0.58% 0.42% 0.91% 0.73% 0.63% 0.74% 0.06 �0.44 �0.10
(3.64) (3.15) (3.79) (1.43) (�6.60) (�1.52)

2 0.25% 0.51% 0.68% 0.48% 0.69% 0.45% 0.36% 0.61% �0.07 �0.29 �0.46
(2.47) (2.00) (3.58) (�1.74) (�4.95) (�8.07)

3 0.32% 0.33% 0.47% 0.52% 0.54% 0.22% 0.15% 0.38% �0.11 �0.43 �0.18
(1.28) (0.83) (2.29) (�2.89) (�7.52) (�3.24)

4 0.15% 0.15% 0.23% 0.48% 0.55% 0.40% 0.29% 0.60% �0.12 �0.56 �0.31
(1.98) (1.45) (3.23) (�2.83) (�8.81) (�5.04)

High 0.16% 0.53% 0.50% 0.57% 0.90% 0.74% 0.62% 1.04% �0.22 �0.41 �0.47
(3.38) (2.80) (5.02) (�4.67) (�5.83) (�6.79)

Industry concentration strategies Combined strategy
Mean �0.02% 0.04% �0.09% 0.15% �0.01% 0.72% 0.59% 0.88% �0.09 �0.55 �0.18

(�0.11) (0.27) (�0.52) (0.98) (�0.05) (3.18) (2.58) (4.04) (�1.90) (�7.38) (�2.48)
Geomean �0.13% �0.02% �0.16% 0.09% �0.10%

(�0.62) (�0.13) (�0.94) (0.57) (�0.51)
↵ �0.48% �0.41% �0.39% �0.07% �0.19%

(�2.39) (�2.54) (�2.25) (�0.49) (�1.02)
�MKT 0.13 0.18 �0.01 �0.08 �0.16

(2.80) (4.80) (�0.13) (�2.42) (�3.64)
�SMB �0.13 �0.13 �0.27 �0.26 �0.10

(�1.94) (�2.40) (�4.68) (�5.10) (�1.64)
�HML 0.28 0.08 0.02 �0.04 �0.09

(4.17) (1.45) (0.40) (�0.82) (�1.40)

with low concentration would suffer from the high competition. However, the empirical
evidence is ambiguous, as the industry concentration strategies in Table 23 show. Although
their returns have a stronger tendency towards being positive when using the TNIC HHI
(Hoberg and Phillips, 2016) (results in Table A.34 in the appendix), they remain almost
always below statistical significance. In undisclosed results, I confirm that this is also the
case for the Fama-French 12, 17, and 30 industries, as well as the first-level SIC industries.12

However, profitability separates poor from strong future performers within all industry con-
centrations, i.e., its value as a predictor is independent of industry concentration. One may
find patterns like the fact that the high industry concentration and high profitability port-
folio generally performs really well; however, this is almost entirely due to the profitability
effect rather than the industry concentration. Hence, industry concentration may be a weak
predictor for future stock performance, but I recommend combining profitability strategies
with a value measured like GPSGA/ME or GPSGAI/ME instead of industry concentration.

12Note that the lower the number of industries gets, the more likely it becomes that sorting into quintiles
is no longer possible, and one may have to switch to sorting into terciles.
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VI Conclusion

This paper makes multiple contributions to the literature on profitability. First, I show that
the predictive power of the trend in profitability described in Akbas et al. (2017) primarily
stems from the time period 2000 to 2006, and it has been inexistent or in the opposite
direction since at least 2010. The portfolio returns based on profitability’s trend measures
are below statistical significance over the investigated 40.5 years between June 1980 and De-
cember 2021. Second, I show that the level of most of the considered profitability measures
remains a strong predictor for future returns. The empirical evidence suggests that gross
profits (Novy-Marx, 2013) and gross profits minus SG&A (Ball et al., 2015), both scaled
by total assets (GP/A and GPSGA/A), as well as gross profits minus SG&A and minus
interest payments scaled by book equity (GPSGAI/BE, Fama and French (2015)) are the
strongest predictors. Cleaning Compustat’s SG&A variable by re-adding R&D expenses not
only improves the predictive power of GPSGA/A (as pointed out by (Ball et al., 2015)), it
also improves the Fama-French measure GPSGAI/BE.
While Ball et al. (2015) try to establish that their profitability measure (GPSGA/A) is a
better predictor than Novy-Marx (2013)’s GP/A, I show that both contain common infor-
mation due to their close relationship, but that they also both provide distinct information
related to future returns. Hence, neither one makes the other obsolete. The empirical evi-
dence suggests that GP/A and GPSGA/A are the best measures for finding strong future
performers (GP/A among small stocks and GPSGA/A among larger stocks), and GPS-
GAI/BE excels at finding poor future performers.
Another contribution of this paper is to show that difference between a firm’s profitability
and its industry’s mean was a good predictor till around 2000, but it yields mixed results
afterward and lags the absolute level of profitability. Industry concentration is at most
marginally relevant; however, profitability measures separate weak and strong future per-
formers independently of it.
Furthermore, I raise doubt about the usefulness of the book-to-market (BE/ME) ratio as
a measure of value and show that an alternative, namely GPSGA-to-market equity, yields
value-weighted portfolios with stronger performance before 2010, but especially afterward.
I use this alternative value measure in double sorts with profitability and show that it also
significantly improves the value-profitability combination compared to BE/ME. The result-
ing long-short strategies of double quintile sorts have returns of around 1% per month over
the whole sample period, which is very impressive considering the annual portfolio rebalanc-
ing and the fact that Fama-French three-factor model alphas are even higher. Hence, this
paper advises buying stocks with a solid wealth-generating technology for the firm (high
GP/A or GPSGA/A) or the shareholders (high GPSGAI/BE) at a low price (low GP/ME,
GPSGA/ME, or GPSGAI/ME).
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Appendix Essay 3

Table A.1: Complete Fama-MacBeth Regression Results - Level

This table shows the complete Fama-MacBeth regression results for the level of profitability, where all
measures are based on the previous four quarters. The first part covers the whole sample (June 1980 to
December 2021), and the second and third the time period before and after December 2010. The control
variables include value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s return,
and momentum as the past twelve months’ return, skipping the most recent month. All coefficients are in
percent, and the values in brackets are the corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

E
A

June 1980 to December 2021

Profitability level 1.15 2.65 1.73 1.02 0.72 0.32 1.11
(7.66) (9.06) (5.71) (10.32) (6.91) (4.29) (4.20)

Ln
⇣

BE

ME

⌘
0.44 0.37 0.34 0.40 0.35 0.33 0.34
(6.62) (6.22) (6.08) (6.76) (6.36) (5.41) (6.03)

Ln(ME) �0.04 �0.12 �0.11 �0.10 �0.09 �0.08 �0.09
(�1.06) (�3.55) (�3.20) (�2.92) (�2.77) (�2.16) (�2.55)

return�1,0 �4.43 �4.34 �4.35 �4.42 �4.42 �4.35 �4.39
(�11.76) (�11.48) (�11.60) (�11.54) (�11.59) (�11.57) (�11.74)

return�12,�1 0.47 0.47 0.49 0.51 0.52 0.47 0.46
(3.44) (3.46) (3.61) (3.59) (3.69) (3.50) (3.44)

Intercept 1.03 1.51 1.56 1.51 1.53 1.53 1.60
(2.73) (4.47) (4.77) (4.47) (4.63) (4.64) (4.98)

N (in million) 1.50 1.25 1.25 1.00 1.00 1.54 1.54

June 1980 to December 2010

Profitability level 1.20 2.73 1.79 1.12 0.80 0.28 1.01
(7.32) (8.40) (4.81) (9.21) (6.05) (2.97) (3.11)

Ln
⇣

BE

ME

⌘
0.55 0.49 0.47 0.49 0.46 0.45 0.47
(6.83) (6.86) (7.14) (7.09) (7.12) (6.25) (6.89)

Ln(ME) �0.09 �0.16 �0.14 �0.15 �0.14 �0.11 �0.12
(�1.79) (�3.76) (�3.40) (�3.37) (�3.19) (�2.61) (�2.88)

return�1,0 �5.56 �5.47 �5.49 �5.62 �5.62 �5.45 �5.51
(�13.23) (�13.12) (�13.40) (�13.68) (�13.81) (�13.07) (�13.36)

return�12,�1 0.48 0.47 0.49 0.51 0.52 0.50 0.48
(2.87) (2.84) (2.99) (2.98) (3.10) (3.02) (2.98)

Intercept 1.38 1.83 1.86 1.85 1.86 1.86 1.89
(3.19) (4.61) (4.83) (4.77) (4.89) (4.85) (5.06)

N (in million) 1.18 0.97 0.97 0.76 0.76 1.22 1.22

January 2011 to December 2021

Profitability level 1.06 2.52 1.72 0.67 0.52 0.43 1.42
(3.13) (3.94) (3.35) (4.55) (3.45) (3.76) (3.34)

Ln
⇣

BE

ME

⌘
0.13 0.04 �0.03 0.13 0.05 �0.01 �0.01
(1.21) (0.39) (�0.31) (1.22) (0.52) (�0.12) (�0.10)

Ln(ME) 0.08 �0.02 �0.02 0.02 0.02 0.03 0.00
(1.18) (�0.33) (�0.39) (0.37) (0.29) (0.45) (0.07)

return�1,0 �1.22 �1.14 �1.10 �1.02 �1.03 �1.21 �1.21
(�1.62) (�1.47) (�1.41) (�1.23) (�1.24) (�1.59) (�1.58)

return�12,�1 0.44 0.47 0.48 0.51 0.51 0.40 0.39
(1.95) (2.02) (2.03) (2.03) (2.00) (1.79) (1.72)

Intercept 0.09 0.65 0.77 0.55 0.61 0.62 0.81
(0.11) (1.01) (1.24) (0.781) (0.92) (0.95) (1.30)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32 0.32
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Table A.2: Fama-MacBeth Regression Results - Level (Excluding Micro-Caps)

This table shows the results of the Fama-MacBeth regressions for the level of profitability, where all measures
are based on the previous four quarters. The first part covers the whole sample (June 1980 to December
2021), the second and third the time period before and after December 2010. The control variables include
value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s return, and momentum as the
past twelve months’ return, skipping the most recent month. All coefficients are in percent, and the values
in brackets are the corresponding t-test values. The sample excludes micro-caps which are defined as stocks
with a market capitalization below the 20th percentile of the NYSE market capitalization distribution.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

E
A

June 1980 to December 2021

Profitability level 0.90 2.56 1.79 0.88 0.68 0.52 1.81
(4.87) (6.22) (3.84) (5.60) (3.89) (3.43) (3.98)

Ln
⇣

BE

ME

⌘
0.26 0.29 0.22 0.31 0.25 0.15 0.17
(3.20) (3.80) (2.83) (3.79) (3.16) (1.98) (2.25)

Ln(ME) �0.02 �0.03 �0.03 �0.02 �0.02 �0.03 �0.04
(�0.45) (�0.67) (�0.77) (�0.47) (�0.45) (�0.76) (�1.03)

return�1,0 �1.68 �1.65 �1.65 �1.83 �1.83 �1.62 �1.61
(�3.42) (�3.30) (�3.35) (�3.64) (�3.69) (�3.28) (�3.29)

return�12,�1 0.49 0.53 0.51 0.49 0.47 0.46 0.47
(2.84) (3.01) (2.98) (2.73) (2.67) (2.70) (2.79)

Intercept 0.95 0.93 1.05 1.06 1.08 1.20 1.25
(2.08) (2.02) (2.29) (2.34) (2.39) (2.75) (2.89)

N (in million) 0.53 0.44 0.44 0.37 0.37 0.55 0.55

June 1980 to December 2010

Profitability level 1.07 3.20 2.42 1.24 1.00 0.75 2.40
(5.17) (6.84) (4.36) (6.08) (4.36) (3.86) (4.41)

Ln
⇣

BE

ME

⌘
0.38 0.45 0.36 0.47 0.40 0.24 0.28
(3.79) (4.68) (3.75) (4.78) (4.16) (2.58) (2.89)

Ln(ME) �0.03 �0.04 �0.04 �0.03 �0.03 �0.05 �0.06
(�0.60) (�0.73) (�0.88) (�0.63) (�0.62) (�0.97) (�1.14)

return�1,0 �2.08 �2.24 �2.23 �2.44 �2.44 �2.01 �2.01
(�3.67) (�3.88) (�3.94) (�4.26) (�4.31) (�3.56) (�3.58)

return�12,�1 0.51 0.58 0.57 0.55 0.53 0.50 0.50
(2.42) (2.70) (2.70) (2.51) (2.48) (2.36) (2.41)

Intercept 1.07 1.05 1.20 1.21 1.24 1.41 1.43
(2.06) (1.93) (2.20) (2.28) (2.36) (2.77) (2.82)

N (in million) 0.39 0.31 0.31 0.25 0.25 0.40 0.40

January 2011 to December 2021

Profitability level 0.44 0.81 0.12 0.02 �0.08 �0.03 0.26
(1.12) (0.96) (0.14) (0.11) (�0.43) (�0.17) (0.31)

Ln
⇣

BE

ME

⌘
�0.07 �0.13 �0.17 �0.14 �0.17 �0.10 �0.11
(�0.58) (�1.19) (�1.51) (�1.01) (�1.28) (�0.95) (�1.03)

Ln(ME) 0.01 0.00 0.01 0.01 0.01 0.02 0.00
(0.17) (0.02) (0.09) (0.18) (0.20) (0.23) (0.01)

return�1,0 �0.59 �0.01 �0.04 �0.11 �0.12 �0.53 �0.51
(�0.59) (�0.01) (�0.04) (�0.10) (�0.12) (�0.53) (�0.51)

return�12,�1 0.42 0.38 0.36 0.30 0.29 0.36 0.39
(1.52) (1.31) (1.24) (1.01) (0.96) (1.28) (1.43)

Intercept 0.63 0.61 0.65 0.63 0.63 0.66 0.79
(0.66) (0.69) (0.75) (0.71) (0.71) (0.77) (0.92)

N (in million) 0.15 0.13 0.13 0.12 0.12 0.15 0.15
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Table A.3: Complete Fama-MacBeth Regression Results - AJK Trend

This table shows the complete Fama-MacBeth regression results for the trend in profitability, where the
trend is measured as the coefficient of a two-year regression with quarterly dummies. The first part covers
the whole sample (June 1980 to December 2021), and the second and third the time period before and
after December 2010. The AJK trend is a two-year regression with quarterly dummy variables, and the
2yr regression is without dummies. The control variables include value as Ln(BE/ME), size as Ln(ME),
short-term reversal as the past month’s return, and momentum as the past twelve months’ return, skipping
the most recent month. All coefficients are in percent, and the values in brackets are the corresponding t-test
values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

AJK trend 11.38 10.17 10.17 1.11 9.02 2.10
(3.61) (5.45) (2.13) (2.92) (4.81) (1.73)

Ln
⇣

BE

ME

⌘
0.36 0.37 0.36 0.38 0.37 0.37
(5.49) (6.08) (5.94) (6.05) (5.87) (5.47)

Ln(ME) �0.04 �0.04 �0.04 �0.04 �0.05 �0.05
(�0.97) (�0.92) (�1.08) (�1.03) (�1.21) (�1.19)

return�1,0 �4.33 �4.24 �4.26 �4.49 �4.50 �4.36
(�11.27) (�10.87) (�10.95) (�11.17) (�11.24) (�11.29)

return�12,�1 0.42 0.46 0.47 0.53 0.47 0.44
(3.03) (3.22) (3.31) (3.53) (3.17) (3.16)

Intercept 1.41 1.43 1.46 1.42 1.48 1.45
(3.95) (4.12) (4.23) (4.20) (4.39) (4.13)

N (in million) 1.30 1.10 1.07 0.78 0.76 1.26

June 1980 to December 2010

AJK trend 20.06 15.71 16.06 1.69 11.45 2.77
(5.56) (7.83) (3.04) (3.74) (5.27) (1.84)

Ln
⇣

BE

ME

⌘
0.45 0.49 0.48 0.52 0.50 0.46
(5.59) (6.66) (6.53) (6.95) (6.71) (5.72)

Ln(ME) �0.08 �0.07 �0.07 �0.06 �0.07 �0.09
(�1.67) (�1.34) (�1.48) (�1.30) (�1.48) (�1.77)

return�1,0 �5.50 �5.45 �5.48 �5.76 �5.78 �5.51
(�12.87) (�12.73) (�12.85) (�13.41) (�13.52) (�12.88)

return�12,�1 0.42 0.45 0.46 0.56 0.48 0.44
(2.45) (2.59) (2.69) (3.14) (2.70) (2.68)

Intercept 1.80 1.75 1.78 1.68 1.75 1.79
(4.40) (4.34) (4.43) (4.30) (4.49) (4.43)

N (in million) 1.00 0.84 0.81 0.59 0.57 0.99

January 2011 to December 2021

AJK trend �11.98 �6.32 �6.00 �0.61 2.58 0.25
(�2.01) (�1.54) (�0.58) (�0.90) (0.72) (0.13)

Ln
⇣

BE

ME

⌘
0.11 0.04 0.03 0.01 0.01 0.09
(1.04) (0.38) (0.31) (0.05) (0.09) (0.84)

Ln(ME) 0.08 0.04 0.04 0.02 0.02 0.06
(1.13) (0.66) (0.58) (0.33) (0.31) (0.86)

return�1,0 �1.01 �0.81 �0.81 �0.89 �0.89 �1.11
(�1.31) (�1.01) (�1.01) (�1.03) (�1.02) (�1.42)

return�12,�1 0.44 0.50 0.49 0.45 0.45 0.41
(1.87) (2.01) (2.01) (1.59) (1.62) (1.68)

Intercept 0.35 0.56 0.60 0.70 0.71 0.52
(0.49) (0.82) (0.89) (1.05) (1.08) (0.74)

N (in million) 0.30 0.25 0.25 0.19 0.19 0.27
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Table A.4: Complete Fama-MacBeth Regression Results - 2yr Regression Trend

This table shows the complete Fama-MacBeth regression results for the trend in profitability, where the
trend is measured as the coefficient of a two-year regression without quarterly dummies. The first part
covers the whole sample (June 1980 to December 2021), and the second and third the time period before
and after December 2010. The AJK trend is a two-year regression with quarterly dummy variables, and
the 2yr regression is without dummies. The control variables include value as Ln(BE/ME), size as Ln(ME),
short-term reversal as the past month’s return, and momentum as the past twelve months’ return, skipping
the most recent month. All coefficients are in percent, and the values in brackets are the corresponding t-test
values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

2yr regression trend 16.89 12.54 17.70 1.42 11.22 3.77
(5.27) (6.72) (3.64) (3.56) (5.79) (2.67)

Ln
⇣

BE

ME

⌘
0.36 0.37 0.36 0.39 0.36 0.36
(5.51) (6.12) (5.98) (6.10) (5.82) (5.41)

Ln(ME) �0.04 �0.04 �0.04 �0.04 �0.05 �0.05
(�0.95) (�0.89) (�1.07) (�1.00) (�1.25) (�1.24)

return�1,0 �4.33 �4.24 �4.26 �4.50 �4.50 �4.36
(�11.29) (�10.88) (�10.96) (�11.18) (�11.24) (�11.29)

return�12,�1 0.41 0.45 0.45 0.53 0.46 0.43
(2.94) (3.17) (3.17) (3.53) (3.09) (3.10)

Intercept 1.41 1.43 1.47 1.42 1.48 1.46
(3.95) (4.12) (4.24) (4.19) (4.41) (4.17)

N (in million) 1.30 1.10 1.07 0.78 0.76 1.26

June 1980 to December 2010

2yr regression trend 26.71 18.45 25.71 2.08 15.01 5.15
(7.32) (9.22) (4.79) (4.37) (6.76) (2.94)

Ln
⇣

BE

ME

⌘
0.45 0.49 0.48 0.52 0.49 0.46
(5.62) (6.69) (6.57) (7.00) (6.63) (5.65)

Ln(ME) �0.08 �0.06 �0.07 �0.06 �0.07 �0.09
(�1.66) (�1.32) (�1.47) (�1.27) (�1.53) (�1.83)

return�1,0 �5.51 �5.46 �5.49 �5.77 �5.79 �5.51
(�12.89) (�12.74) (�12.86) (�13.42) (�13.53) (�12.88)

return�12,�1 0.40 0.44 0.44 0.55 0.46 0.43
(2.37) (2.54) (2.54) (3.14) (2.60) (2.62)

Intercept 1.80 1.75 1.79 1.68 1.77 1.81
(4.40) (4.34) (4.44) (4.28) (4.53) (4.48)

N (in million) 1.00 0.84 0.81 0.59 0.57 0.99

January 2011 to December 2021

2yr regression trend �9.84 �4.93 �4.55 �0.49 1.10 �0.01
(�1.63) (�1.21) (�0.43) (�0.69) (0.29) (�0.00)

Ln
⇣

BE

ME

⌘
0.11 0.04 0.03 0.01 0.01 0.09
(1.04) (0.40) (0.32) (0.06) (0.13) (0.85)

Ln(ME) 0.08 0.04 0.04 0.02 0.02 0.06
(1.13) (0.68) (0.59) (0.34) (0.33) (0.86)

return�1,0 �1.00 �0.81 �0.80 �0.90 �0.88 �1.12
(�1.30) (�1.01) (�1.00) (�1.03) (�1.01) (�1.42)

return�12,�1 0.44 0.50 0.48 0.45 0.46 0.41
(1.85) (2.00) (1.97) (1.59) (1.66) (1.69)

Intercept 0.35 0.56 0.59 0.69 0.70 0.52
(0.49) (0.82) (0.88) (1.04) (1.06) (0.74)

N (in million) 0.30 0.25 0.25 0.19 0.19 0.27
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Table A.5: Fama-MacBeth Regression Results - Delta to Industry Mean

This table shows the results of the Fama-MacBeth regressions of the delta between a firm’s profitability and
the industry mean, where the industries are defined as the Fama-French 12, 17, 30, or 49 industries, the first
level SIC codes or the weighted mean according to the Hoberg and Phillips (2010) similarity scores from
Text-based Network Industrial Classification (TNIC). The first two parts cover the entire sample period
(June 1980/1988 to December 2021), the next two parts cover the early (June 1980/1988 to December 2010),
and the remaining parts cover the later sample period (January 2011 to December 2021). All coefficients
are in percent, and the values in brackets are the corresponding t-test values. For readability, the results for
the control variables (value as Ln(BE/ME), size as Ln(ME), short-term reversal as past month’s return, and
momentum as past twelve months’ return, skipping the most recent month) are not displayed here but can
be found in Tables A.6, A.7, A.8, A.9, and A.10 in the appendix.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to FF 12 industry mean 1.19 2.56 1.96 0.66 0.54 0.31
(9.13) (9.32) (7.61) (9.79) (8.40) (5.90)

Delta to FF 17 industry mean 1.14 2.59 1.83 0.70 0.52 0.26
(8.38) (9.36) (6.66) (9.19) (7.00) (4.82)

Delta to FF 30 industry mean 1.18 2.54 1.87 0.57 0.43 0.27
(9.06) (9.35) (7.18) (9.24) (7.48) (5.51)

Delta to FF 49 industry mean 1.26 2.51 1.94 0.55 0.44 0.23
(10.34) (9.44) (7.77) (9.26) (8.00) (4.97)

Delta to SIC industry mean 1.13 2.53 1.73 0.68 0.51 0.30
(8.20) (9.03) (5.99) (8.81) (6.34) (5.08)

N (in million) 1.44 - 1.50 1.20 - 1.25 1.20 - 1.25 1.08 - 1.12 0.96 - 1.00 1.48 - 1.54

June 1988 to December 2021

Delta to TNIC industry mean 1.06 1.89 1.37 0.55 0.38 0.11
(8.93) (6.98) (5.19) (7.57) (5.07) (2.40)

N (in million) 1.04 0.86 0.86 0.69 0.69 1.06

June 1980 to December 2010

Delta to FF 12 industry mean 1.30 2.66 2.06 0.75 0.62 0.31
(8.82) (8.54) (6.52) (8.67) (7.21) (4.50)

Delta to FF 17 industry mean 1.21 2.64 1.83 0.84 0.62 0.25
(8.30) (8.42) (5.42) (8.35) (6.22) (3.49)

Delta to FF 30 industry mean 1.30 2.64 1.95 0.68 0.52 0.27
(8.79) (8.44) (6.02) (8.45) (6.61) (4.22)

Delta to FF 49 industry mean 1.38 2.59 2.03 0.68 0.54 0.22
(9.82) (8.44) (6.56) (8.54) (7.18) (3.63)

Delta to SIC industry mean 1.23 2.61 1.74 0.81 0.58 0.27
(8.28) (8.29) (4.90) (8.14) (5.57) (3.60)

N (in million) 1.13 - 1.18 0.93 - 0.97 0.93 - 0.97 0.83 - 0.86 0.73 - 0.76 1.17 - 1.22

June 1988 to December 2010

Delta to TNIC industry mean 1.21 1.83 1.20 0.67 0.45 0.09
(8.53) (5.63) (3.60) (6.64) (4.14) (1.49)

N (in million) 0.78 0.64 0.64 0.50 0.50 0.80

January 2011 to December 2021

Delta to FF 12 industry mean 0.89 2.26 1.72 0.44 0.38 0.32
(3.32) (3.95) (4.09) (4.98) (5.10) (4.69)

Delta to FF 17 industry mean 0.95 2.46 1.90 0.38 0.33 0.24
(3.07) (4.28) (4.18) (4.17) (3.66) (4.65)

Delta to FF 30 industry mean 0.86 2.26 1.69 0.34 0.29 0.28
(3.23) (4.11) (4.17) (4.41) (4.40) (4.51)

Delta to FF 49 industry mean 0.95 2.25 1.69 0.28 0.25 0.25
(3.92) (4.23) (4.45) (4.28) (4.40) (4.45)

Delta to SIC industry mean 0.86 2.33 1.81 0.36 0.33 0.26
(2.77) (3.91) (3.73) (3.52) (3.29) (4.41)

N (in million) 0.31 - 0.32 0.27 0.27 0.25 - 0.26 0.23 0.31 - 0.32

Delta to TNIC industry mean 0.77 2.02 1.73 0.36 0.29 0.16
(3.59) (4.14) (4.15) (3.93) (3.45) (2.22)

N (in million) 0.26 0.22 0.22 0.19 0.19 0.26
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Table A.6: Complete Fama-MacBeth Regression Results - Delta Fama-French 12 Industries

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
measure and the mean profitability of the industry, where the industries are defined as the Fama-French
12 industries. The first part covers the whole sample (June 1980 to December 2021), and the second and
third the time period before and after December 2010. The control variables include value as Ln(BE/ME),
size as Ln(ME), short-term reversal as the past month’s return, and momentum as the past twelve months’
return, skipping the most recent month. All coefficients are in percent, and the values in brackets are the
corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.19 2.56 1.96 0.66 0.54 0.31
(9.13) (9.32) (7.61) (9.79) (8.40) (5.90)

Ln
⇣

BE

ME

⌘
0.44 0.38 0.36 0.42 0.41 0.36
(6.59) (6.40) (6.17) (7.11) (6.92) (5.68)

Ln(ME) �0.05 �0.12 �0.11 �0.07 �0.07 �0.07
(�1.12) (�3.31) (�3.05) (�2.01) (�1.94) (�1.72)

return�1,0 �4.41 �4.33 �4.33 �4.40 �4.39 �4.34
(�11.67) (�11.46) (�11.50) (�11.40) (�11.40) (�11.48)

return�12,�1 0.47 0.48 0.49 0.55 0.55 0.47
(3.45) (3.51) (3.57) (3.84) (3.87) (3.47)

Intercept 1.40 1.73 1.67 1.53 1.49 1.40
(3.90) (5.32) (5.14) (4.51) (4.41) (3.95)

N (in million) 1.50 1.25 1.25 1.00 1.00 1.54

June 1980 to December 2010

Delta to industry mean 1.30 2.66 2.06 0.75 0.62 0.31
(8.82) (8.54) (6.52) (8.67) (7.21) (4.50)

Ln
⇣

BE

ME

⌘
0.54 0.50 0.48 0.54 0.52 0.46
(6.76) (6.98) (6.94) (7.54) (7.42) (5.99)

Ln(ME) �0.10 �0.16 �0.15 �0.12 �0.11 �0.12
(�1.92) (�3.65) (�3.43) (�2.60) (�2.52) (�2.46)

return�1,0 �5.55 �5.46 �5.46 �5.60 �5.59 �5.44
(�13.21) (�13.10) (�13.17) (�13.56) (�13.54) (�12.94)

return�12,�1 0.49 0.48 0.49 0.55 0.56 0.49
(2.91) (2.88) (2.94) (3.20) (3.25) (2.96)

Intercept 1.81 2.08 2.01 1.87 1.82 1.80
(4.40) (5.45) (5.33) (4.82) (4.72) (4.43)

N (in million) 1.18 0.97 0.97 0.76 0.76 1.22

January 2011 to December 2021

Delta to industry mean 0.89 2.26 1.72 0.44 0.38 0.32
(3.32) (3.95) (4.09) (4.98) (5.10) (4.69)

Ln
⇣

BE

ME

⌘
0.14 0.06 0.02 0.12 0.09 0.08
(1.28) (0.56) (0.21) (1.13) (0.84) (0.74)

Ln(ME) 0.09 �0.00 0.00 0.04 0.03 0.06
(1.27) (�0.01) (0.02) (0.65) (0.57) (0.98)

return�1,0 �1.17 �1.15 �1.13 �1.00 �1.00 �1.21
(�1.55) (�1.48) (�1.46) (�1.19) (�1.20) (�1.59)

return�12,�1 0.44 0.49 0.48 0.54 0.53 0.42
(1.92) (2.08) (2.07) (2.13) (2.08) (1.86)

Intercept 0.30 0.79 0.74 0.60 0.60 0.33
(0.41) (1.27) (1.18) (0.88) (0.87) (0.46)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32
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Table A.7: Complete Fama-MacBeth Regression Results - Delta Fama-French 17 Industries

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
measure and the mean profitability of the industry, where the industries are defined as the Fama-French
17 industries. The first part covers the whole sample (June 1980 to December 2021), and the second and
third the time period before and after December 2010. The control variables include value as Ln(BE/ME),
size as Ln(ME), short-term reversal as the past month’s return, and momentum as the past twelve months’
return, skipping the most recent month. All coefficients are in percent, and the values in brackets are the
corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.14 2.59 1.83 0.70 0.52 0.26
(8.38) (9.36) (6.66) (9.19) (7.00) (4.82)

Ln
⇣

BE

ME

⌘
0.42 0.37 0.35 0.40 0.38 0.36
(6.37) (6.22) (6.02) (6.56) (6.59) (5.68)

Ln(ME) �0.05 �0.12 �0.11 �0.08 �0.08 �0.07
(�1.30) (�3.47) (�3.17) (�2.24) (�2.11) (�1.79)

return�1,0 �4.38 �4.30 �4.31 �4.37 �4.37 �4.31
(�11.56) (�11.32) (�11.40) (�11.33) (�11.35) (�11.36)

return�12,�1 0.47 0.48 0.49 0.54 0.55 0.48
(3.44) (3.46) (3.57) (3.80) (3.86) (3.54)

Intercept 1.45 1.77 1.70 1.65 1.51 1.44
(4.04) (5.46) (5.27) (4.62) (4.51) (4.08)

N (in million) 1.46 1.22 1.22 0.97 0.97 1.50

June 1980 to December 2010

Delta to industry mean 1.21 2.64 1.83 0.84 0.62 0.25
(8.30) (8.42) (5.42) (8.35) (6.22) (3.49)

Ln
⇣

BE

ME

⌘
0.53 0.50 0.48 0.52 0.50 0.47
(6.62) (6.91) (7.02) (7.32) (7.29) (6.10)

Ln(ME) �0.10 �0.16 �0.14 �0.13 �0.12 �0.11
(�2.03) (�3.68) (�3.35) (�2.81) (�2.66) (�2.46)

return�1,0 �5.53 �5.44 �5.45 �5.59 �5.58 �5.41
(�13.12) (�12.97) (�13.12) (�13.52) (�13.54) (�12.81)

return�12,�1 0.49 0.48 0.49 0.54 0.55 0.50
(2.91) (2.85) (2.97) (3.15) (3.23) (3.01)

Intercept 1.85 2.10 2.01 1.91 1.85 1.83
(4.50) (5.52) (5.36) (4.96) (4.84) (4.53)

N (in million) 1.15 0.95 0.95 0.74 0.74 1.19

January 2011 to December 2021

Delta to industry mean 0.95 2.46 1.90 0.38 0.33 0.24
(3.07) (4.28) (4.18) (4.17) (3.66) (4.65)

Ln
⇣

BE

ME

⌘
0.11 0.03 �0.02 0.08 0.05 0.08
(1.06) (0.29) (�0.23) (0.80) (0.51) (0.73)

Ln(ME) 0.07 �0.02 �0.02 0.03 0.03 0.06
(1.13) (�0.33) (�0.42) (0.56) (0.52) (0.96)

return�1,0 �1.13 �1.08 �1.07 �0.93 �0.95 �1.16
(�1.48) (�1.39) (�1.37) (�1.11) (�1.13) (�1.52)

return�12,�1 0.43 0.48 0.47 0.53 0.53 0.44
(1.90) (2.01) (1.99) (2.11) (2.09) (1.92)

Intercept 0.36 0.87 0.85 0.58 0.57 0.34
(0.49) (1.41) (1.36) (0.85) (0.85) (0.47)

N (in million) 0.31 0.27 0.27 0.23 0.23 0.31
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Table A.8: Complete Fama-MacBeth Regression Results - Delta Fama-French 30 Industries

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
measure and the mean profitability of the industry, where the industries are defined as the Fama-French
30 industries. The first part covers the whole sample (June 1980 to December 2021), and the second and
third the time period before and after December 2010. The control variables include value as Ln(BE/ME),
size as Ln(ME), short-term reversal as the past month’s return, and momentum as the past twelve months’
return, skipping the most recent month. All coefficients are in percent, and the values in brackets are the
corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.18 2.54 1.87 0.57 0.43 0.27
(9.06) (9.35) (7.18) (9.24) (7.48) (5.51)

Ln
⇣

BE

ME

⌘
0.43 0.38 0.36 0.41 0.40 0.36
(6.42) (6.28) (6.09) (6.83) (6.68) (5.62)

Ln(ME) �0.05 �0.11 �0.10 �0.07 �0.07 �0.06
(�1.15) (�3.27) (�2.95) (�1.88) (�1.77) (�1.65)

return�1,0 �4.38 �4.31 �4.32 �4.36 �4.36 �4.30
(�11.54) (�11.31) (�11.37) (�11.21) (�11.22) (�11.29)

return�12,�1 0.47 0.48 0.49 0.56 0.57 0.48
(3.44) (3.47) (3.55) (3.93) (3.98) (3.51)

Intercept 1.41 1.73 1.65 1.50 1.46 1.41
(3.92) (5.31) (5.09) (4.41) (4.32) (3.96)

N (in million) 1.44 1.20 1.20 0.96 0.96 1.48

June 1980 to December 2010

Delta to industry mean 1.30 2.64 1.95 0.68 0.52 0.27
(8.79) (8.44) (6.02) (8.45) (6.61) (4.22)

Ln
⇣

BE

ME

⌘
0.54 0.50 0.48 0.53 0.51 0.46
(6.58) (6.85) (6.86) (7.32) (7.25) (5.90)

Ln(ME) �0.10 �0.16 �0.14 �0.12 �0.11 �0.11
(�1.97) (�3.62) (�3.34) (�2.51) (�2.38) (�2.43)

return�1,0 �5.53 �5.44 �5.45 �5.56 �5.55 �5.39
(�13.08) (�12.93) (�13.05) (�13.31) (�13.31) (�12.70)

return�12,�1 0.49 0.48 0.49 0.57 0.58 0.50
(2.90) (2.85) (2.93) (3.31) (3.37) (2.98)

Intercept 1.83 2.08 2.00 1.86 1.81 1.82
(4.44) (5.46) (5.31) (4.80) (4.69) (4.49)

N (in million) 1.13 0.93 0.93 0.73 0.73 1.17

January 2011 to December 2021

Delta to industry mean 0.86 2.26 1.69 0.34 0.29 0.28
(3.23) (4.11) (4.17) (4.41) (4.40) (4.51)

Ln
⇣

BE

ME

⌘
0.13 0.05 0.02 0.09 0.07 0.08
(1.24) (0.53) (0.18) (0.90) (0.67) (0.81)

Ln(ME) 0.09 0.00 0.00 0.04 0.04 0.07
(1.29) (0.01) (0.06) (0.71) (0.68) (1.04)

return�1,0 �1.13 �1.10 �1.09 �0.97 �0.98 �1.18
(�1.48) (�1.41) (�1.40) (�1.16) (�1.17) (�1.54)

return�12,�1 0.44 0.48 0.48 0.53 0.53 0.43
(1.92) (2.05) (2.05) (2.09) (2.08) (1.90)

Intercept 0.28 0.77 0.72 0.52 0.51 0.29
(0.38) (1.24) (1.13) (0.75) (0.75) (0.40)

N (in million) 0.31 0.27 0.27 0.23 0.23 0.31
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Table A.9: Complete Fama-MacBeth Regression Results - Delta Fama-French 49 Industries

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
measure and the mean profitability of the industry, where the industries are defined as the Fama-French
49 industries. The first part covers the whole sample (June 1980 to December 2021), and the second and
third the time period before and after December 2010. The control variables include value as Ln(BE/ME),
size as Ln(ME), short-term reversal as the past month’s return, and momentum as the past twelve months’
return, skipping the most recent month. All coefficients are in percent, and the values in brackets are the
corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.26 2.51 1.94 0.55 0.44 0.23
(10.34) (9.44) (7.77) (9.26) (8.00) (4.97)

Ln
⇣

BE

ME

⌘
0.44 0.39 0.37 0.42 0.41 0.38
(6.62) (6.43) (6.21) (7.02) (6.86) (5.85)

Ln(ME) �0.05 �0.11 �0.10 �0.07 �0.07 �0.06
(�1.17) (�3.23) (�2.99) (�1.82) (�1.75) (�1.55)

return�1,0 �4.37 �4.30 �4.30 �4.36 �4.35 �4.28
(�11.56) (�11.35) (�11.38) (�11.30) (�11.28) (�11.30)

return�12,�1 0.47 0.48 0.49 0.56 0.56 0.49
(3.44) (3.50) (3.57) (3.90) (3.95) (3.60)

Intercept 1.43 1.74 1.68 1.50 1.47 1.42
(3.97) (5.32) (5.16) (4.42) (4.34) (3.98)

N (in million) 1.47 1.23 1.23 0.98 0.98 1.51

June 1980 to December 2010

Delta to industry mean 1.38 2.59 2.03 0.68 0.54 0.22
(9.82) (8.44) (6.56) (8.54) (7.18) (3.63)

Ln
⇣

BE

ME

⌘
0.55 0.50 0.49 0.54 0.52 0.48
(6.77) (7.00) (6.93) (7.57) (7.46) (6.07)

Ln(ME) �0.10 �0.16 �0.15 �0.11 �0.11 �0.11
(�1.99) (�3.58) (�3.39) (�2.46) (�2.37) (�2.34)

return�1,0 �5.50 �5.42 �5.42 �5.55 �5.54 �5.37
(�13.09) (�12.98) (�13.04) (�13.44) (�13.39) (�12.70)

return�12,�1 0.49 0.49 0.50 0.57 0.58 0.51
(2.91) (2.90) (2.97) (3.29) (3.35) (3.07)

Intercept 1.85 2.09 2.03 1.86 1.82 1.83
(4.50) (5.48) (5.38) (4.82) (4.73) (4.51)

N (in million) 1.16 0.96 0.96 0.75 0.75 1.19

January 2011 to December 2021

Delta to industry mean 0.95 2.25 1.69 0.28 0.25 0.25
(3.92) (4.23) (4.45) (4.28) (4.40) (4.45)

Ln
⇣

BE

ME

⌘
0.14 0.06 0.03 0.09 0.07 0.10
(1.33) (0.59) (0.31) (0.88) (0.69) (0.92)

Ln(ME) 0.09 0.00 0.01 0.05 0.04 0.07
(1.29) (0.03) (0.10) (0.74) (0.69) (1.08)

return�1,0 �1.15 �1.12 �1.11 �0.97 �1.00 �1.19
(�1.52) (�1.44) (�1.43) (�1.18) (�1.19) (�1.56)

return�12,�1 0.43 0.48 0.48 0.53 0.53 0.44
(1.88) (2.04) (2.04) (2.08) (2.07) (1.92)

Intercept 0.30 0.78 0.73 0.52 0.52 0.31
(0.40) (1.25) (1.14) (0.84) (0.75) (0.42)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32
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Table A.10: Complete Fama-MacBeth Regression Results - Delta SIC Industries

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
measure and the mean profitability of the industry, where the industries are defined as the SIC industries
(1: agriculture, forestry, and fishing, 2: mining, 3: construction, 4: manufacturing, 5: transportation,
communications, electric, gas and sanitary service, 6: wholesale trade, 7: retail trade, 8: finance, insurance
and real estate (excluded), 9: services, 10: public administration (excluded), 11: non-classifiable). The first
part covers the whole sample (June 1980 to December 2021), and the second and third the time period before
and after December 2010. The control variables include value as Ln(BE/ME), size as Ln(ME), short-term
reversal as the past month’s return, and momentum as the past twelve months’ return, skipping the most
recent month. All coefficients are in percent, and the values in brackets are the corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Delta to industry mean 1.13 2.53 1.73 0.68 0.51 0.30
(8.20) (9.03) (5.99) (8.81) (6.34) (5.08)

Ln
⇣

BE

ME

⌘
0.42 0.36 0.34 0.40 0.38 0.35
(6.43) (6.16) (6.07) (6.74) (6.65) (5.63)

Ln(ME) �0.05 �0.12 �0.10 �0.08 �0.08 �0.07
(�1.19) (�3.43) (�3.13) (�2.24) (�2.14) (�1.92)

return�1,0 �4.40 �4.32 �4.33 �4.40 �4.40 �4.32
(�11.65) (�11.40) (�11.54) (�11.43) (�11.48) (�11.42)

return�12,�1 0.47 0.48 0.49 0.54 0.54 0.48
(3.44) (3.47) (3.59) (3.76) (3.82) (3.53)

Intercept 1.41 1.74 1.66 1.54 1.49 1.45
(3.93) (5.36) (5.19) (4.57) (4.50) (4.13)

N (in million) 1.50 1.25 1.25 1.00 1.00 1.54

June 1980 to December 2010

Delta to industry mean 1.23 2.61 1.74 0.81 0.58 0.27
(8.28) (8.29) (4.90) (8.14) (5.57) (3.60)

Ln
⇣

BE

ME

⌘
0.53 0.49 0.47 0.51 0.49 0.46
(6.69) (6.87) (7.13) (7.32) (7.42) (6.22)

Ln(ME) �0.10 �0.16 �0.14 �0.13 �0.12 �0.11
(�1.93) (�3.65) (�3.29) (�2.82) (�2.66) (�2.46)

return�1,0 �5.54 �5.46 �5.48 �5.61 �5.61 �5.42
(�13.19) (�13.09) (�13.33) (�13.64) (�13.72) (�12.93)

return�12,�1 0.49 0.48 0.50 0.54 0.56 0.51
(2.92) (2.89) (3.03) (3.17) (3.26) (3.05)

Intercept 1.81 2.07 1.97 1.89 1.82 1.81
(4.39) (5.43) (5.28) (4.91) (4.79) (4.48)

N (in million) 1.18 0.97 0.97 0.76 0.76 1.22

January 2011 to December 2021

Delta to industry mean 0.86 2.33 1.81 0.36 0.33 0.26
(2.77) (3.91) (3.73) (3.52) (3.29) (4.41)

Ln
⇣

BE

ME

⌘
0.11 0.02 �0.03 0.09 0.05 0.07
(1.05) (0.24) (�0.33) (0.85) (0.52) (0.66)

Ln(ME) 0.08 �0.01 �0.02 0.04 0.03 0.05
(1.17) (�0.27) (�0.43) (0.66) (0.55) (0.87)

return�1,0 �1.17 �1.09 �1.08 �0.97 �0.98 �1.16
(�1.54) (�1.41) (�1.39) (�1.16) (�1.18) (�1.51)

return�12,�1 0.43 0.47 0.46 0.52 0.50 0.43
(1.88) (1.96) (1.93) (2.03) (1.98) (1.86)

Intercept 0.33 0.84 0.84 0.57 0.59 0.39
(0.46) (1.36) (1.35) (0.82) (0.87) (0.54)

N (in million) 0.32 0.27 0.27 0.23 0.23 0.32
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Table A.11: Complete Fama-MacBeth Regression Results - Delta TNIC Similarity

This table shows the complete Fama-MacBeth regression results for the delta between a firm’s profitability
and the weighted mean profitability of its competitors, where the weights are the Hoberg and Phillips (2010)
similarity scores from their Text-based Network Industrial Classification (TNIC). The first part covers the
whole sample (June 1988 to December 2021), and the second and third the time period before and after
December 2010. Note that the start is at the end of June 1988 instead of June 1980 due to the availability of
the TNIC data. The control variables include value as Ln(BE/ME), size as Ln(ME), short-term reversal as
the past month’s return, and momentum as the past twelve months’ return, skipping the most recent month.
All coefficients are in percent, and the values in brackets are the corresponding t-test values.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June1988 to December 2021

Delta to industry mean 1.06 1.89 1.37 0.55 0.38 0.11
(8.93) (6.98) (5.19) (7.57) (5.07) (2.40)

Ln
⇣

BE

ME

⌘
0.34 0.27 0.24 0.30 0.28 0.27
(4.51) (3.85) (3.49) (4.39) (4.11) (3.69)

Ln(ME) �0.06 �0.12 �0.12 �0.09 �0.09 �0.07
(�1.26) (�2.85) (�2.90) (�2.03) (�2.04) (�1.57)

return�1,0 �3.69 �3.54 �3.54 �3.63 �3.62 �3.71
(�8.35) (�8.02) (�8.05) (�7.99) (�8.00) (�8.39)

return�12,�1 0.28 0.31 0.31 0.34 0.34 0.31
(1.75) (1.93) (1.96) (2.04) (2.07) (1.95)

Intercept 1.31 1.64 1.64 1.46 1.46 1.37
(3.01) (4.13) (4.19) (3.59) (3.62) (3.20)

N (in million) 1.04 0.86 0.86 0.69 0.69 1.06

June1988 to December 2010

Delta to industry mean 1.21 1.83 1.20 0.67 0.45 0.09
(8.53) (5.63) (3.60) (6.64) (4.14) (1.49)

Ln
⇣

BE

ME

⌘
0.42 0.35 0.33 0.40 0.37 0.34
(4.30) (3.99) (3.85) (4.52) (4.34) (3.61)

Ln(ME) �0.13 �0.18 �0.17 �0.15 �0.15 �0.15
(�2.18) (�3.27) (�3.19) (�2.70) (�2.68) (�2.44)

return�1,0 �4.71 �4.55 �4.55 �4.70 �4.69 �4.69
(�8.87) (�8.69) (�8.74) (�8.94) (�8.96) (�8.84)

return�12,�1 0.30 0.31 0.32 0.33 0.34 0.34
(1.43) (1.47) (1.52) (1.54) (1.58) (1.62)

Intercept 1.81 2.04 1.99 1.87 1.86 1.87
(3.47) (4.20) (4.18) (3.86) (3.89) (3.63)

N (in million) 0.78 0.64 0.64 0.50 0.50 0.80

January 2011 to December 2021

Delta to industry mean 0.77 2.02 1.73 0.36 0.29 0.16
(3.59) (4.14) (4.15) (3.93) (3.45) (2.22)

Ln
⇣

BE

ME

⌘
0.18 0.09 0.04 0.12 0.08 0.12
(1.59) (0.84) (0.38) (1.08) (0.79) (1.11)

Ln(ME) 0.09 0.00 �0.01 0.04 0.03 0.07
(1.22) (0.02) (�0.24) (0.59) (0.52) (1.00)

return�1,0 �1.53 �1.42 �1.41 �1.37 �1.37 �1.62
(�2.00) (�1.81) (�1.80) (�1.63) (�1.63) (�2.11)

return�12,�1 0.24 0.31 0.29 0.34 0.33 0.25
(1.04) (1.32) (1.28) (1.63) (1.37) (1.11)

Intercept 0.31 0.85 0.93 0.63 0.64 0.38
(0.40) (1.23) (1.37) (0.85) (0.88) (0.49)

N (in million) 0.26 0.22 0.22 0.19 0.19 0.26
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Figure A.1: Portfolios Sorted on Delta to Mean of FF12 Industries

These figures show the developments of the portfolios sorted on the delta between a firm’s profitability and
the industry mean according to the Fama-French 12 industries between June 1980 and December 2021.
Subfigure (a) displays the profitability measures which are scaled by total assets, and Subfigure (b) the ones
that are scaled by the book value of equity. Table A.12 summarizes the corresponding mean, geomean and
Fama-French three-factor alpha.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table A.12: Portfolio Results - Delta to Mean of FF12 Industries

This table shows the results of the portfolios sorted on the delta to the industry mean profitability, where
industries are defined as the Frama-French 12 industries. The first part covers the whole sample (June
1980 to December 2021), and the second and third the time period before and after December 2010. The
percentage values are percent per month, and the values in brackets are the corresponding t-test values.
FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.24% 0.41% 0.31% 0.37% 0.36% �0.04%
(2.07) (3.13) (2.37) (3.21) (2.83) (�0.32)

Geomean 0.21% 0.37% 0.27% 0.34% 0.32% �0.07%
(1.77) (2.79) (2.04) (2.90) (2.52) (�0.61)

FF3F ↵ 0.31% 0.52% 0.39% 0.40% 0.38% �0.01%
(2.57) (3.99) (2.96) (3.41) (2.92) (�0.05)

June 1980 to December 2010

Mean 0.25% 0.35% 0.23% 0.29% 0.29% �0.11%
(1.72) (2.21) (1.47) (2.08) (1.85) (�0.77)

Geomean 0.21% 0.30% 0.18% 0.26% 0.24% �0.15%
(1.45) (1.92) (1.18) (1.81) (1.58) (�1.03)

FF3F ↵ 0.29% 0.48% 0.33% 0.36% 0.33% �0.03%
(2.00) (3.08) (2.11) (2.50) (2.08) (�0.23)

January 2011 to December 2021

Mean 0.21% 0.61% 0.55% 0.54% 0.59% 0.19%
(1.13) (2.75) (2.35) (2.93) (2.87) (0.98)

Geomean 0.19% 0.58% 0.52% 0.51% 0.57% 0.17%
(0.99) (2.59) (2.21) (2.81) (2.74) (0.85)

FF3F ↵ 0.20% 0.58% 0.46% 0.47% 0.52% 0.14%
(1.02) (2.47) (1.85) (2.48) (2.41) (0.68)
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Figure A.2: Portfolios Sorted on Delta to Mean of FF17 Industries

These figures show the developments of the portfolios sorted on the delta between a firm’s profitability and
the industry mean according to the Fama-French 17 industries between June 1980 and December 2021.
Subfigure (a) displays the profitability measures which are scaled by total assets, and Subfigure (b) the ones
that are scaled by the book value of equity. Table A.13 summarizes the corresponding mean, geomean and
Fama-French three-factor alpha.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table A.13: Portfolio Results - Delta to Mean of FF17 Industries

This table shows the results of the portfolios sorted on the delta to the industry mean profitability, where
the industries are defined as the Frama-French 17 industries. The first part covers the whole sample (June
1980 to December 2021), and the second and third the time period before and after December 2010. The
percentage values are percent per month, and the values in brackets are the corresponding t-test values.
FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.31% 0.48% 0.38% 0.26% 0.18% 0.01%
(2.55) (3.45) (2.69) (2.16) (1.55) (0.06)

Geomean 0.27% 0.43% 0.33% 0.22% 0.15% �0.03%
(2.21) (3.08) (2.33) (1.84) (1.25) (�0.23)

FF3F ↵ 0.38% 0.60% 0.48% 0.25% 0.18% 0.04%
(3.11) (4.35) (3.37) (2.06) (1.50) (0.33)

June 1980 to December 2010

Mean 0.29% 0.35% 0.35% 0.13% 0.12% �0.14%
(1.95) (2.15) (2.07) (0.92) (0.86) (�1.01)

Geomean 0.25% 0.30% 0.30% 0.09% 0.08% �0.17%
(1.63) (1.82) (1.76) (0.63) (0.60) (�1.26)

FF3F ↵ 0.37% 0.50% 0.45% 0.19% 0.19% �0.07%
(2.44) (3.06) (2.64) (1.25) (1.33) (�0.53)

January 2011 to December 2021

Mean 0.34% 0.85% 0.50% 0.63% 0.37% 0.45%
(2.10) (3.46) (1.90) (3.40) (1.74) (2.14)

Geomean 0.32% 0.81% 0.45% 0.61% 0.34% 0.42%
(2.00) (3.33) (1.74) (3.30) (1.59) (1.99)

FF3F ↵ 0.32% 0.86% 0.50% 0.52% 0.27% 0.45%
(1.87) (3.29) (1.77) (2.75) (1.27) (1.99)
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Figure A.3: Portfolios Sorted on Delta to Mean of FF30 Industries

These figures show the developments of the portfolios sorted on the delta between a firm’s profitability and
the industry mean according to the Fama-French 30 industries between June 1980 and December 2021.
Subfigure (a) displays the profitability measures which are scaled by total assets, and Subfigure (b) the ones
that are scaled by the book value of equity. Table A.14 summarizes the corresponding mean, geomean and
Fama-French three-factor alpha.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table A.14: Portfolio Results - Delta to Mean of FF30 Industries

This table shows the results of the portfolios sorted on the delta to the industry mean profitability, where
the industries are defined as the Frama-French 30 industries. The first part covers the whole sample (June
1980 to December 2021), and the second and third the time period before and after December 2010. The
percentage values are percent per month, and the values in brackets are the corresponding t-test values.
FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.25% 0.30% 0.29% 0.27% 0.22% �0.01%
(2.02) (2.41) (2.27) (2.40) (1.81) (�0.10)

Geomean 0.21% 0.26% 0.25% 0.24% 0.18% �0.04%
(1.69) (2.07) (1.95) (2.12) (1.51) (�0.38)

FF3F ↵ 0.34% 0.42% 0.39% 0.32% 0.27% 0.01%
(2.67) (3.31) (3.02) (2.79) (2.20) (0.07)

June 1980 to December 2010

Mean 0.31% 0.26% 0.26% 0.29% 0.15% �0.12%
(1.95) (1.71) (1.74) (2.26) (1.01) (�0.89)

Geomean 0.27% 0.22% 0.22% 0.26% 0.11% �0.15%
(1.64) (1.42) (1.46) (2.03) (0.74) (�1.13)

FF3F ↵ 0.41% 0.40% 0.38% 0.35% 0.25% �0.05%
(2.55) (2.63) (2.52) (2.72) (1.72) (�0.40)

January 2011 to December 2021

Mean 0.11% 0.46% 0.41% 0.47% 0.46% 0.23%
(0.67) (2.24) (1.68) (2.73) (2.38) (1.18)

Geomean 0.09% 0.44% 0.37% 0.45% 0.44% 0.21%
(0.56) (2.10) (1.55) (2.64) (2.26) (1.06)

FF3F ↵ 0.07% 0.44% 0.37% 0.48% 0.44% 0.24%
(0.41) (2.04) (1.42) (2.64) (2.13) (1.17)
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Figure A.4: Portfolios Sorted on Delta to Mean of SIC Industries

These figures show the developments of the portfolios sorted on the delta between a firm’s profitability
and the industry mean according to the first-level SIC industries between June 1980 and December 2021.
Subfigure (a) displays the profitability measures which are scaled by total assets, and Subfigure (b) the ones
that are scaled by the book value of equity. Table A.15 summarizes the corresponding mean, geomean and
Fama-French three-factor alpha.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table A.15: Portfolio Results - Delta to Mean of SIC Industries

This table shows the results of the portfolios sorted on the delta to the industry mean profitability, where
industries are defined as the first-level SIC industries. The first part covers the whole sample (June 1980 to
December 2021), and the second and third the time period before and after December 2010. The percentage
values are percent per month, and the values in brackets are the corresponding t-test values. FF3F ↵ stands
for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

June 1980 to December 2021

Mean 0.20% 0.31% 0.18% 0.24% 0.17% 0.10%
(1.93) (2.36) (1.28) (2.11) (1.39) (0.89)

Geomean 0.18% 0.27% 0.13% 0.21% 0.13% 0.07%
(1.67) (2.02) (0.93) (1.82) (1.08) (0.62)

FF3F ↵ 0.25% 0.41% 0.24% 0.29% 0.22% 0.10%
(2.39) (3.07) (1.67) (2.50) (1.69) (0.94)

June 1980 to December 2010

Mean 0.23% 0.24% 0.21% 0.27% 0.13% �0.02%
(1.85) (1.56) (1.28) (1.98) (0.82) (�0.14)

Geomean 0.20% 0.20% 0.16% 0.24% 0.08% �0.05%
(1.61) (1.27) (0.98) (1.73) (0.54) (�0.38)

FF3F ↵ 0.30% 0.34% 0.24% 0.35% 0.17% �0.00%
(2.33) (2.23) (1.44) (2.47) (1.09) (�0.01)

January 2011 to December 2021

Mean 0.14% 0.56% 0.13% 0.14% 0.23% 0.40%
(0.80) (2.24) (0.47) (0.68) (1.10) (2.17)

Geomean 0.12% 0.52% 0.08% 0.11% 0.20% 0.38%
(0.68) (2.06) (0.30) (0.54) (0.97) (2.06)

FF3F ↵ 0.09% 0.52% 0.04% 0.05% 0.27% 0.31%
(0.47) (1.97) (0.15) (0.24) (1.26) (1.57)
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Figure A.5: Portfolios Sorted on Delta to Mean of TNIC Industries

These figures show the developments of the portfolios sorted on the delta between a firm’s profitability and
the weighted mean according to the Hoberg and Phillips (2010) similarity scores from their TNIC. The
sample period starts in June 1988 and ends in December 2021 (the start is not in June 1980 because the
TNIC is not available before). Subfigure (a) displays the profitability measures which are scaled by total
assets, and Subfigure (b) the ones that are scaled by the book value of equity. Table A.16 summarizes the
corresponding mean, geomean and Fama-French three-factor alpha.

(a) Profitability measures scaled by assets (b) Profitability measures scaled by book equity

Table A.16: Portfolio Results - Delta to Mean of TNIC Industries

This table shows the results of the portfolios sorted on the delta between a firm’s profitability and the
weighted mean according to the Hoberg and Phillips (2010) similarity scores from their TNIC. The first part
covers the whole sample (January 1988 to December 2021), and the second and third the time period before
and after December 2010. Note that the start is at the end of June 1988 instead of June 1980 due to the
availability of the TNIC data. The percentage values are percent per month, and the values in brackets are
the corresponding t-test values. FF3F ↵ stands for Fama-French three-factor model alpha.

GP
A

GP-SGA
A

GP-SGA-RD
A

GP-SGA-I
BE

GP-SGA-RD-I
BE

E
BE

January 1988 to December 2021

Mean 0.08% 0.33% 0.25% 0.27% 0.31% 0.18%
(0.69) (2.28) (1.78) (2.37) (2.40) (1.28)

Geomean 0.05% 0.29% 0.21% 0.24% 0.28% 0.14%
(0.46) (1.97) (1.49) (2.16) (2.13) (0.97)

FF3F ↵ 0.13% 0.43% 0.32% 0.29% 0.40% 0.26%
(1.16) (2.92) (2.20) (2.48) (3.09) (1.84)

January 1988 to December 2010

Mean 0.09% 0.14% 0.09% 0.26% 0.19% 0.14%
(0.62) (0.71) (0.52) (1.72) (1.14) (0.72)

Geomean 0.06% 0.09% 0.05% 0.23% 0.15% 0.09%
(0.43) (0.44) (0.27) (1.51) (0.92) (0.44)

FF3F ↵ 0.15% 0.27% 0.21% 0.35% 0.33% 0.29%
(1.02) (1.44) (1.17) (2.31) (2.02) (1.54)

January 2011 to December 2021

Mean 0.07% 0.70% 0.58% 0.49% 0.52% 0.36%
(0.41) (3.42) (2.86) (2.56) (2.57) (2.08)

Geomean 0.05% 0.67% 0.55% 0.47% 0.49% 0.34%
(0.30) (3.32) (2.75) (2.44) (2.43) (1.97)

FF3F ↵ 0.06% 0.64% 0.49% 0.36% 0.41% 0.34%
(0.32) (2.94) (2.28) (1.77) (1.91) (1.84)
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Table A.17: Fama-MacBeth Regressions - GPSGA/A Decomposition 1 - Complete Results

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 5. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s re-
turn, and momentum as the past twelve months’ return, skipping the most recent month. Only observations
not missing any of the variables are considered; hence, n is 1.25 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A 2.65 1.57
(9.06) (5.01)
[1.58] [1.88]

GP/A 1.80 1.28 1.76 1.77 2.72 2.66
(10.83) (7.44) (11.91) (11.63) (9.99) (10.92)
[1.77] [2.78] [3.29] [2.10] [8.13] [9.51]

REV/A 0.33 0.01 0.04
(6.16) (0.25) (0.70)
[1.94] [3.60] [4.53]

COGS/A 0.20 0.02
(3.59) (0.33)
[1.69] [1.99]

SGA/A 0.96 �1.40 �1.43
(5.82) (�5.06) (�5.09)
[1.72] [5.97] [6.20]

Ln
⇣

BE
ME

⌘
0.37 0.52 0.40 0.38 0.48 0.46 0.52 0.52 0.46 0.45

(6.22) (8.36) (6.55) (6.45) (8.00) (7.84) (8.55) (8.55) (7.80) (7.98)
[1.72] [1.63] [1.62] [1.62] [1.80] [1.80] [1.63] [1.63] [1.81] [1.89]

Ln(ME) �0.12 �0.02 �0.03 �0.04 �0.00 �0.08 �0.02 �0.02 �0.08 �0.08
(�3.55) (�0.56) (�0.71) (�0.89) (�0.05) (�2.29) (�0.56) (�0.56) (�2.18) (�2.17)

[2.36] [2.33] [2.58] [2.36] [2.14] [2.91] [2.64] [2.64] [2.89] [3.18]
return�1,0 �4.34 �4.41 �4.35 �4.30 �4.35 �4.47 �4.45 �4.45 �4.46 �4.50

(�11.48) (�11.67) (�11.46) (�11.31) (�11.41) (�11.90) (�11.80) (�11.81) (�11.87) (�12.02)
[1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01]

return�12,�1 0.47 0.48 0.52 0.54 0.55 0.43 0.47 0.47 0.44 0.43
(3.46) (3.52) (3.74) (3.92) (3.93) (3.20) (3.46) (3.45) (3.23) (3.16)
[1.09] [1.08] [1.07] [1.07] [1.08] [1.09] [1.08] [1.08] [1.09] [1.09]

Intercept 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(4.47) (1.73) (2.45) (3.22) (2.73) (2.77) (1.68) (1.68) (2.73) (2.60)

R
2 3.52% 3.51% 3.44% 3.34% 3.35% 3.81% 3.67% 3.67% 3.79% 3.96%

adj. R
2 3.32% 3.31% 3.23% 3.13% 3.15% 3.56% 3.43% 3.43% 3.55% 3.68%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.40 2.61 2.88 1.70 2.81 2.86
(8.80) (9.21) (9.76) (5.45) (10.53) (10.13)
[1.63] [1.59] [1.61] [1.92] [1.86] [1.65]

GP/A

REV/A 0.21 1.09 0.05 1.61 0.26 2.35
(4.38) (7.24) (0.92) (11.53) (4.38) (10.24)
[2.14] [32.12] [4.47] [16.05] [3.87] [67.06]

COGS/A 0.15 �1.04 0.04 �1.57 �2.29 0.13
(2.78) (�6.54) (0.86) (�11.59) (�10.70) (2.31)
[1.73] [26.01] [2.41] [13.92] [40.69] [2.35]

SGA/A 1.20 1.10 1.15 0.52 �1.22 0.85
(7.28) (6.59) (7.20) (2.87) (�4.55) (5.19)
[1.75] [3.66] [2.43] [3.21] [5.92] [2.34]

Ln
⇣

BE
ME

⌘
0.36 0.35 0.46 0.44 0.45 0.45 0.51 0.44 0.45 0.46

(6.07) (6.03) (7.80) (7.84) (7.96) (7.97) (8.44) (7.81) (8.01) (8.05)
[1.72] [1.73] [1.81] [1.88] [1.89] [1.89] [1.63] [1.89] [1.89] [1.89]

Ln(ME) �0.11 �0.12 �0.08 �0.08 �0.08 �0.08 �0.02 �0.01 �0.07 �0.00
(�3.09) (�3.37) (�2.37) (�2.39) (�2.36) (�2.36) (�0.55) (�0.28) (�1.93) (�0.09)

[3.20] [3.11] [2.91] [3.20] [3.21] [3.22] [2.62] [2.82] [3.09] [2.60]
return�1,0 �4.42 �4.40 �4.46 �4.50 �4.50 �4.50 �4.44 �4.42 �4.49 �4.40

(�11.74) (�11.69) (�11.88) (�12.02) (�12.04) (�12.04) (�11.78) (�11.74) (�11.99) (�11.63)
[1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01]

return�12,�1 0.43 0.45 0.43 0.42 0.42 0.42 0.48 0.51 0.44 0.53
(3.21) (3.29) (3.21) (3.12) (3.12) (3.12) (3.48) (3.70) (3.23) (3.82)
[1.09] [1.09] [1.09] [1.09] [1.09] [1.09] [1.08] [1.08] [1.09] [1.08]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(3.39) (3.88) (2.85) (2.76) (2.70) (2.71) (1.77) (2.21) (2.64) (2.44)

R
2 3.78% 3.74% 3.80% 3.96% 3.97% 3.97% 3.66% 3.64% 3.93% 3.56%

adj. R
2 3.54% 3.50% 3.56% 3.68% 3.69% 3.69% 3.41% 3.40% 3.64% 3.32%
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Table A.18: Fama-MacBeth Regressions - GPSGA/A Decomposition 1 - Complete Results
(Excluding Micro-Caps)

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 5. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s
return, and momentum as the past twelve months’ return, skipping the most recent month. The sample
excludes micro-caps, which are defined as stocks with a market capitalization below the 20th percentile of the
NYSE market capitalization distribution. Only observations not missing any of the variables are considered;
hence, n is 0.44 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A 2.56 1.84
(6.22) (3.93)
[3.74] [6.20]

GP/A 1.18 0.63 1.17 1.17 2.33 2.26
(5.49) (2.61) (5.98) (5.82) (6.17) (6.35)
[2.77] [6.01] [4.52] [3.16] [18.15] [19.06]

REV/A 0.19 0.00 0.05
(3.16) (0.08) (0.83)
[2.58] [4.19] [4.60]

COGS/A 0.11 0.00
(1.84) (0.07)
[1.99] [2.26]

SGA/A 0.78 �1.65 �1.67
(3.23) (�3.90) (�3.82)
[2.23] [11.16] [11.41]

Ln
⇣

BE
ME

⌘
0.29 0.31 0.16 0.14 0.22 0.33 0.30 0.30 0.33 0.31

(3.80) (4.09) (2.19) (1.98) (2.98) (4.26) (4.08) (4.08) (4.25) (4.18)
[2.91] [2.45] [2.25] [2.24] [2.79] [2.99] [2.49] [2.49] [2.99] [3.10]

Ln(ME) �0.03 0.01 0.00 �0.00 0.01 �0.02 0.01 0.01 �0.02 �0.01
(�0.67) (0.18) (0.08) (�0.02) (0.19) (�0.41) (0.20) (0.20) (�0.39) (�0.35)

[4.10] [3.15] [3.52] [3.21] [3.16] [4.31] [3.62] [3.63] [4.24] [4.89]
return�1,0 �1.65 �1.76 �1.70 �1.66 �1.76 �1.84 �1.82 �1.83 �1.84 �1.91

(�3.30) (�3.58) (�3.43) (�3.33) (�3.57) (�3.75) (�3.74) (�3.74) (�3.75) (�3.92)
[1.02] [1.02] [1.02] [1.02] [1.03] [1.03] [1.02] [1.02] [1.03] [1.03]

return�12,�1 0.53 0.50 0.49 0.50 0.50 0.49 0.48 0.49 0.49 0.47
(3.01) (2.93) (2.83) (2.90) (2.92) (2.87) (2.84) (2.84) (2.89) (2.78)
[1.20] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(2.02) (1.35) (1.71) (2.07) (1.83) (1.59) (1.30) (1.30) (1.59) (1.47)

R
2 5.90% 6.08% 5.96% 5.79% 6.01% 6.61% 6.48% 6.48% 6.58% 6.98%

adj. R
2 5.35% 5.53% 5.40% 5.23% 5.45% 5.95% 5.81% 5.81% 5.91% 6.21%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.38 2.52 2.48 1.92 2.40 2.45
(6.20) (6.25) (6.13) (4.02) (6.28) (6.12)
[4.12] [3.81] [3.95] [6.22] [4.13] [3.96]

GP/A

REV/A 0.12 0.54 0.05 1.13 0.12 2.11
(2.06) (2.38) (0.84) (5.81) (2.01) (6.10)
[3.05] [55.96] [4.58] [26.16] [4.39] [145.14]

COGS/A 0.09 �0.49 0.05 �1.12 �2.07 0.05
(1.59) (�2.06) (0.84) (�5.91) (�6.26) (0.89)
[2.06] [37.94] [2.41] [20.21] [79.60] [2.40]

SGA/A 0.61 0.52 0.57 0.52 �1.48 0.72
(2.60) (2.22) (2.48) (2.18) (�3.53) (3.13)
[2.35] [3.54] [2.75] [3.53] [11.18] [2.64]

Ln
⇣

BE
ME

⌘
0.27 0.27 0.33 0.31 0.31 0.31 0.29 0.19 0.30 0.20

(3.57) (3.57) (4.24) (4.14) (4.16) (4.17) (4.01) (2.76) (4.07) (2.85)
[2.92] [2.95] [2.99] [3.11] [3.10] [3.10] [2.48] [2.84] [3.10] [2.88]

Ln(ME) �0.02 �0.02 �0.02 �0.02 �0.01 �0.02 0.01 0.01 �0.01 0.01
(�0.50) (�0.57) (�0.42) (�0.38) (�0.37) (�0.38) (0.21) (0.19) (�0.28) (0.22)

[4.95] [4.97] [4.31] [4.97] [4.96] [4.98] [3.60] [4.19] [4.76] [3.91]
return�1,0 �1.77 �1.74 �1.84 �1.91 �1.91 �1.91 �1.83 �1.84 �1.90 �1.83

(�3.60) (�3.52) (�3.75) (�3.92) (�3.92) (�3.92) (�3.74) (�3.76) (�3.91) (�3.75)
[1.02] [1.02] [1.03] [1.03] [1.03] [1.03] [1.02] [1.03] [1.03] [1.03]

return�12,�1 0.48 0.49 0.49 0.47 0.47 0.47 0.48 0.47 0.47 0.48
(2.81) (2.86) (2.87) (2.77) (2.77) (2.77) (2.83) (2.79) (2.77) (2.82)
[1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(1.60) (1.74) (1.59) (1.47) (1.47) (1.47) (1.31) (1.59) (1.49) (1.71)

R
2 6.49% 6.40% 6.61% 7.01% 7.01% 7.02% 6.47% 6.49% 6.96% 6.43%

adj. R
2 5.82% 5.74% 5.94% 6.24% 6.24% 6.24% 5.80% 5.83% 6.18% 5.76%
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Table A.19: Fama-MacBeth Regressions - GPSGA/A Decomposition 2 - Complete Results

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 6. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s re-
turn, and momentum as the past twelve months’ return, skipping the most recent month. Only observations
not missing any of the variables are considered; hence, n is 1.23 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A

GP/A

REV/A 0.28 0.34 0.28 0.31 0.29 0.40
(5.58) (6.49) (5.59) (6.08) (5.79) (7.58)
[2.10] [2.00] [2.12] [2.13] [2.12] [2.13]

GPSGA/REV 0.61 0.62 0.51 1.49
(5.51) (5.66) (3.48) (9.94)
[1.10] [1.10] [1.26] [2.87]

GP/REV 0.24 0.15 0.39 0.33 0.22
(3.41) (1.74) (5.06) (3.72) (2.08)
[1.02] [1.45] [1.04] [1.46] [1.67]

SGA/REV �0.36 �0.31 �0.15 �0.12 1.33
(�2.59) (�1.88) (�1.10) (�0.78) (6.56)

[1.49] [1.49] [1.50] [1.50] [3.91]

Ln
⇣

BE
ME

⌘
0.34 0.41 0.34 0.35 0.34 0.41 0.36 0.38 0.36 0.44

(5.71) (6.66) (6.08) (6.28) (5.70) (6.74) (6.37) (6.79) (6.03) (7.98)
[1.75] [1.66] [1.82] [1.82] [1.75] [1.66] [1.82] [1.82] [1.77] [1.83]

Ln(ME) �0.09 �0.05 �0.07 �0.07 �0.07 �0.03 �0.05 �0.05 �0.07 �0.05
(�2.36) (�1.20) (�1.91) (�1.91) (�1.95) (�0.82) (�1.31) (�1.27) (�1.87) (�1.40)

[1.90] [1.68] [1.96] [2.35] [2.99] [2.59] [2.95] [3.27] [3.18] [4.23]
return�1,0 �4.29 �4.25 �4.30 �4.32 �4.38 �4.37 �4.39 �4.41 �4.40 �4.47

(�11.16) (�11.00) (�11.23) (�11.32) (�11.48) (�11.40) (�11.52) (�11.64) (�11.57) (�11.81)
[1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01]

return�12,�1 0.54 0.58 0.55 0.55 0.49 0.52 0.50 0.50 0.49 0.48
(3.84) (4.09) (3.93) (3.92) (3.52) (3.71) (3.62) (3.61) (3.51) (3.48)
[1.08] [1.08] [1.08] [1.08] [1.08] [1.08] [1.08] [1.08] [1.08] [1.08]

Intercept 0.02 0.01 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.00
(4.64) (3.82) (5.07) (4.80) (3.16) (2.07) (3.27) (2.74) (2.87) (1.33)

R
2 3.43% 3.30% 3.45% 3.62% 3.72% 3.64% 3.73% 3.90% 3.88% 3.95%

adj. R
2 3.22% 3.09% 3.25% 3.37% 3.48% 3.39% 3.48% 3.61% 3.60% 3.66%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.49 2.37 2.39 2.85 2.80
(8.80) (7.40) (8.23) (9.68) (9.27)
[1.63] [3.23] [1.80] [2.32] [2.48]

GP/A 1.76 1.50 1.82 1.77 1.91
(11.72) (9.36) (10.95) (11.94) (11.84)
[3.29] [5.29] [4.13] [5.26] [6.36]

REV/A 0.21 0.21 0.23 0.25 0.25 0.01 0.03 �0.00 �0.05 �0.08
(4.47) (4.45) (4.68) (5.08) (5.17) (0.30) (0.66) (�0.03) (�1.08) (�1.84)
[2.14] [2.22] [2.15] [2.24] [2.24] [3.60] [4.55] [3.81] [4.42] [4.77]

GPSGA/REV �0.01 0.35
(�0.06) (2.85)

[2.08] [1.17]
GP/REV 0.16 0.05 �0.09 �0.16

(1.95) (0.48) (�0.83) (�1.42)
[1.53] [1.56] [1.29] [1.76]

SGA/REV 0.48 0.50 �0.35 �0.38
(3.39) (2.78) (�2.43) (�2.49)
[2.03] [2.07] [1.59] [1.61]

Ln
⇣

BE
ME

⌘
0.37 0.36 0.38 0.42 0.42 0.52 0.47 0.52 0.47 0.47

(6.20) (6.03) (6.36) (7.36) (7.46) (8.64) (8.08) (8.58) (8.39) (8.32)
[1.72] [1.76] [1.72] [1.84] [1.84] [1.63] [1.91] [1.71] [1.90] [1.90]

Ln(ME) �0.11 �0.11 �0.11 �0.10 �0.10 �0.02 �0.05 �0.02 �0.05 �0.05
(�3.07) (�3.13) (�3.01) (�2.86) (�2.81) (�0.51) (�1.31) (�0.51) (�1.24) (�1.25)

[3.20] [3.26] [3.44] [3.93] [4.03] [2.64] [3.06] [2.65] [3.04] [3.27]
return�1,0 �4.43 �4.43 �4.44 �4.48 �4.48 �4.45 �4.48 �4.46 �4.48 �4.49

(�11.62) (�11.65) (�11.68) (�11.81) (�11.88) (�11.65) (�11.82) (�11.69) (�11.83) (�11.88)
[1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01] [1.01]

return�12,�1 0.44 0.43 0.43 0.42 0.42 0.48 0.46 0.47 0.46 0.45
(3.16) (3.12) (3.17) (3.09) (3.09) (3.44) (3.30) (3.42) (3.31) (3.29)
[1.09] [1.09] [1.09] [1.09] [1.09] [1.08] [1.08] [1.08] [1.09] [1.09]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(3.33) (3.38) (3.10) (2.67) (2.55) (1.66) (2.21) (1.70) (2.58) (2.71)

R
2 3.82% 3.96% 3.96% 4.03% 4.18% 3.70% 3.95% 3.86% 3.96% 4.10%

adj. R
2 3.57% 3.67% 3.67% 3.74% 3.85% 3.46% 3.66% 3.57% 3.67% 3.77%
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Table A.20: Fama-MacBeth Regressions - GPSGA/A Decomposition 2 - Complete Results
(Excluding Micro-Caps)

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 6. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s
return, and momentum as the past twelve months’ return, skipping the most recent month. The sample
excludes micro-caps, which are defined as stocks with a market capitalization below the 20th percentile of the
NYSE market capitalization distribution. Only observations not missing any of the variables are considered;
hence, n is 0.43 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

GPSGA/A

GP/A

REV/A 0.21 0.26 0.17 0.24 0.26 0.29
(3.42) (3.93) (2.85) (3.75) (4.01) (4.37)
[2.93] [2.61] [2.81] [2.88] [2.94] [3.02]

GPSGA/REV 0.41 0.67 0.42 1.18
(2.12) (3.29) (1.50) (5.25)
[1.78] [1.87] [2.70] [2.51]

GP/REV 0.34 0.26 0.76 0.72 0.58
(2.34) (1.46) (4.47) (3.71) (2.51)
[1.06] [2.67] [1.07] [2.75] [3.93]

SGA/REV �0.03 �0.07 0.10 �0.11 0.93
(�0.12) (�0.24) (0.42) (�0.38) (3.34)

[2.34] [2.36] [2.35] [2.37] [3.15]

Ln
⇣

BE
ME

⌘
0.15 0.18 0.15 0.16 0.16 0.23 0.15 0.21 0.22 0.25

(2.06) (2.58) (2.20) (2.37) (2.20) (3.23) (2.26) (3.12) (3.12) (3.66)
[2.63] [2.24] [2.79] [2.86] [2.64] [2.27] [2.80] [2.88] [2.74] [2.94]

Ln(ME) �0.02 �0.01 �0.02 �0.02 �0.02 �0.00 �0.01 �0.01 �0.01 �0.01
(�0.58) (�0.25) (�0.40) (�0.47) (�0.43) (�0.02) (�0.17) (�0.22) (�0.35) (�0.23)

[3.33] [2.35] [3.23] [4.13] [5.45] [3.57] [4.89] [6.27] [6.03] [8.11]
return�1,0 �1.70 �1.67 �1.71 �1.79 �1.82 �1.83 �1.86 �1.93 �1.90 �1.97

(�3.40) (�3.33) (�3.44) (�3.63) (�3.68) (�3.72) (�3.80) (�3.97) (�3.89) (�4.06)
[1.02] [1.02] [1.03] [1.03] [1.02] [1.03] [1.03] [1.03] [1.03] [1.03]

return�12,�1 0.54 0.56 0.53 0.54 0.50 0.51 0.48 0.49 0.50 0.49
(3.06) (3.17) (3.03) (3.04) (2.86) (2.93) (2.79) (2.86) (2.88) (2.88)
[1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00
(2.56) (2.23) (2.64) (2.47) (1.72) (1.05) (1.89) (1.27) (1.23) (0.92)

R
2 5.90% 5.80% 6.03% 6.49% 6.57% 6.51% 6.70% 7.16% 7.10% 7.20%

adj. R
2 5.34% 5.24% 5.47% 5.83% 5.91% 5.84% 6.03% 6.38% 6.33% 6.42%

(11) (12) (13) (14) (15) (16) (17) (18) (19) (20)

GPSGA/A 2.36 2.30 2.08 2.49 2.29
(6.04) (5.22) (5.03) (6.47) (5.31)
[4.12] [7.17] [5.00] [4.40] [5.29]

GP/A 1.14 0.93 0.98 1.26 1.17
(5.76) (4.59) (4.01) (6.22) (4.81)
[4.52] [6.52] [5.35] [7.26] [9.43]

REV/A 0.11 0.11 0.17 0.12 0.15 0.00 0.06 0.06 �0.05 �0.02
(1.97) (1.89) (2.71) (2.10) (2.47) (0.03) (0.97) (0.87) (�1.03) (�0.27)
[3.05] [3.84] [3.32] [3.05] [3.33] [4.19] [5.12] [4.35] [5.01] [6.28]

GPSGA/REV �0.05 0.47
(�0.18) (2.17)

[3.13] [2.04]
GP/REV 0.44 0.23 0.23 0.18

(2.38) (0.96) (0.98) (0.72)
[3.18] [3.30] [1.24] [3.57]

SGA/REV 0.45 0.37 �0.47 �0.52
(1.84) (1.20) (�1.80) (�1.83)
[2.41] [2.50] [2.86] [2.90]

Ln
⇣

BE
ME

⌘
0.27 0.26 0.31 0.31 0.32 0.29 0.27 0.29 0.27 0.27

(3.55) (3.46) (4.04) (4.38) (4.45) (3.99) (3.71) (3.97) (3.76) (3.74)
[2.92] [3.06] [2.97] [3.23] [3.23] [2.49] [3.10] [2.61] [3.11] [3.11]

Ln(ME) �0.02 �0.02 �0.02 �0.02 �0.02 0.01 �0.01 0.00 �0.01 �0.01
(�0.51) (�0.59) (�0.43) (�0.45) (�0.45) (0.15) (�0.24) (0.10) (�0.21) (�0.24)

[4.95] [5.50] [5.97] [6.01] [6.67] [3.62] [5.46] [3.64] [4.90] [6.55]
return�1,0 �1.83 �1.87 �1.90 �1.96 �1.99 �1.89 �1.95 �1.93 �1.94 �1.99

(�3.70) (�3.81) (�3.86) (�4.02) (�4.12) (�3.85) (�4.01) (�3.97) (�3.98) (�4.12)
[1.02] [1.03] [1.03] [1.03] [1.03] [1.02] [1.03] [1.03] [1.03] [1.03]

return�12,�1 0.50 0.50 0.50 0.48 0.49 0.50 0.49 0.51 0.48 0.49
(2.85) (2.86) (2.90) (2.79) (2.86) (2.89) (2.84) (2.93) (2.82) (2.88)
[1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.21] [1.22] [1.21] [1.21]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(1.64) (1.68) (1.19) (1.37) (1.17) (1.36) (1.42) (1.15) (1.83) (1.62)

R
2 6.56% 6.99% 6.99% 7.18% 7.58% 6.56% 7.10% 6.97% 7.12% 7.55%

adj. R
2 5.89% 6.21% 6.21% 6.41% 6.70% 5.89% 6.32% 6.19% 6.35% 6.67%
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Table A.21: Fama-MacBeth Regressions - GPSGA/A Decomposition 3 - Complete Results

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 7. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s re-
turn, and momentum as the past twelve months’ return, skipping the most recent month. Only observations
not missing any of the variables are considered; hence, n is 1.25 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

GPSGA/A

GP/A

ME/A �0.02 �0.01 �0.00 �0.01 �0.00 �0.00 0.00
(�0.89) (�0.41) (�0.08) (�0.46) (�0.08) (�0.02) (0.01)

[3.08] [3.11] [3.10] [3.13] [3.14] [3.14] [3.14]
GPSGA/ME 0.89 0.87 0.44 0.84

(5.39) (5.35) (2.37) (5.12)
[1.31] [1.32] [1.59] [1.33]

GP/ME 0.45 0.61 0.44 0.60 0.38
(7.50) (4.44) (7.45) (4.39) (5.75)
[1.32] [9.95] [1.32] [9.97] [1.66]

SGA/ME 0.41 �0.18 0.40 �0.18 0.40
(6.17) (�1.23) (6.11) (�1.19) (6.14)
[1.22] [8.90] [1.23] [8.95] [1.25]

Ln
⇣

BE
ME

⌘
0.36 0.34 0.27 0.31 0.26 0.31 0.25 0.28 0.24 0.23 0.23

(6.44) (6.03) (4.46) (4.96) (4.50) (5.74) (4.37) (4.79) (4.33) (4.22) (4.09)
[2.76] [1.84] [1.74] [1.79] [1.89] [2.84] [2.94] [2.88] [2.95] [2.96] [2.96]

Ln(ME) �0.04 �0.06 �0.00 0.01 �0.00 �0.06 �0.00 0.01 �0.01 �0.02 �0.01
(�1.02) (�1.65) (�0.08) (0.24) (�0.13) (�1.64) (�0.09) (0.22) (�0.14) (�0.44) (�0.34)

[1.77] [2.27] [2.18] [2.11] [2.49] [2.46] [2.26] [2.23] [2.63] [2.71] [2.71]
return�1,0 �4.23 �4.22 �4.07 �4.12 �4.11 �4.24 �4.10 �4.13 �4.14 �4.15 �4.14

(�11.19) (�11.16) (�10.79) (�10.92) (�11.02) (�11.33) (�10.99) (�11.10) (�11.23) (�11.26) (�11.24)
[1.04] [1.01] [1.02] [1.02] [1.02] [1.04] [1.05] [1.05] [1.05] [1.05] [1.05]

return�12,�1 0.58 0.56 0.65 0.65 0.64 0.55 0.64 0.65 0.63 0.62 0.62
(4.30) (4.11) (4.96) (4.91) (4.94) (4.22) (5.07) (5.08) (5.06) (4.94) (5.00)
[1.20] [1.08] [1.09] [1.11] [1.11] [1.20] [1.23] [1.24] [1.24] [1.24] [1.24]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(3.97) (3.80) (2.51) (2.71) (2.56) (3.81) (2.52) (2.75) (2.58) (2.70) (2.60)

R
2 3.28% 3.40% 3.39% 3.38% 3.67% 3.58% 3.57% 3.57% 3.85% 3.86% 3.87%

adj. R
2 3.08% 3.19% 3.18% 3.18% 3.42% 3.34% 3.33% 3.33% 3.56% 3.58% 3.59%

(12) (13) (14) (15) (16) (17) (18) (19) (20) (21)

GPSGA/A 2.68 2.79 2.40 2.81 3.09
(9.26) (8.94) (8.03) (9.77) (9.94)
[1.60] [2.23] [1.61] [1.61] [2.10]

GP/A 1.82 1.72 1.61 1.66 1.60
(10.93) (10.38) (8.59) (9.03) (8.62)
[1.77] [2.58] [2.65] [3.53] [3.87]

ME/A 0.00 0.00 0.01 0.01 0.01 �0.03 �0.03 �0.03 �0.03 �0.03
(0.01) (0.04) (0.54) (0.56) (0.55) (�1.24) (�1.00) (�0.98) (�1.18) (�1.02)
[3.14] [3.14] [3.16] [3.16] [3.16] [3.09] [3.18] [3.11] [3.16] [3.17]

GPSGA/ME �0.10 0.45
(�0.60) (2.83)

[1.83] [1.43]
GP/ME 0.33 �0.23 0.14 0.25

(5.54) (�1.62) (2.21) (1.87)
[1.39] [12.99] [1.98] [10.95]

SGA/ME 0.44 0.65 0.12 �0.11
(6.73) (4.34) (1.59) (�0.75)
[1.24] [11.64] [1.83] [8.96]

Ln
⇣

BE
ME

⌘
0.36 0.37 0.26 0.26 0.28 0.47 0.44 0.42 0.43 0.41

(6.39) (6.72) (4.59) (4.60) (5.08) (8.29) (8.14) (6.91) (6.91) (6.99)
[2.74] [2.88] [2.95] [2.89] [2.97] [2.77] [2.88] [3.11] [3.04] [3.19]

Ln(ME) �0.12 �0.13 �0.08 �0.08 �0.08 �0.02 �0.03 �0.01 �0.00 �0.01
(�3.56) (�3.58) (�2.49) (�2.23) (�2.29) (�0.56) (�0.90) (�0.22) (�0.08) (�0.20)

[2.60] [2.72] [3.06] [3.01] [3.06] [2.45] [3.05] [2.53] [2.81] [2.99]
return�1,0 �4.37 �4.39 �4.27 �4.25 �4.28 �4.40 �4.42 �4.36 �4.39 �4.40

(�11.70) (�11.90) (�11.65) (�11.57) (�11.78) (�11.78) (�11.95) (�11.97) (�12.03) (�12.20)
[1.04] [1.04] [1.05] [1.05] [1.05] [1.04] [1.04] [1.06] [1.06] [1.06]

return�12,�1 0.46 0.45 0.52 0.53 0.51 0.49 0.48 0.54 0.53 0.53
(3.49) (3.54) (4.29) (4.25) (4.23) (3.73) (3.70) (4.43) (4.39) (4.44)
[1.22] [1.23] [1.26] [1.26] [1.26] [1.20] [1.20] [1.26] [1.26] [1.26]

Intercept 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(4.45) (4.50) (3.35) (3.06) (3.17) (1.76) (1.84) (1.54) (1.55) (1.55)

R
2 3.70% 3.92% 3.98% 3.99% 4.22% 3.70% 3.96% 3.95% 3.97% 4.21%

adj. R
2 3.46% 3.64% 3.70% 3.71% 3.90% 3.46% 3.68% 3.67% 3.69% 3.89%
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Table A.22: Fama-MacBeth Regressions - GPSGA/A Decomposition 3 - Complete Results
(Excluding Micro-Caps)

This table shows the coefficients of the Fama-MacBeth regressions on GPSGA/A and its components ac-
cording to the decomposition of Equation 7. All coefficients are in percent, the values in brackets the
corresponding t-test values, and the values in square brackets the VIFs, which are a test for multicollinearity.
The regressions control for value as Ln(BE/ME), size as Ln(ME), short-term reversal as the past month’s
return, and momentum as the past twelve months’ return, skipping the most recent month. The sample
excludes micro-caps, which are defined as stocks with a market capitalization below the 20th percentile of the
NYSE market capitalization distribution. Only observations not missing any of the variables are considered;
hence, n is 0.44 million for each regression.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

GPSGA/A

GP/A

ME/A �0.02 0.00 0.01 �0.00 0.01 0.01 0.01
(�0.51) (0.11) (0.23) (�0.03) (0.47) (0.42) (0.46)

[3.98] [4.07] [4.01] [4.06] [4.07] [4.08] [4.08]
GPSGA/ME 1.72 1.65 1.56 1.68

(4.91) (4.95) (3.80) (4.92)
[2.43] [2.45] [4.61] [2.82]

GP/ME 0.49 1.65 0.45 1.59 0.09
(3.22) (4.82) (3.05) (4.81) (0.48)
[2.04] [14.60] [2.05] [14.66] [4.02]

SGA/ME 0.36 �1.50 0.32 �1.46 0.09
(1.95) (�3.70) (1.77) (�3.66) (0.48)
[1.57] [10.81] [1.58] [10.83] [1.82]

Ln
⇣

BE
ME

⌘
0.10 0.04 0.06 0.10 0.01 0.02 0.04 0.07 0.00 �0.00 �0.00

(1.51) (0.65) (0.81) (1.44) (0.18) (0.27) (0.52) (0.99) (0.02) (�0.02) (�0.02)
[4.11] [3.04] [2.48] [2.81] [3.06] [4.90] [4.27] [4.76] [4.92] [4.93] [4.93]

Ln(ME) �0.00 �0.01 0.00 0.00 �0.01 �0.01 0.00 0.01 �0.00 �0.01 �0.01
(�0.10) (�0.32) (0.07) (0.11) (�0.17) (�0.27) (0.10) (0.13) (�0.12) (�0.14) (�0.15)

[2.24] [5.47] [4.11] [3.78] [5.55] [5.51] [4.14] [3.79] [5.59] [5.73] [5.75]
return�1,0 �1.63 �1.47 �1.56 �1.64 �1.58 �1.56 �1.65 �1.73 �1.67 �1.67 �1.68

(�3.27) (�3.01) (�3.17) (�3.32) (�3.26) (�3.21) (�3.39) (�3.52) (�3.48) (�3.47) (�3.48)
[1.07] [1.03] [1.03] [1.03] [1.03] [1.07] [1.07] [1.06] [1.07] [1.07] [1.07]

return�12,�1 0.53 0.59 0.58 0.55 0.59 0.57 0.56 0.53 0.56 0.56 0.56
(3.10) (3.52) (3.45) (3.22) (3.59) (3.44) (3.35) (3.16) (3.45) (3.43) (3.43)
[1.48] [1.23] [1.23] [1.21] [1.23] [1.45] [1.48] [1.44] [1.45] [1.45] [1.45]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
(2.35) (1.73) (1.70) (2.00) (1.53) (1.67) (1.66) (1.95) (1.47) (1.49) (1.48)

R
2 5.80% 5.85% 5.92% 5.90% 6.45% 6.32% 6.39% 6.39% 6.90% 6.89% 6.89%

adj. R
2 5.24% 5.29% 5.36% 5.34% 5.78% 5.65% 5.73% 5.73% 6.12% 6.11% 6.12%

(12) (13) (14) (15) (16) (17) (18) (19) (20) (21)

GPSGA/A 2.70 2.37 2.51 2.75 2.49
(6.25) (4.94) (5.83) (6.36) (5.15)
[3.81] [4.79] [4.04] [3.84] [4.72]

GP/A 1.20 1.04 1.14 1.28 1.18
(5.40) (4.63) (4.72) (5.40) (4.97)
[2.77] [4.14] [3.96] [5.50] [5.62]

ME/A �0.05 �0.03 �0.03 �0.03 �0.02 �0.03 �0.01 �0.02 �0.04 �0.02
(�1.46) (�1.08) (�0.91) (�1.00) (�0.71) (�0.98) (�0.43) (�0.80) (�1.13) (�0.65)

[4.12] [4.23] [4.17] [4.14] [4.22] [3.99] [4.22] [4.04] [4.26] [4.30]
GPSGA/ME 0.66 1.25

(1.87) (3.80)
[3.07] [2.73]

GP/ME 0.29 0.53 0.05 1.32
(2.04) (1.50) (0.37) (4.09)
[2.26] [18.02] [2.92] [14.99]

SGA/ME 0.35 �0.25 �0.22 �1.66
(1.94) (�0.57) (�1.22) (�4.29)
[1.58] [12.64] [2.33] [11.01]

Ln
⇣

BE
ME

⌘
0.19 0.14 0.13 0.16 0.13 0.23 0.15 0.21 0.24 0.18

(2.76) (2.02) (1.81) (2.26) (1.84) (3.39) (2.22) (2.86) (3.29) (2.41)
[4.74] [5.33] [5.08] [4.89] [5.30] [4.29] [5.21] [4.85] [5.21] [5.48]

Ln(ME) �0.03 �0.03 �0.02 �0.02 �0.02 0.01 �0.00 0.01 0.00 �0.00
(�0.71) (�0.76) (�0.53) (�0.48) (�0.56) (0.17) (�0.01) (0.16) (0.11) (�0.11)

[4.11] [5.76] [5.68] [5.07] [5.97] [3.15] [5.87] [4.19] [4.17] [5.77]
return�1,0 �1.66 �1.66 �1.71 �1.75 �1.76 �1.79 �1.77 �1.85 �1.88 �1.85

(�3.36) (�3.47) (�3.54) (�3.60) (�3.72) (�3.70) (�3.73) (�3.88) (�3.91) (�3.93)
[1.06] [1.07] [1.07] [1.06] [1.07] [1.07] [1.07] [1.07] [1.06] [1.07]

return�12,�1 0.55 0.56 0.57 0.55 0.56 0.51 0.54 0.52 0.51 0.54
(3.18) (3.45) (3.42) (3.26) (3.46) (3.04) (3.35) (3.26) (3.10) (3.38)
[1.44] [1.45] [1.45] [1.44] [1.45] [1.47] [1.45] [1.48] [1.44] [1.45]

Intercept 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.01 0.01 0.01
(1.96) (1.81) (1.53) (1.52) (1.47) (1.29) (0.94) (1.29) (1.42) (1.10)

R
2 6.47% 6.95% 7.03% 7.07% 7.55% 6.64% 7.14% 7.09% 7.07% 7.55%

adj. R
2 5.80% 6.18% 6.26% 6.30% 6.67% 5.98% 6.36% 6.32% 6.29% 6.67%
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Table A.23: Double Sort on Size and GP/A - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GP/A. Portfolios are rebalanced annually at the
end of June. The first part covers the sample period from June 1980 to December 2010, and the second
part the period from January 2011 to December 2021. The percentage values are percent per month, the
values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model
alpha. The size strategies are the small-minus-big portfolios, profitability strategies are the high-minus-low
GP/A portfolios, and the combined strategy is the small-high portfolio minus the big-low portfolio (column
description of the profitability strategies applies).

June 1980 - December 2010
GP/A Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.17% 0.26% 0.41% 0.52% 0.97% 0.80% 0.76% 0.76% 0.00 �0.09 0.15
(5.44) (5.12) (5.15) (0.08) (�1.91) (2.91)

2 0.11% 0.21% 0.33% 0.35% 0.65% 0.53% 0.50% 0.50% 0.05 0.05 �0.01
(4.27) (4.05) (3.91) (1.85) (1.22) (�0.16)

3 0.16% 0.33% 0.28% 0.25% 0.58% 0.42% 0.39% 0.32% 0.14 0.14 �0.02
(3.22) (3.00) (2.58) (5.02) (3.49) (�0.39)

4 0.30% 0.30% 0.38% 0.47% 0.75% 0.45% 0.41% 0.39% 0.16 0.18 �0.15
(2.99) (2.73) (2.79) (5.00) (3.87) (�3.15)

Big 0.38% 0.33% 0.45% 0.47% 0.68% 0.29% 0.24% 0.43% �0.02 �0.10 �0.32
(1.81) (1.51) (2.74) (�0.61) (�2.00) (�5.87)

Size strategies Combined strategy
Mean �0.21% �0.07% �0.04% 0.05% 0.30% 0.59% 0.50% 0.36% 0.08 1.03 0.08

(�0.79) (�0.38) (�0.23) (0.27) (1.28) (2.59) (2.20) (2.34) (2.40) (20.43) (1.58)
Geomean �0.34% �0.13% �0.10% �0.02% 0.20%

(�1.29) (�0.71) (�0.56) (�0.09) (0.88)
↵ �0.83% �0.62% �0.65% �0.63% �0.50%

(�4.38) (�4.82) (�5.15) (�4.82) (�3.28)
�MKT 0.08 �0.08 �0.08 �0.14 0.11

(1.91) (�2.81) (�2.91) (�4.66) (3.09)
�SMB 1.13 0.85 0.86 0.96 1.14

(18.22) (20.23) (20.80) (22.57) (22.85)
�HML �0.07 0.13 0.29 0.54 0.40

(�1.04) (2.95) (6.61) (12.06) (7.64)

January 2011 - December 2021
GP/A Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.46% 0.38% 0.46% 1.00% 1.06% 0.60% 0.52% 0.85% �0.16 �0.44 0.31
(1.76) (1.53) (2.53) (�1.89) (�3.11) (2.76)

2 0.60% 0.61% 0.60% 0.89% 0.93% 0.33% 0.29% 0.47% �0.10 �0.14 0.12
(1.28) (1.11) (1.75) (�1.45) (�1.23) (1.32)

3 0.65% 0.55% 0.80% 0.93% 0.93% 0.28% 0.25% 0.21% 0.02 �0.08 �0.15
(1.29) (1.15) (0.94) (0.35) (�0.84) (�1.99)

4 0.61% 0.60% 0.85% 1.04% 1.13% 0.52% 0.49% 0.39% 0.06 �0.04 �0.24
(2.26) (2.12) (1.63) (0.98) (�0.40) (�3.08)

Big 0.66% 0.62% 0.92% 1.22% 1.40% 0.73% 0.68% 0.41% 0.13 �0.27 �0.60
(2.62) (2.43) (1.70) (2.16) (�2.62) (�7.50)

Size strategies Combined strategy
Mean �0.20% �0.24% �0.45% �0.23% �0.33% 0.40% 0.35% 0.36% 0.05 0.87 �0.06

(�0.44) (�0.88) (�1.72) (�0.74) (�1.01) (1.38) (1.20) (1.52) (0.82) (8.72) (�0.75)
Geomean �0.33% �0.29% �0.50% �0.29% �0.40%

(�0.74) (�1.06) (�1.89) (�0.95) (�1.22)
↵ �0.53% 0.02% �0.35% �0.11% �0.09%

(�1.52) (0.08) (�2.05) (�0.65) (�0.54)
�MKT 0.21 �0.17 �0.01 �0.03 �0.08

(2.38) (�3.17) (�0.32) (�0.63) (�1.86)
�SMB 1.31 0.85 0.82 1.14 1.14

(8.87) (9.37) (11.50) (16.23) (15.71)
�HML �0.36 0.23 0.38 0.32 0.55

(�3.11) (3.20) (6.73) (5.69) (9.55)
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Table A.24: Double Sort on Size and GPSGA/A - Subsamples Before and After 2010

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually at
the end of June. The first part covers the sample period from June 1980 to December 2010, and the second
part the period from January 2011 to December 2021. The percentage values are percent per month, the
values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model
alpha. The size strategies are the small-minus-big portfolios, profitability strategies are the high-minus-low
GPSGA/A portfolios, and the combined strategy is the small-high portfolio minus the big-low portfolio
(values are according to the column description of the profitability strategies).

June 1980 - December 2010
GPSGA/A Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small �0.01% 0.24% 0.28% 0.44% 0.79% 0.80% 0.74% 0.91% �0.14 �0.26 0.02
(4.70) (4.22) (5.62) (�3.93) (�4.97) (0.44)

2 �0.07% 0.11% 0.09% 0.35% 0.55% 0.62% 0.60% 0.70% �0.06 �0.06 �0.09
(5.74) (5.57) (6.39) (�2.58) (�1.65) (�2.46)

3 0.03% 0.28% 0.24% 0.20% 0.49% 0.47% 0.44% 0.55% �0.02 �0.02 �0.19
(3.92) (3.71) (4.63) (�0.77) (�0.50) (�4.71)

4 0.08% 0.35% 0.17% 0.43% 0.53% 0.45% 0.42% 0.56% �0.04 �0.09 �0.22
(3.46) (3.22) (4.33) (�1.28) (�2.01) (�4.84)

Big 0.33% 0.47% 0.26% 0.46% 0.54% 0.20% 0.15% 0.53% �0.11 �0.27 �0.61
(1.15) (0.82) (3.37) (�3.22) (�5.31) (�11.36)

Size strategies Combined strategy
Mean �0.34% �0.23% 0.02% �0.03% 0.25% 0.46% 0.41% 0.44% �0.18 0.72 0.04

(�1.40) (�1.35) (0.10) (�0.17) (1.22) (2.69) (2.37) (3.45) (�6.14) (17.18) (0.88)
Geomean �0.44% �0.29% �0.03% �0.08% 0.18%

(�1.88) (�1.67) (�0.19) (�0.47) (0.85)
↵ �0.90% �0.81% �0.56% �0.65% �0.51%

(�4.78) (�6.63) (�4.62) (�5.24) (�3.86)
�MKT �0.03 �0.07 �0.09 �0.03 �0.06

(�0.75) (�2.68) (�3.20) (�1.14) (�2.08)
�SMB 0.99 0.82 0.73 0.72 1.00

(16.07) (20.48) (18.40) (17.84) (22.96)
�HML 0.01 0.20 0.27 0.30 0.65

(0.17) (4.81) (6.34) (6.96) (14.18)

January 2011 - December 2021
GPSGA/A Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.25% 0.61% 0.60% 0.75% 0.93% 0.68% 0.63% 0.92% �0.19 �0.52 0.14
(2.41) (2.21) (3.52) (�2.83) (�4.74) (1.63)

2 0.46% 0.60% 0.51% 0.74% 0.90% 0.44% 0.42% 0.53% �0.07 �0.14 0.04
(2.14) (2.01) (2.46) (�1.28) (�1.50) (0.59)

3 0.55% 0.66% 0.61% 0.60% 0.97% 0.41% 0.39% 0.52% �0.08 �0.17 0.03
(1.97) (1.85) (2.38) (�1.55) (�1.88) (0.46)

4 0.57% 0.67% 0.78% 0.78% 1.19% 0.62% 0.58% 0.77% �0.16 �0.21 �0.11
(2.59) (2.45) (3.25) (�2.60) (�2.11) (�1.45)

Big 0.56% 0.74% 0.92% 0.85% 1.49% 0.93% 0.88% 0.72% 0.06 �0.47 �0.47
(3.29) (3.10) (2.92) (0.92) (�4.57) (�5.76)

Size strategies Combined strategy
Mean �0.31% �0.13% �0.33% �0.11% �0.56% 0.37% 0.34% 0.52% �0.09 0.53 0.06

(�0.92) (�0.51) (�1.15) (�0.42) (�1.88) (1.71) (1.58) (2.59) (�1.86) (6.38) (0.84)
Geomean �0.39% �0.17% �0.38% �0.15% �0.62%

(�1.15) (�0.67) (�1.32) (�0.59) (�2.07)
↵ �0.45% 0.02% �0.30% 0.13% �0.25%

(�1.68) (0.09) (�1.57) (0.87) (�1.50)
�MKT 0.09 �0.07 0.05 �0.15 �0.15

(1.42) (�1.48) (0.93) (�3.88) (�3.55)
�SMB 1.05 0.81 0.87 0.95 1.01

(9.47) (10.85) (10.84) (15.31) (14.42)
�HML �0.08 0.29 0.33 0.25 0.53

(�0.94) (4.88) (5.18) (5.07) (9.62)
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Table A.25: Double Sort on Size and GPSGAI/BE - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on size
(market capitalization), then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually
at the end of June. The first part covers the sample period from June 1980 to December 2010, and the second
part the period from January 2011 to December 2021. The percentage values are percent per month, the
values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model
alpha. The size strategies are the small-minus-big portfolios, profitability strategies are the high-minus-low
GPSGAI/BE portfolios, and the combined strategy is the small-high portfolio minus the big-low portfolio
(column description of the profitability strategies applies).

June 1980 - December 2010
GPSGAI/BE Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small �0.18% 0.25% 0.27% 0.48% 0.61% 0.79% 0.74% 0.87% �0.12 �0.21 0.04
(5.20) (4.83) (5.98) (�3.64) (�4.44) (0.78)

2 �0.12% 0.10% 0.08% 0.30% 0.38% 0.50% 0.47% 0.55% �0.05 �0.05 �0.04
(4.16) (3.96) (4.48) (�1.83) (�1.19) (�0.86)

3 �0.04% 0.16% 0.17% 0.23% 0.34% 0.38% 0.36% 0.42% 0.01 �0.06 �0.11
(3.16) (2.96) (3.44) (0.33) (�1.41) (�2.49)

4 0.00% 0.17% 0.20% 0.30% 0.41% 0.41% 0.38% 0.41% 0.02 �0.01 �0.02
(3.38) (3.17) (3.27) (0.85) (�0.29) (�0.57)

Big 0.25% 0.20% 0.30% 0.38% 0.48% 0.23% 0.19% 0.36% �0.06 �0.22 �0.18
(1.46) (1.17) (2.28) (�1.63) (�4.24) (�3.26)

Size strategies Combined strategy
Mean �0.43% 0.05% �0.02% 0.09% 0.13% 0.36% 0.30% 0.12% 0.06 0.73 0.27

(�1.87) (0.34) (�0.15) (0.58) (0.64) (2.04) (1.71) (0.87) (2.10) (16.35) (5.82)
Geomean �0.52% 0.01% �0.07% 0.05% 0.06%

(�2.30) (0.05) (�0.44) (0.29) (0.27)
↵ �1.18% �0.49% �0.61% �0.58% �0.67%

(�7.00) (�3.75) (�4.58) (�4.68) (�4.91)
�MKT 0.19 �0.06 �0.07 0.03 0.12

(4.87) (�1.91) (�2.38) (1.14) (4.03)
�SMB 0.95 0.64 0.60 0.68 0.95

(17.14) (14.95) (13.87) (16.68) (21.44)
�HML 0.23 0.16 0.31 0.37 0.45

(3.96) (3.51) (6.84) (8.57) (9.55)

January 2011 - December 2021
GPSGAI/BE Profitability strategies

Size Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Small 0.29% 0.51% 0.74% 0.55% 0.68% 0.39% 0.34% 0.46% �0.04 �0.45 0.18
(1.38) (1.17) (1.64) (�0.54) (�3.83) (1.90)

2 0.57% 0.48% 0.78% 0.63% 0.81% 0.24% 0.21% 0.07% 0.15 �0.10 0.08
(1.14) (0.99) (0.34) (2.75) (�1.11) (1.13)

3 0.38% 0.33% 0.72% 0.83% 0.68% 0.30% 0.28% 0.24% 0.07 �0.17 0.11
(1.51) (1.38) (1.14) (1.32) (�1.95) (1.57)

4 0.40% 0.62% 0.67% 0.63% 0.82% 0.43% 0.40% 0.40% 0.00 �0.18 �0.07
(1.95) (1.81) (1.74) (0.02) (�1.85) (�0.96)

Big 0.39% 0.54% 0.70% 1.19% 1.07% 0.68% 0.62% 0.85% �0.23 �0.35 �0.37
(2.31) (2.10) (3.32) (�3.57) (�3.24) (�4.36)

Size strategies Combined strategy
Mean �0.09% �0.04% 0.04% �0.64% �0.38% 0.30% 0.26% 0.43% �0.08 0.46 0.10

(�0.28) (�0.14) (0.16) (�2.34) (�1.27) (1.19) (1.03) (1.79) (�1.26) (4.58) (1.31)
Geomean �0.17% �0.08% �0.00% �0.69% �0.45%

(�0.50) (�0.31) (�0.00) (�2.51) (�1.45)
↵ �0.07% �0.05% 0.13% �0.64% �0.46%

(�0.24) (�0.29) (0.71) (�3.98) (�2.48)
�MKT �0.04 0.05 �0.05 0.06 0.15

(�0.48) (1.11) (�0.99) (1.57) (3.33)
�SMB 0.92 0.77 0.84 0.91 0.81

(7.18) (9.82) (10.73) (13.60) (10.50)
�HML �0.07 0.22 0.17 0.34 0.48

(�0.68) (3.55) (2.82) (6.42) (7.81)
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Table A.26: Double Sort on BE/ME and GP/A - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GP/A. Portfolios are rebalanced annually at the end of June.
The first part covers the sample period from June 1980 to December 2010, and the second part the period from
January 2011 to December 2021. The percentage values are percent per month, the values in brackets are the
corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha. The value strategies
are the high-minus-low BE/ME portfolios, profitability strategies are the high-minus-low GP/A portfolios,
and the combined strategy is the high-high portfolio minus the low-low portfolio (column description of the
profitability strategies applies).

June 1980 - December 2010
GP/A Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.09% �0.06% 0.06% 0.33% 0.53% 0.62% 0.56% 0.72% �0.18 �0.14 0.08
(3.32) (3.00) (3.91) (�4.25) (�2.25) (1.23)

2 0.02% 0.05% 0.23% 0.37% 0.40% 0.37% 0.32% 0.35% �0.05 0.15 0.10
(2.18) (1.87) (1.99) (�1.38) (2.56) (1.72)

3 �0.08% �0.03% 0.19% 0.29% 0.29% 0.37% 0.33% 0.25% 0.06 0.31 0.13
(2.41) (2.13) (1.66) (1.80) (6.23) (2.43)

4 0.12% 0.27% 0.08% 0.34% 0.51% 0.39% 0.33% 0.21% 0.15 0.36 0.10
(2.15) (1.83) (1.23) (3.97) (6.44) (1.76)

High 0.52% 0.46% 0.23% 0.28% 0.59% 0.07% �0.02% 0.20% 0.06 �0.05 �0.44
(0.32) (�0.09) (0.95) (1.15) (�0.72) (�6.04)

Value strategies Combined strategy
Mean 0.61% 0.52% 0.16% �0.05% 0.06% 0.68% 0.61% 0.67% �0.06 �0.05 0.16

(2.86) (2.73) (0.91) (�0.27) (0.36) (3.45) (3.10) (3.35) (�1.39) (�0.70) (2.26)
Geomean 0.53% 0.46% 0.10% �0.11% 0.01%

(2.46) (2.40) (0.58) (�0.59) (0.05)
↵ 0.04% �0.06% �0.53% �0.67% �0.47%

(0.22) (�0.38) (�3.45) (�3.83) (�2.78)
�MKT �0.12 �0.06 0.04 0.10 0.11

(�2.74) (�1.61) (1.20) (2.44) (2.98)
�SMB 0.01 0.00 0.13 0.35 0.10

(0.17) (0.04) (2.60) (6.11) (1.73)
�HML 0.60 0.56 0.64 0.25 0.08

(9.16) (9.54) (12.02) (4.17) (1.28)

January 2011 - December 2021
GP/A Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.77% 0.87% 0.76% 1.18% 0.98% 0.21% 0.17% 0.40% �0.18 �0.31 �0.04
(0.84) (0.67) (1.65) (�2.90) (�3.07) (�0.54)

2 0.28% 0.76% 0.72% 0.92% 0.46% 0.17% 0.14% 0.30% �0.13 �0.16 �0.12
(0.81) (0.67) (1.40) (�2.49) (�1.83) (�1.72)

3 0.26% 0.51% 0.55% 0.90% 0.99% 0.74% 0.66% 0.63% 0.16 0.09 0.36
(2.24) (2.01) (1.93) (1.99) (0.63) (3.35)

4 0.56% 0.23% 0.67% 0.26% 0.77% 0.21% 0.14% 0.07% 0.16 0.35 0.14
(0.65) (0.45) (0.22) (1.97) (2.65) (1.38)

High 0.88% 0.66% 0.46% 1.04% 1.04% 0.16% 0.05% 0.02% �0.04 �0.22 �0.71
(0.38) (0.11) (0.04) (�0.39) (�1.36) (�5.55)

Value strategies Combined strategy
Mean 0.12% �0.21% �0.30% �0.14% 0.06% 0.27% 0.23% 0.43% �0.18 �0.22 �0.19

(0.32) (�0.71) (�1.04) (�0.68) (0.31) (1.03) (0.87) (1.67) (�2.75) (�2.03) (�2.28)
Geomean 0.03% �0.26% �0.35% �0.16% 0.04%

(0.08) (�0.90) (�1.22) (�0.81) (0.18)
↵ 0.37% �0.43% �0.44% �0.16% �0.01%

(1.03) (�1.66) (�1.58) (�0.76) (�0.07)
�MKT �0.14 0.24 0.16 0.01 0.00

(�1.53) (3.66) (2.29) (0.13) (0.02)
�SMB 0.00 0.23 0.12 0.08 0.10

(0.02) (2.11) (1.03) (0.87) (1.09)
�HML 0.52 0.38 0.35 0.09 �0.15

(4.37) (4.43) (3.86) (1.21) (�2.12)
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Table A.27: Double Sort on BE/ME and GPSGA/A - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually at the end of
June. The first part covers the sample period from June 1980 to December 2010, and the second part the
period from January 2011 to December 2021. The percentage values are percent per month, the values in
brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha.
The value strategies are the high-minus-low BE/ME portfolios, profitability strategies are the high-minus-
low GPSGA/A portfolios, and the combined strategy is the high-high portfolio minus the low-low portfolio
(column description of the profitability strategies applies).

June 1980 - December 2010
GPSGA/A Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.15% 0.01% 0.37% 0.09% 0.41% 0.56% 0.50% 0.63% �0.03 �0.34 �0.01
(3.01) (2.69) (3.47) (�0.75) (�5.67) (�0.20)

2 �0.25% 0.15% 0.05% 0.39% 0.36% 0.61% 0.55% 0.67% �0.02 �0.10 �0.11
(3.35) (3.07) (3.62) (�0.46) (�1.56) (�1.64)

3 �0.11% 0.04% 0.05% 0.19% 0.17% 0.28% 0.23% 0.43% �0.10 �0.10 �0.21
(1.61) (1.30) (2.41) (�2.51) (�1.64) (�3.37)

4 �0.03% 0.24% �0.03% 0.24% 0.24% 0.27% 0.20% 0.25% 0.08 �0.22 0.03
(1.40) (1.02) (1.28) (1.74) (�3.40) (0.41)

High 0.34% 0.39% 0.38% 0.35% 0.45% 0.12% �0.00% 0.43% �0.15 �0.39 �0.47
(0.47) (�0.00) (1.80) (�2.83) (�4.99) (�5.71)

Value strategies Combined strategy
Mean 0.48% 0.38% 0.01% 0.26% 0.04% 0.60% 0.53% 0.58% 0.02 �0.24 0.12

(2.08) (1.68) (0.05) (1.39) (0.24) (3.11) (2.79) (3.05) (0.38) (�3.81) (1.75)
Geomean 0.39% 0.30% �0.06% 0.20% �0.01%

(1.73) (1.37) (�0.30) (1.06) (�0.07)
↵ �0.27% �0.52% �0.73% �0.36% �0.47%

(�1.20) (�2.58) (�4.21) (�1.93) (�2.71)
�MKT 0.17 0.31 0.13 0.14 0.05

(3.39) (6.73) (3.17) (3.39) (1.23)
�SMB 0.16 0.40 0.33 0.00 0.10

(2.14) (6.05) (5.72) (0.06) (1.83)
�HML 0.58 0.69 0.56 0.33 0.13

(7.58) (9.91) (9.36) (5.06) (2.09)

January 2011 - December 2021
GPSGA/A Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.84% 0.53% 0.81% 0.90% 1.04% 0.20% 0.15% 0.23% �0.06 �0.48 �0.10
(0.71) (0.52) (0.82) (�0.85) (�4.23) (�1.14)

2 0.13% 0.55% 0.59% 0.53% 1.01% 0.88% 0.84% 0.76% 0.05 �0.38 �0.18
(3.61) (3.44) (3.14) (0.83) (�3.76) (�2.30)

3 0.19% 0.58% 0.67% 0.77% 1.08% 0.89% 0.83% 0.71% 0.18 �0.26 0.21
(2.92) (2.74) (2.28) (2.34) (�1.98) (2.03)

4 0.29% 0.63% 0.47% 0.13% 0.60% 0.31% 0.21% 0.14% 0.16 �0.13 0.12
(0.80) (0.53) (0.33) (1.58) (�0.78) (0.87)

High 0.78% 0.79% 0.63% 0.69% 1.15% 0.37% 0.26% 0.47% �0.20 �0.64 �0.44
(0.92) (0.65) (1.33) (�2.24) (�4.28) (�3.75)

Value strategies Combined strategy
Mean �0.06% 0.27% �0.18% �0.22% 0.11% 0.31% 0.27% 0.26% 0.02 �0.42 �0.05

(�0.17) (0.90) (�0.58) (�0.78) (0.53) (1.17) (1.00) (0.95) (0.30) (�3.74) (�0.57)
Geomean �0.13% 0.21% �0.25% �0.27% 0.08%

(�0.39) (0.71) (�0.77) (�0.95) (0.40)
↵ �0.26% �0.04% �0.48% �0.57% �0.01%

(�0.81) (�0.15) (�1.55) (�2.36) (�0.05)
�MKT 0.22 0.25 0.25 0.32 0.08

(2.76) (3.64) (3.18) (5.28) (1.45)
�SMB 0.22 0.49 0.29 0.22 0.06

(1.61) (4.33) (2.27) (2.17) (0.69)
�HML 0.39 0.05 0.12 0.26 0.06

(3.72) (0.61) (1.17) (3.28) (0.76)
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Table A.28: Double Sort on BE/ME and GPSGAI/BE - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
BE/ME, then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually at the end of
June. The first part covers the sample period from June 1980 to December 2010, and the second part the
period from January 2011 to December 2021. The percentage values are percent per month, the values in
brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha.
The value strategies are the high-minus-low BE/ME portfolios, profitability strategies are the high-minus-low
GPSGAI/BE portfolios, and the combined strategy is the high-high portfolio minus the low-low portfolio
(column description of the profitability strategies applies).

June 1980 - December 2010
GPSGAI/BE Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.27% �0.05% 0.18% 0.34% 0.30% 0.57% 0.50% 0.51% �0.02 �0.26 0.31
(2.78) (2.42) (2.62) (�0.39) (�4.08) (4.50)

2 �0.19% 0.01% 0.16% 0.07% 0.39% 0.58% 0.53% 0.61% �0.02 �0.15 �0.01
(3.42) (3.12) (3.58) (�0.44) (�2.67) (�0.22)

3 0.00% 0.04% 0.06% 0.26% 0.24% 0.24% 0.19% 0.20% 0.05 �0.10 0.06
(1.50) (1.23) (1.25) (1.39) (�1.99) (1.13)

4 �0.15% 0.23% 0.22% 0.16% 0.34% 0.50% 0.43% 0.51% 0.05 �0.24 �0.00
(2.67) (2.31) (2.71) (1.08) (�3.93) (�0.03)

High 0.17% 0.29% 0.58% 0.38% 0.75% 0.58% 0.39% 0.67% �0.13 �0.12 0.01
(2.01) (1.09) (2.28) (�2.02) (�1.28) (0.14)

Size strategies Combined strategy
Mean 0.44% 0.34% 0.39% 0.04% 0.45% 1.02% 0.92% 0.77% �0.01 0.13 0.69

(1.53) (1.19) (1.96) (0.23) (1.84) (4.31) (3.95) (3.54) (�0.24) (1.81) (9.15)
Geomean 0.31% 0.20% 0.32% �0.02% 0.34%

(1.16) (0.71) (1.59) (�0.12) (1.42)
↵ �0.33% �0.46% �0.27% �0.59% �0.17%

(�1.17) (�1.71) (�1.41) (�3.22) (�0.70)
�MKT 0.12 0.11 0.08 0.01 0.01

(1.96) (1.74) (1.83) (0.20) (0.12)
�SMB 0.26 0.34 0.30 0.34 0.40

(2.83) (3.85) (4.67) (5.57) (5.03)
�HML 0.67 0.73 0.43 0.45 0.38

(6.93) (7.85) (6.36) (7.02) (4.54)

January 2011 - December 2021
GPSGAI/BE Profitability strategies

BE/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.45% 0.83% 0.88% 0.84% 0.83% 0.38% 0.34% 0.51% �0.07 �0.28 0.25
(1.61) (1.45) (2.17) (�1.11) (�2.83) (3.27)

2 0.14% 0.65% 0.74% 0.62% 0.90% 0.77% 0.73% 0.73% 0.02 �0.39 0.00
(3.05) (2.88) (2.85) (0.33) (�3.64) (0.06)

3 0.46% 0.69% 0.43% 0.61% 1.24% 0.78% 0.73% 0.90% �0.06 �0.16 0.22
(2.69) (2.52) (2.97) (�0.77) (�1.25) (2.19)

4 0.13% 0.49% 0.08% 0.46% 0.47% 0.34% 0.25% 0.24% 0.09 �0.23 0.08
(0.92) (0.67) (0.61) (0.93) (�1.39) (0.62)

High 0.57% 0.33% 0.87% 0.18% 0.78% 0.20% �0.06% �0.35% 0.43 �0.25 �0.06
(0.29) (�0.09) (�0.49) (2.41) (�0.83) (�0.27)

Size strategies Combined strategy
Mean 0.12% �0.50% �0.01% �0.67% �0.06% 0.32% 0.04% �0.29% 0.69 0.03 0.85

(0.23) (�1.11) (�0.03) (�1.71) (�0.08) (0.44) (0.06) (�0.42) (3.93) (0.10) (3.71)
Geomean �0.06% �0.62% �0.09% �0.77% �0.34%

(�0.12) (�1.43) (�0.25) (�1.95) (�0.55)
↵ 0.02% �0.55% 0.03% �0.84% �0.85%

(0.03) (�1.33) (0.10) (�2.38) (�1.20)
�MKT 0.25 0.14 0.09 0.24 0.75

(2.10) (1.39) (1.22) (2.66) (4.26)
�SMB 0.28 0.65 0.44 0.37 0.31

(1.40) (3.77) (3.68) (2.51) (1.05)
�HML 0.92 0.54 0.67 0.55 0.60

(5.78) (3.95) (7.00) (4.73) (2.58)
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Table A.29: Double Sort on GPSGA/ME and GP/A - Subsamples Before and After 2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GP/A. Portfolios are rebalanced annually at the end of
June. The first part covers the sample period from June 1980 to December 2010, and the second part the
period from January 2011 to December 2021. The percentage values are percent per month, the values in
brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha.
The value strategies are the high-minus-low GPSGA/ME portfolios, profitability strategies are the high-
minus-low GP/A portfolios, and the combined strategy is the high-high portfolio minus the low-low portfolio
(column description of the profitability strategies applies).

June 1980 - December 2010
GP/A Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.34% �0.05% �0.01% 0.20% 0.68% 1.02% 0.88% 1.26% �0.12 �0.65 �0.21
(3.74) (3.25) (4.90) (�2.05) (�7.69) (�2.38)

2 �0.02% 0.17% 0.40% 0.44% 0.39% 0.41% 0.36% 0.40% 0.10 �0.20 �0.03
(2.34) (2.01) (2.24) (2.56) (�3.41) (�0.56)

3 �0.05% 0.17% 0.14% 0.34% 0.57% 0.62% 0.57% 0.61% �0.01 0.06 0.01
(3.79) (3.50) (3.64) (�0.16) (1.11) (0.21)

4 0.06% 0.26% 0.42% 0.67% 0.80% 0.74% 0.66% 0.88% �0.16 0.04 �0.16
(3.51) (3.21) (4.15) (�3.29) (0.56) (�2.23)

High 0.63% 0.48% 0.56% 0.61% 0.72% 0.09% 0.01% 0.05% �0.07 0.25 0.13
(0.42) (0.03) (0.22) (�1.47) (3.62) (1.76)

Size strategies Combined strategy
Mean 0.97% 0.53% 0.57% 0.41% 0.05% 1.06% 0.96% 1.10% �0.15 �0.26 0.26

(4.23) (2.83) (2.62) (1.91) (0.22) (4.40) (4.00) (4.73) (�2.86) (�3.37) (3.25)
Geomean 0.88% 0.47% 0.48% 0.33% �0.04%

(3.82) (2.49) (2.23) (1.52) (�0.17)
↵ 0.62% �0.00% �0.00% �0.21% �0.59%

(2.95) (�0.01) (�0.01) (�1.03) (�2.96)
�MKT �0.08 �0.00 0.02 0.01 �0.03

(�1.63) (�0.00) (0.56) (0.20) (�0.67)
�SMB �0.50 �0.23 �0.35 0.09 0.40

(�7.25) (�4.02) (�5.69) (1.36) (6.12)
�HML 0.13 0.40 0.52 0.52 0.47

(1.74) (6.75) (7.99) (7.24) (6.83)

January 2011 - December 2021
GP/A Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.36% 0.37% 0.86% 1.15% 1.25% 0.89% 0.76% 0.54% 0.14 �0.43 �0.65
(2.03) (1.73) (1.29) (1.30) (�2.45) (�4.69)

2 0.37% 0.57% 0.79% 0.67% 1.30% 0.92% 0.88% 0.65% 0.15 �0.27 �0.35
(3.60) (3.45) (2.60) (2.35) (�2.56) (�4.20)

3 0.46% 0.59% 1.11% 0.99% 0.94% 0.48% 0.40% 0.53% �0.12 �0.11 �0.35
(1.43) (1.19) (1.58) (�1.43) (�0.81) (�3.11)

4 0.87% 0.27% 0.91% 1.16% 0.84% �0.04% �0.17% 0.25% �0.36 �0.58 �0.49
(�0.08) (�0.37) (0.65) (�3.71) (�3.63) (�3.93)

High 0.91% 0.90% 1.07% 0.69% 1.40% 0.49% 0.41% 0.46% 0.11 0.16 0.42
(1.40) (1.20) (1.35) (1.29) (1.13) (3.69)

Size strategies Combined strategy
Mean 0.55% 0.53% 0.22% �0.46% 0.15% 1.04% 0.96% 1.25% �0.14 �0.27 0.20

(1.33) (1.77) (0.73) (�1.33) (0.38) (2.90) (2.67) (3.35) (�1.49) (�1.71) (1.61)
Geomean 0.44% 0.47% 0.16% �0.54% 0.05%

(1.04) (1.57) (0.54) (�1.55) (0.12)
↵ 0.74% 0.83% �0.08% �0.49% 0.66%

(1.80) (2.87) (�0.33) (�1.73) (1.90)
�MKT �0.25 �0.24 0.31 0.16 �0.28

(�2.42) (�3.26) (4.92) (2.26) (�3.13)
�SMB �0.43 �0.28 �0.07 0.07 0.17

(�2.49) (�2.33) (�0.66) (0.57) (1.14)
�HML �0.22 0.28 0.50 0.81 0.86

(�1.61) (2.90) (5.94) (8.60) (7.39)
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Table A.30: Double Sort on GPSGA/ME and GPSGA/A - Subsamples Before and After
2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GPSGA/A. Portfolios are rebalanced annually at the end
of June. The first part covers the sample period from June 1980 to December 2010, and the second part
the period from January 2011 to December 2021. The percentage values are percent per month, the values
in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha.
The value strategies are the high-minus-low GPSGA/ME portfolios, profitability strategies are the high-
minus-low GPSGA/A portfolios, and the combined strategy is the high-high portfolio minus the low-low
portfolio (column description of the profitability strategies applies).

June 1980 - December 2010
GPSGA/A Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.36% 0.06% 0.10% 0.08% 0.53% 0.88% 0.75% 1.27% �0.12 �0.91 �0.51
(3.28) (2.72) (5.52) (�2.36) (�12.14) (�6.36)

2 �0.00% 0.29% �0.01% 0.33% 0.28% 0.28% 0.21% 0.32% 0.16 �0.30 �0.23
(1.44) (1.08) (1.67) (3.63) (�4.80) (�3.44)

3 0.13% 0.22% 0.33% 0.14% 0.42% 0.29% 0.24% 0.46% �0.07 �0.11 �0.32
(1.70) (1.40) (2.74) (�1.95) (�1.98) (�5.42)

4 0.31% 0.40% 0.19% 0.23% 0.43% 0.13% 0.03% 0.42% �0.08 �0.35 �0.55
(0.54) (0.12) (1.89) (�1.62) (�4.82) (�7.19)

High 1.13% 0.32% 0.56% 0.51% 0.87% �0.25% �0.47% 0.14% �0.24 �0.47 �0.54
(�0.77) (�1.32) (0.45) (�3.31) (�4.49) (�4.87)

Size strategies Combined strategy
Mean 1.48% 0.26% 0.45% 0.43% 0.35% 1.23% 1.06% 1.42% �0.21 �0.72 0.09

(4.74) (1.20) (2.23) (2.10) (1.32) (3.99) (3.47) (5.09) (�3.24) (�7.88) (0.95)
Geomean 1.32% 0.17% 0.38% 0.35% 0.22%

(4.42) (0.82) (1.88) (1.73) (0.86)
↵ 0.85% �0.39% �0.12% �0.20% �0.27%

(2.87) (�1.90) (�0.61) (�1.05) (�1.07)
�MKT 0.04 0.08 0.03 �0.04 �0.08

(0.52) (1.70) (0.73) (�0.85) (�1.43)
�SMB �0.24 �0.01 0.10 0.15 0.20

(�2.51) (�0.22) (1.49) (2.43) (2.40)
�HML 0.63 0.50 0.34 0.56 0.59

(6.09) (7.04) (4.78) (8.66) (6.83)

January 2011 - December 2021
GPSGA/A Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.50% 0.44% 0.58% 0.74% 1.43% 0.93% 0.75% 1.09% �0.27 �1.10 �0.46
(1.84) (1.43) (2.60) (�2.53) (�6.23) (�3.33)

2 0.58% 0.42% 0.72% 0.73% 1.05% 0.47% 0.43% 0.16% 0.20 �0.23 �0.20
(2.00) (1.85) (0.70) (3.46) (�2.37) (�2.57)

3 0.46% 0.39% 0.75% 0.74% 1.12% 0.66% 0.60% 0.38% 0.18 �0.21 �0.19
(2.20) (2.02) (1.22) (2.39) (�1.62) (�1.90)

4 0.93% 0.66% 0.60% 0.80% 1.22% 0.29% 0.22% 0.16% 0.03 �0.59 �0.30
(0.87) (0.66) (0.50) (0.33) (�4.55) (�2.86)

High 0.80% 0.84% 0.46% 0.57% 1.17% 0.37% 0.29% 0.26% 0.01 �0.34 �0.35
(1.08) (0.85) (0.76) (0.09) (�2.40) (�3.06)

Size strategies Combined strategy
Mean 0.29% 0.40% �0.12% �0.17% �0.27% 0.66% 0.55% 1.16% �0.35 �0.81 0.44

(0.72) (0.90) (�0.34) (�0.52) (�0.67) (1.57) (1.29) (3.16) (�3.76) (�5.28) (3.66)
Geomean 0.18% 0.28% �0.20% �0.24% �0.37%

(0.45) (0.67) (�0.57) (�0.73) (�0.93)
↵ 0.86% 0.15% 0.12% �0.04% 0.03%

(2.44) (0.36) (0.38) (�0.12) (0.08)
�MKT �0.35 0.28 �0.10 �0.00 �0.08

(�3.99) (2.69) (�1.20) (�0.04) (�0.93)
�SMB �0.46 0.34 �0.05 0.17 0.29

(�3.15) (1.96) (�0.37) (1.38) (2.04)
�HML 0.79 0.49 0.66 0.65 0.91

(6.81) (3.54) (6.09) (6.65) (8.17)
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Table A.31: Double Sort on GPSGA/ME and GPSGAI/BE - Subsamples Before and After
2010

This table shows the value-weighted excess returns of the portfolios first sorted into quintiles based on
GPSGA/ME, then within the quintiles based on GPSGAI/BE. Portfolios are rebalanced annually at the end
of June. The first part covers the sample period from June 1980 to December 2010, and the second part
the period from January 2011 to December 2021. The percentage values are percent per month, the values
in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor model alpha.
The value strategies are the high-minus-low GPSGA/ME portfolios, profitability strategies are the high-
minus-low GPSGAI/BE portfolios, and the combined strategy is the high-high portfolio minus the low-low
portfolio (column description of the profitability strategies applies).

June 1980 - December 2010
GPSGAI/BE Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.42% �0.07% �0.03% �0.14% 0.52% 0.95% 0.79% 1.34% �0.24 �0.84 �0.36
(3.25) (2.63) (5.19) (�4.18) (�9.98) (�4.07)

2 �0.10% 0.18% �0.06% 0.42% 0.25% 0.35% 0.30% 0.40% 0.16 �0.39 �0.24
(2.04) (1.73) (2.52) (4.39) (�7.49) (�4.29)

3 �0.11% 0.02% �0.07% 0.09% 0.43% 0.54% 0.47% 0.71% �0.06 �0.26 �0.29
(2.77) (2.50) (3.72) (�1.41) (�4.16) (�4.35)

4 0.10% 0.09% 0.34% 0.04% 0.36% 0.27% 0.19% 0.37% 0.02 �0.30 �0.19
(1.28) (0.91) (1.79) (0.35) (�4.44) (�2.68)

High 0.33% 0.52% 0.49% 0.47% 0.53% 0.20% 0.09% 0.30% 0.05 �0.37 �0.21
(0.81) (0.37) (1.22) (0.96) (�4.60) (�2.48)

Size strategies Combined strategy
Mean 0.75% 0.59% 0.52% 0.62% 0.00% 0.95% 0.80% 1.08% �0.14 �0.60 0.11

(3.09) (2.91) (2.88) (2.73) (0.02) (3.27) (2.79) (3.95) (�2.25) (�6.67) (1.22)
Geomean 0.64% 0.52% 0.46% 0.52% �0.09%

(2.69) (2.62) (2.56) (2.33) (�0.40)
↵ 0.35% �0.03% �0.08% 0.07% �0.69%

(1.55) (�0.15) (�0.45) (0.32) (�3.03)
�MKT �0.19 0.03 0.06 �0.10 0.11

(�3.69) (0.61) (1.44) (�1.97) (2.06)
�SMB �0.22 0.02 0.14 0.07 0.25

(�2.95) (0.39) (2.40) (0.99) (3.42)
�HML 0.32 0.50 0.36 0.47 0.47

(4.08) (7.40) (5.70) (6.38) (6.06)

January 2011 - December 2021
GPSGAI/BE Profitability strategies

GPSGA/ME Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.36% 0.44% 0.27% 0.42% 1.14% 0.78% 0.61% 0.96% �0.29 �0.96 �0.54
(1.55) (1.21) (2.25) (�2.72) (�5.38) (�3.82)

2 0.29% 0.43% 0.62% 0.88% 0.90% 0.61% 0.58% 0.26% 0.25 �0.21 �0.15
(2.68) (2.53) (1.16) (4.47) (�2.20) (�2.04)

3 0.60% �0.03% 0.18% 0.60% 0.74% 0.14% 0.06% �0.02% 0.02 �0.48 �0.46
(0.40) (0.16) (�0.05) (0.19) (�3.61) (�4.37)

4 0.69% 0.42% 0.88% 0.76% 0.87% 0.18% 0.11% 0.20% �0.13 �0.47 �0.47
(0.56) (0.36) (0.72) (�1.86) (�4.00) (�5.03)

High 0.84% 0.79% 0.35% 0.77% 1.10% 0.26% 0.18% 0.12% 0.05 �0.50 �0.22
(0.77) (0.54) (0.35) (0.62) (�3.58) (�2.03)

Size strategies Combined strategy
Mean 0.49% 0.34% 0.08% 0.35% �0.04% 0.74% 0.62% 1.08% �0.24 �0.66 0.29

(1.20) (0.86) (0.24) (0.90) (�0.10) (1.70) (1.41) (2.56) (�2.27) (�3.73) (2.07)
Geomean 0.38% 0.24% 0.01% 0.25% �0.14%

(0.95) (0.59) (0.02) (0.66) (�0.35)
↵ 0.92% 0.45% �0.08% 0.12% 0.08%

(2.31) (1.14) (�0.28) (0.34) (0.24)
�MKT �0.29 �0.02 0.23 0.27 0.05

(�2.91) (�0.16) (3.23) (2.98) (0.61)
�SMB �0.16 �0.24 �0.03 0.22 0.30

(�0.97) (�1.46) (�0.26) (1.46) (2.16)
�HML 0.52 0.58 0.66 0.52 0.83

(3.91) (4.42) (7.03) (4.45) (7.62)
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Table A.32: Double Sort on HHI (Fama-French 49 Industries) and GP/A

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on the
HHI of the Fama-French 49 industries, then within the quintiles based on GP/A. Portfolios are rebalanced
annually at the end of June and cover the whole sample from June 1980 to December 2021. The percentage
values are percent per month, the values in brackets are the corresponding t-test values, and ↵ stands for
the Fama-French three-factor model alpha. The industry concentration strategies are the high concentration
minus low concentration portfolios, profitability strategies are the high-minus-low GP/A portfolios, and
the combined strategy is the high-high portfolio minus the low-low portfolio (column description of the
profitability strategies applies).

GP/A Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.72% 0.51% 0.57% 0.50% 0.91% 0.20% 0.07% �0.04% 0.34 0.24 �0.19
(0.91) (0.32) (�0.21) (7.38) (3.56) (�2.89)

2 0.54% 0.25% 0.40% 0.59% 0.83% 0.30% 0.22% 0.44% �0.13 0.01 �0.24
(1.67) (1.24) (2.48) (�3.17) (0.14) (�4.18)

3 0.15% 0.25% 0.53% 0.49% 0.66% 0.50% 0.42% 0.65% �0.13 �0.23 �0.17
(2.79) (2.36) (3.66) (�3.13) (�3.81) (�2.82)

4 0.12% 0.19% 0.33% 0.46% 0.57% 0.45% 0.32% 0.67% �0.12 �0.54 �0.42
(1.99) (1.42) (3.14) (�2.37) (�7.32) (�5.89)

High 0.45% 0.63% 0.69% 0.57% 0.92% 0.46% 0.38% 0.73% �0.26 �0.10 �0.32
(2.50) (2.02) (4.06) (�6.30) (�1.56) (�5.40)

Industry concentration strategies Combined strategy
Mean �0.27% 0.12% 0.12% 0.07% 0.00% 0.20% 0.09% 0.16% 0.13 �0.03 �0.28

(�1.22) (0.65) (0.70) (0.38) (0.01) (0.97) (0.40) (0.78) (2.82) (�0.44) (�4.11)
Geomean �0.39% 0.03% 0.05% �0.01% �0.07%

(�1.71) (0.18) (0.27) (�0.04) (�0.41)
↵ �0.90% �0.55% �0.29% �0.25% �0.13%

(�4.31) (�3.39) (�1.78) (�1.47) (�0.79)
�MKT 0.39 0.44 0.14 0.07 �0.20

(8.24) (11.85) (3.64) (1.81) (�5.50)
�SMB 0.07 0.22 0.14 �0.29 �0.27

(0.95) (3.91) (2.42) (�4.89) (�4.92)
�HML 0.04 �0.00 �0.15 �0.16 �0.09

(0.58) (�0.05) (�2.70) (�2.89) (�1.72)

Table A.33: Double Sort on HHI (Fama-French 49 Industries) and GPSGAI/BE

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on
the HHI of the Fama-French 49 industries, then within the quintiles based on GPSGAI/BE. Portfolios
are rebalanced annually at the end of June and cover the whole sample from June 1980 to December
2021. The percentage values are percent per month, the values in brackets are the corresponding t-test
values, and ↵ stands for the Fama-French three-factor model alpha. The industry concentration strategies
are the high concentration minus low concentration portfolios, profitability strategies the high-minus-low
GPSGAI/BE portfolios, and the combined strategy is the high-high portfolio minus the low-low portfolio
(column description of the profitability strategies applies).

GPSGAI/BE Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low �0.09% 0.17% 0.30% 0.58% 0.78% 0.87% 0.78% 0.92% �0.03 �0.39 0.02
(4.51) (4.12) (4.89) (�0.65) (�5.98) (0.24)

2 0.00% 0.28% 0.39% 0.49% 0.64% 0.64% 0.56% 0.83% �0.11 �0.33 �0.40
(3.62) (3.21) (4.95) (�2.84) (�5.78) (�7.12)

3 0.03% 0.27% 0.40% 0.23% 0.51% 0.49% 0.43% 0.63% �0.10 �0.33 �0.17
(3.13) (2.74) (4.15) (�2.82) (�6.42) (�3.36)

4 0.03% 0.04% 0.08% 0.25% 0.48% 0.46% 0.35% 0.73% �0.25 �0.50 �0.22
(2.24) (1.70) (3.88) (�5.73) (�7.68) (�3.50)

High 0.17% 0.12% 0.43% 0.63% 0.81% 0.64% 0.52% 0.74% �0.05 �0.36 �0.16
(2.94) (2.37) (3.45) (�1.08) (�4.95) (�2.20)

Industry concentration strategies Combined strategy
Mean 0.26% �0.04% 0.13% 0.05% 0.03% 0.89% 0.79% 1.07% �0.14 �0.57 �0.09

(1.17) (�0.27) (0.81) (0.27) (0.16) (4.30) (3.82) (5.50) (�3.07) (�8.59) (�1.37)
Geomean 0.14% �0.11% 0.07% �0.03% �0.04%

(0.63) (�0.67) (0.42) (�0.18) (�0.23)
↵ 0.00% �0.49% �0.21% �0.29% �0.18%

(0.00) (�3.05) (�1.31) (�1.59) (�1.14)
�MKT �0.08 0.14 �0.02 0.03 �0.10

(�1.57) (3.73) (�0.49) (0.70) (�2.88)
�SMB �0.20 �0.04 �0.09 �0.09 �0.18

(�2.69) (�0.74) (�1.64) (�1.40) (�3.34)
�HML 0.06 0.14 0.20 0.02 �0.11

(0.84) (2.53) (3.73) (0.32) (�2.08)

194



Table A.34: Double Sort on TNIC HHI and GP/A, GPSGA/A and GPSGAI/BE

This table shows the value-weighted excess returns for the portfolios first sorted into quintiles based on the
TNIC HHI (Hoberg and Phillips, 2016), then within the quintiles based on GP/A (first part), GPSGA/A
(second part) and GPSGAI/BE (third part). Portfolios are rebalanced annually at the end of June and
cover the whole sample from June 1988 to December 2021. The percentage values are percent per month,
the values in brackets are the corresponding t-test values, and ↵ stands for the Fama-French three-factor
model alpha. The industry concentration strategies are the high concentration minus low concentration
portfolios, profitability strategies are the high-minus-low GP/A portfolios, and the combined strategy is the
high-high portfolio minus the low-low portfolio (column description of the profitability strategies applies).

GP/A Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.50% 0.46% 0.22% 0.30% 0.70% 0.20% 0.06% 0.02% 0.28 0.10 �0.40
(0.77) (0.23) (0.09) (4.77) (1.17) (�4.94)

2 0.45% 0.38% 0.67% 0.69% 0.86% 0.41% 0.32% 0.54% �0.09 �0.36 �0.43
(1.91) (1.47) (2.71) (�1.80) (�5.43) (�6.58)

3 0.60% 0.51% 0.53% 0.55% 0.80% 0.20% 0.11% 0.44% �0.24 �0.42 �0.28
(0.93) (0.49) (2.31) (�5.41) (�6.73) (�4.53)

4 0.55% 0.58% 0.60% 0.73% 0.80% 0.25% 0.17% 0.48% �0.25 �0.19 �0.24
(1.24) (0.82) (2.45) (�5.42) (�2.84) (�3.64)

High 0.56% 0.48% 0.65% 0.70% 1.04% 0.48% 0.38% 0.63% �0.14 �0.29 �0.28
(2.18) (1.74) (2.98) (�2.79) (�4.19) (�4.07)

Industry concentration strategies Combined strategy
Mean 0.06% 0.02% 0.43% 0.40% 0.34% 0.54% 0.44% 0.48% 0.12 �0.27 �0.09

(0.29) (0.09) (2.23) (1.78) (1.34) (2.51) (2.09) (2.23) (2.37) (�3.83) (�1.31)
Geomean �0.03% �0.06% 0.36% 0.29% 0.21%

(�0.13) (�0.31) (1.83) (1.28) (0.81)
↵ �0.39% �0.40% 0.14% 0.35% 0.22%

(�1.92) (�2.05) (0.73) (1.57) (0.93)
�MKT 0.26 0.25 0.13 �0.21 �0.16

(5.44) (5.39) (2.89) (�4.01) (�2.79)
�SMB 0.03 0.13 0.00 �0.14 �0.36

(0.46) (2.00) (0.06) (�1.90) (�4.55)
�HML 0.19 �0.12 �0.34 �0.12 0.31

(2.88) (�1.89) (�5.52) (�1.63) (3.93)

GPSGA/A Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.16% 0.29% 0.27% 0.36% 0.70% 0.54% 0.39% 0.62% �0.02 �0.21 �0.52
(1.98) (1.42) (2.34) (�0.32) (�2.41) (�5.93)

2 0.32% 0.30% 0.42% 0.45% 0.92% 0.60% 0.51% 0.69% �0.02 �0.48 �0.41
(2.86) (2.44) (3.54) (�0.33) (�7.41) (�6.49)

3 0.52% 0.46% 0.54% 0.40% 0.73% 0.20% 0.08% 0.42% �0.17 �0.66 �0.43
(0.87) (0.30) (2.10) (�3.52) (�9.96) (�6.53)

4 0.31% 0.40% 0.67% 0.63% 0.81% 0.50% 0.42% 0.60% �0.04 �0.52 �0.22
(2.50) (2.07) (3.20) (�1.01) (�8.33) (�3.63)

High 0.38% 0.55% 0.56% 0.57% 0.95% 0.57% 0.47% 0.77% �0.13 �0.62 �0.46
(2.53) (2.08) (3.86) (�2.85) (�9.51) (�7.13)

Industry concentration strategies Combined strategy
Mean 0.22% 0.26% 0.29% 0.21% 0.25% 0.79% 0.65% 1.05% �0.22 �0.65 �0.34

(0.99) (1.23) (1.47) (1.29) (0.96) (2.99) (2.44) (4.33) (�3.92) (�8.12) (�4.26)
Geomean 0.12% 0.17% 0.21% 0.15% 0.11%

(0.54) (0.80) (1.07) (0.96) (0.41)
↵ 0.05% �0.05% 0.11% 0.01% 0.19%

(0.20) (�0.21) (0.58) (0.06) (0.76)
�MKT �0.09 0.08 �0.02 �0.04 �0.20

(�1.66) (1.67) (�0.53) (�1.12) (�3.41)
�SMB �0.02 0.11 �0.20 �0.12 �0.43

(�0.22) (1.50) (�3.10) (�2.19) (�5.18)
�HML 0.13 0.07 �0.18 0.07 0.18

(1.72) (0.98) (�2.85) (1.33) (2.21)

GPSGAI/BE Profitability strategies
HHI Low 2 3 4 High Mean Geomean ↵ �MKT �SMB �HML

Low 0.20% 0.05% 0.33% 0.46% 0.36% 0.16% 0.03% 0.32% �0.14 �0.15 �0.48
(0.65) (0.14) (1.35) (�2.44) (�1.88) (�6.11)

2 0.25% 0.18% 0.37% 0.34% 0.79% 0.54% 0.45% 0.66% �0.08 �0.49 �0.24
(2.58) (2.17) (3.37) (�1.69) (�7.67) (�3.76)

3 0.29% 0.26% 0.35% 0.41% 0.62% 0.33% 0.24% 0.41% �0.03 �0.53 �0.16
(1.59) (1.14) (2.13) (�0.76) (�8.29) (�2.54)

4 0.20% 0.22% 0.58% 0.47% 0.62% 0.42% 0.35% 0.45% 0.03 �0.46 �0.18
(2.26) (1.86) (2.57) (0.67) (�7.90) (�3.08)

High 0.17% 0.46% 0.26% 0.56% 0.64% 0.47% 0.35% 0.60% �0.11 �0.53 �0.05
(1.96) (1.47) (2.65) (�2.10) (�7.06) (�0.64)

Industry concentration strategies Combined strategy
Mean �0.03% 0.42% �0.07% 0.10% 0.28% 0.44% 0.29% 0.74% �0.31 �0.47 �0.31

(�0.12) (1.92) (�0.31) (0.51) (1.38) (1.66) (1.08) (2.99) (�5.26) (�5.77) (�3.77)
Geomean �0.15% 0.32% �0.17% 0.02% 0.20%

(�0.61) (1.49) (�0.75) (0.11) (0.97)
↵ �0.09% 0.24% �0.18% �0.05% 0.19%

(�0.38) (1.11) (�0.81) (�0.27) (0.97)
�MKT �0.19 �0.07 �0.13 �0.06 �0.17

(�3.33) (�1.44) (�2.40) (�1.31) (�3.72)
�SMB 0.06 0.07 �0.06 �0.13 �0.32

(0.78) (0.99) (�0.82) (�2.13) (�5.02)
�HML �0.26 �0.07 �0.18 �0.25 0.17

(�3.21) (�0.97) (�2.47) (�4.04) (2.72)
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