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Abstract: In a constantly changing world, information stands as one of the most valuable assets for
a manufacturing site. However, exchanging information is not a straightforward process among
factories, and concerns regarding the trustability and validation of transactions between various
stakeholders have emerged within the context of micro-factories. This work presents an architecture
designed to enable information exchange among heterogeneous stakeholders, taking advantage
of the cloud infrastructure. It was designed to enable the use of several tools, connected through
a middleware system deployed on the cloud. To demonstrate the potential of this architecture, a
platform was instantiated, and two use cases—designed to accurately represent real manufacturing
sites—were implemented.

Keywords: blockchain; cloud; CPPS; ERP; IIoT; Industry 4.0; MES; micro-factories

1. Introduction

In the recent past, both industrial and academic researchers have driven the usually
called fourth industrial revolution (I4.0) to respond to market demand for personalized
and customized products [1]. This movement is empowered in Europe by the German Elec-
trical and Electronic Manufacturers’ Association (ZVEI). Concepts such as interoperability,
cyber-physical systems, cloud computing, or blockchain are now usual when we are talking
about Information and Communication Technologies (ICT) applied to manufacturing, both
when we talk about the factory shop floor or the supply chains and even when the focus
is the after-sales support. These concepts trigger new business models targeting decen-
tralized manufacturing, augmenting manufacturing efficiency, and upholding operational
excellence within environmental care.

This work aims to present a software architecture capable of providing a fully inte-
grated cloud-based ecosystem, merging the best practices and lessons learned from the
past, and linking existing technologies of existing tools with emergent technologies such
as blockchain, artificial intelligence, and big data analytics, among others. As part of
these efforts, a blockchain architecture will also be developed to support decentralization
and increase trust among the different partners providing traceability over operational
boundaries and seamless interoperability regardless of the interfaces or tools used.

This work is focused and oriented to industrial use cases, trying to cover as much as
possible of the European industrial force.
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Besides the architecture, this work presents an integrated cloud platform to demon-
strate the concept, from end to end, starting with the client creating a purchase order
passing through the Enterprise Eesource Planning (ERP), to the Manufacturing Execution
System (MES), until the delivery of the purchased product. The data models used for this
integrated cloud platform will be described to demonstrate the data flow, synchronization,
and interoperability between all software parts and systems and the hardware used on the
shop floor. The integration of blockchain technology to validate some of the transactions
between partners and to assure authenticity will also be depicted in this work.

1.1. Motivation

Several companies related to micro-factories were taken into account during the design
process to understand the functionalities that this architecture should be compliant with.
One of the major features required was the guarantee of trustability and traceability of
data that flow between actors and the use of cloud technologies as enablers. Another
highlighted functionality was the ability to analyze the performance not only locally at the
shop-floor level but on several processes performed by different companies. Due to the
nature of the micro-factories, modularity on such kinds of platforms is also a requirement;
different clients have different needs, and at some points in time, it can be a necessity to
enable the contribution of different stakeholders. For instance, a micro-factory producing
plastic components might have to contract an external entity to make LCA assessments
for one particular product for a specific client, and to do so, it cannot invest in a new
infrastructure that will be used only on one small fraction of the production. Some works
focus on information exchange such as [2], where some adoption barriers are identified
such as trust, security, data control, and availability of resources but seem restricted to the
manufacturing process and the collaborative networks paradigm. In [3], an information
exchange architecture is presented with a web application as a mediator. The approach
depends on specific integration libraries and the import and export of files through the
web interface. From our analyses, it lacks scalability features and does not take advantage
of the cloud paradigm. Also, trustability is not addressed in this architecture since it
relies on the mutual trust of the organizations. Focusing on the particular issues of the
automotive industry, in [4], another architecture for information exchange is presented.
The implementation is based on a publish/subscribe mechanism, and the information is
exchanged with JSON files. However, there is no mechanism to include external companies
to exchange or validate the trustability of information flow that is focused on tracking
machine data and mapping that information during the manufacturing process. A smart
factory information service bus is presented in [5] with a focus on applications for several
stakeholders, but it lacks an explanation of how the different actors can communicate with
each other. Although this work seems complete, it does not have the trustability capacities
to validate the message exchange and also does not highlight how it can be used in a
cloud environment.

From our research, there is no software architecture integrated with the cloud ecosys-
tem that focuses on the information exchange between several stakeholders, that is modular,
scalable, and trustable.

1.2. Definitions

Manufacturing sites are innovation sites since there are a lot of challenges to opti-
mizing product throughput. New approaches like Cyber-Physical Systems (CPS) and
Cyber-Physical Production Systems (CPPS), Cloud Computing (CC) and Manufacturing
(CM), Internet of Things (IoT), blockchain, and big data analytics, which are related to
embedded systems and systems of systems, help to face the increase in globalization
in a manufacturing context. With these technologies, it is possible to increase flexibil-
ity and competitiveness, quality, and efficiency principally for Small and Medium-sized
Enterprises (SMEs).
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This sub-section explains core concepts, such as CPS and CPPS, the definition of
cloud-based systems, including CC and CM, and finally the conjunction between CC, CM,
and Cloud-based CPPS. A highlight of the Industry 4.0 is also covered here.

1.2.1. Industry 4.0 Concept

The I4.0, an initiative by the German federal government, represents a way to add
value to the product life cycle. It strongly relies on ICT and the smart manufacturing
concept, which means that production systems are adaptable and flexible, adjusting auto-
matically to different production processes and products and reacting to changing envi-
ronments on supply and demand [6]. I4.0 can be defined in three dimensions: horizontal
integration across the value chain, end-to-end engineering, and vertical integration of man-
ufacturing systems [7] to enhance mass customization [8]. The I4.0 concept is enabled by
several technologies such as big data, cloud, IOT, simulation, augmented reality, additive
manufacturing, autonomous robots, and horizontal and vertical system integration [9].

1.2.2. CPS and CPPS

The fourth industrial revolution is only possible with the advantage of the so-called
CPS. CPS can be described as the integration between the digital and physical worlds. It
consists of a control unit, sensors, and actuators. The control unit, usually implemented with
one or several microcontrollers, receives data from the sensors, which can get information
about the surrounding environment and controls actuators interacting with the real world.
CPS opens the possibility for manufacturing systems to monitor physical processes in
real time and make intelligent decisions through cooperation with humans, machines,
sensors, etc. During the past years, the focus of attention was directed to this subject due
to the evolution of the following [10]: (a) sensing systems that allow precise monitoring
of the system; (b) communication technologies that provide high speed and low latency
on data exchange, both on wired and wireless communications; (c) computer processing
power that enables the process and analyses of large amounts of data at an affording cost;
(d) cognition systems, which are systems that bring together machines and humans, giving
more human-like behaviors to machines; and (e) autonomous control that emphasizes the
reaction of the system without direct human intervention.

According to C. Liu and Jiang [11], a suitable CPS architecture for shop-floor intelligent
manufacturing should include three layers, as demonstrated in Figure 1. Each CPS can
autonomously collect and send data as well as send and receive information as needed.
The three layers identified are a physical connection layer, a middleware layer, and a
computation layer.
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Physical connection layer: This layer deals with collecting and transmitting data from
operations. Sensors and other measurement devices gather the information at a low level
and distribute it through the production environment. These components should be chosen
considering the operational constraints such as protocols, processing, location, distance,
and storage. On the shop floor, groups of machines are typically connected through fieldbus
technology and/or industrial Ethernet.

Middleware layer: This layer is intended to transfer the collected data from the embed-
ded components to a more powerful device, to be analyzed, and to send commands to the
production from the computation layer or other external applications. This layer deals with
the reception of data and information in variable data formats, depending on the brand
and type of the embedded component, and translates the production commands from the
computational layer (or external applications) into commands that can be triggered by the
shop-floor machines.

Computational layer: In this layer, models, algorithms, and tools are developed to
analyze and extract patterns from the raw data received from the embedded devices and
sensors. Also, data can be received from other software tools, namely ERP, MES, and
Supply Chain Management (SCM). With all these data, it is possible to have a better
insight into machine working conditions, product and sub-product quality, manufacturing
processes, etc. In this layer, two kinds of big data computing need to be provided: stream
computing, to process near-real-time raw shop-floor data, and batch computing, to process
large volumes of historical data. With this combination, and with human inputs, it is
possible to create a unified view of information and knowledge that supports intelligent
decision making to control processes and operations, and execute maintenance on the
shop floor.

CPPSs are, like CPSs, recognized as one of the keys to unlocking the potential benefits
of Industry 4.0 as they enable enterprises to evolve into this industrial revolution. CPPS is
performed when all CPSs are connected to a production system. It can be described as a
system able to autonomously exchange information, controlling and actuating indepen-
dently on its own components, smart machines, storage systems, and production facilities.
CPPS can accelerate improvements not only in the industrial processes but also in product
engineering, supply management, material usage, and life cycle management [12].

1.2.3. Cloud Computing

Cloud Computing (CC) has a disruptive business approach that enables the customers
to pay for resources that they actually use and need instead of embarking on a sizable initial
investment in hardware and specialized human resources to install it. Technology giants
such as Google, Amazon, or Microsoft build and manage their own cloud infrastructure
and provide resources to third-party companies with a usage-based pricing model. In this
kind of ecosystem, there can be intermediary service providers that provide their services,
renting resources to the cloud infrastructure providers. With this in consideration, CC
creates new opportunities for companies, especially for small and medium-sized enterprises
by offering higher performance at a lower cost, high scalability, availability, and accessibility,
reducing business risks and big upfront investments and maintenance expenses [13].

As a base foundation for the implementation of a CC system, an architecture is
necessary as a guide. Usually, it is based on a four-layer structure, namely: a hardware/data
center layer, infrastructure layer, platform layer, and application layer [14].

According to Figure 2, there are three standard service models: Infrastructure as a
Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). According
to L. Wang [13], these services are suitable for IT professionals (IaaS), developers (PassS),
and business end-users (SaaS). Access to these services is provided through standard
interfaces namely WebServices, Service-Oriented Architecture (SOA), or Representational
State Transfer (REST) services.
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holders. Figure 3 depicts the several layers and typical interventions between the user and
service provider.
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On the left side of Figure 3, the user manages all activities. The responsibility in
managing systems decreases when using other service levels. In the IaaS paradigm, the
user manages the five top layers. In PaaS, the user is only responsible for the two top
layers, and when using Saas, the user has no intervention in any of these layers, as it is the
responsibility of the service provider.

CC can have several models, depending on the requirements of the end-users: they
can be public, private, community, or hybrid [15]. The restrictions of access will be tightly
aligned with the business process, type of information, and level of vision desired. A public
cloud platform, as the name suggests, is used when manufacturing resources are shared
with the general public. Companies and partners can publish or request data and services
from the cloud platform. This kind of cloud is open to all parties but does not expose all
the information. An example can be an email service such as Gmail from Alphabet, which
is freely accessible, but each customer can only use or access their quote upon login. A
private cloud is built to be accessible only from a single organization, to share resources
among different subsidiaries of the enterprise. Although typically more expensive than
the public clouds, they are more secure and manage the privacy of the organization more
efficiently. The hybrid cloud is a combination of public and private clouds merging the best
features from both approaches. The community cloud is a deployment model that is used
for sharing resources between several organizations. As an example, cooperation among
universities on a research topic can be supported by a community cloud [13,16].
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1.2.4. Cloud Manufacturing

Due to the success of CC with the business model of pay-as-you-go services, a new con-
cept directly emerged, Cloud Manufacturing (CM). CM is a paradigm that will revolution-
ize the manufacturing industry with highly collaborative and innovative manufacturing-
service-oriented production. The most important feature of CM is the easiness and conve-
nience of sharing a variety of different types of distributed manufacturing resources. This
vision is known as Manufacturing as a Service (MaaS) [13].

According to Wu et al. [17], a CM architecture is composed of ten layers (Figure 4)
in which seven functional layers of the architecture are facilitated by the three layers of
knowledge, cloud security, and network.
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Resource layer: Composed of manufacturing resources and abilities that can be dis-
tributed across several different providers.

Perception layer: Using IoT, it senses the manufacturing resources and provides a
connection to the CM platform enabling communication and interactions between a cloud
platform and the physical devices.

Virtualization layer: Encapsulates into Manufacturing Cloud Services (MCS) the man-
ufacturing resources and abilities, by virtualizing these items, enabling access to service-
oriented technologies and CC technologies.

Core Cloud Service Layer: Sometimes referred to as core middleware, it provides two
categories of service: the MCS and the Cloud Manufacturing core services (CMfg). MCS is
the result of the encapsulation of manufacturing resources and abilities that can be invoked
by end-users. CMfg are the main services provided to manage, access, and invoke MCS for
three category users (provider, operator, and consumer).

Application layer: Contains applications according to specific demands such as coop-
erative management systems, cloud-manufacturing-based ERP, etc.

Portal layer: Provides human–machine interaction for user access.
Enterprise cooperation application layer: Includes commerce, business, and manufac-

turing cooperation.
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Knowledge layer: Provides the knowledge needed for the seven functional layers
described above.

Cloud security layer: Provides mechanisms and strategies specifically for CM
system security.

Network: Also referred to as the communication layer, it provides communication
support for users, operations, resources, services, etc., in CM systems.

CM can only be fully deployed with the contributions of other emergent technologies
such as IoT, CPS, CC, Semantic Web Technology, Service-oriented technology, Virtualization,
High-performance computing, System Management Technologies, Big Data analytics,
Cybersecurity Mesh, Zero Trust, and others related to security.

CM can be one of the new solutions for the challenges that manufacturing environ-
ments face since it provides tools for resource sharing and the use of globally distributed,
scalable, sustainable, and service-oriented manufacturing systems.

1.2.5. Cloud-Based CPPS

The cloud-based concept has now some applications in different sectors such as agri-
culture, food processing, automotive industry, machinery and tool industry, semiconductor
industry, environmental monitoring, and security surveillance, among others. The interest
in integrating cloud resources into CPSs has increased in recent years, which reflects the
emergence of new fields like Cloud Robotics, Sensor Clouds, and Vehicular Clouds [18].

Nowadays CPSs are implemented as small nodes incorporated in larger systems.
These nodes have limited computing capabilities and low storage available, but almost
always, they have some kind of network interface. With the rise of IoT and CC, several new
perspectives have appeared for those CPSs, to extend their resources by taking advantage of
cloud resources [18,19]. In Industry 4.0, CPS is one of the main technologies and usually is
connected through the Internet. Recently, the concept of cloud was applied to CPS resulting
in cyber manufacturing. Using real-time connectivity on the connection between physical
machines and by using CC, cyber manufacturing is capable of realizing true-sense CPS with
multiple functions in one closed loop. Cloud-based cyber manufacturing can be described
as an integrated CPS that can provide on-demand manufacturing services, digitally or
physically using efficient manufacturing resources distributed across several locations [13].

According to Chaâri et al. [18], there are three core requirements for cloud-based
CPS: offloading intensive computation; storing and analyzing large amounts of data; and
seamless access through virtual interfaces. Knowing these requirements, CC represents
a possible suitable solution since it addresses all of these three challenges. When CPS is
used with a high-bandwidth connection, CC can provide both storage and computing
resources to back-end CPS and allows easier integration of CPS by virtualizing access to
them through Web Services Interfaces.

A cloud-based CPPS is, in fact, an extension of a CPS: it includes a flexible stack of
CC services taking advantage of the computing power, storage, and software services in
a scalable and cost-effective way. Cloud-based CPPS can support and improve manufac-
turing processes since it provides new capabilities for data collection, storage, analysis,
and transmission.

Figure 5 shows a comparison of conventional, web-based, and cloud-based robot cells.
In a conventional robot cell, the application and service modules, control system,

and physical components are locally integrated. Also, in this integration, all the data and
knowledge remain. In a web-based robot cell, the physical system is independent of the
control system and is operated remotely over the network. Information, services, and
control are deployed in remote servers. This approach has some technical drawbacks since
some issues can arise, such as difficult synchronizations, loss of real-time control, and/or
stability risks. A hybrid solution is proposed with the cloud-based robot cell that balances
the need for heavy computing and real-time local control. Data sharing, processing, and
analyses can be performed remotely in the cloud, and physical applications can be created
and maintained in virtual cloud services [20].
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Some works with the use of cloud-based systems in conjunction with manufacturing
challenges such as increasing product quality and decreasing production costs can be found
in the literature. Some examples are as follows:

- Gherardi et al. in 2014 suggested a PaaS approach for reconfigurable product lines
based on cloud robotic applications. With this approach, end-users do not need to
worry about low-level decisions when a line is reconfigured since the configuration of
the robot is managed at a different level on the distributed system to the robot level in
the cloud level [21];

- Shu et al. in 2016 proposed a cloud-based CPS to provide flexible applications and ser-
vices in the context of industrial applications and included virtualized resource man-
agement techniques, scheduling of resources, and Life Cycle Management (LCM) [22];

- Lai et al. in 2018 proposed a task-scheduling algorithm for cloud-based CPS [19];
- Keung et al. in 2020 provided a comprehensive understanding of how warehouses can

be optimized by reducing the conflicts under multi-layer, multi-deep circumstances
using IoT-aided applications and Wireless Sensor Networks (WSN) in conjunction
with a cloud-based CPS [23].

2. Materials and Methods
2.1. Functional Design and Components of the Cloud-Based CPPS Architecture

Several initiatives during the past years addressed manufacturing optimization, but
most of them aimed to run the software locally and very tightly aligned with specific factory
ecosystems. Optimizing production capacity, quality control, or energy consumption by
themselves without considering interoperability between the several stakeholders misses
the full purpose of Industry 4.0. The architecture put forth by our work amplifies the
principles of vertical and horizontal integration while also elevating the concept of end-to-
end product integration and engineering:

Vertical integration: to integrate and interoperate all software tools and hardware
inside a factory;

Horizontal integration: with the capacity to enable the interoperation of all the actors
that contribute to the value chain, not only the suppliers, transporters, and factories but
also the product itself;

End-to-end product integration and engineering: with the capacity to know or track
the product and sub-product information along the life cycle.
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The integration of all available information at these different levels allows the cloud-
based cyber-physical ecosystem to coordinate activities, optimize the system as a whole,
and generate more knowledge that previously was not available.

Using energy consumption as an example, several works such as openMOS [24] and
PERFoRM [25] presented solutions to have some feedback of consumption on machines,
transporters, or products but they did not present a globally optimal solution (only local
solutions to each component). Complex system optimization, with several actors, requires
distributed tools and a full view of the entire value chain.

With the cloud-based tools now available and in conjunction with new architectures
such as the ones previously presented, it is possible to create an advanced ICT solution for
monitoring and optimizing complex environments at different levels and granularities.

Using an ecosystem like the one presented in Figure 6, it is not yet straightforward
how to optimize it.
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This ecosystem can be easily divided into two big levels: the cloud and the factory levels.
At a factory level, nowadays, information is already collected by the production

processes, and data are generated and gathered by the integrated sensors at the different
line modules, or data are manually input by the plant workers into their internal systems.
These data can be extracted and made available for all software tools inside the factory
or at the cloud level (if some service is used subscribing for data updates for instance).
With these up-to-date data, different tools can share information and knowledge about the
processes and work together smoothly. This allows optimization at different levels and
with different purposes and targets (optimization of the production process, quality control,
energy consumption, etc.). If we divide and separate correctly what should be running
locally and remotely, it will bring flexibility and adaptability for different users. Some tools
require real-time control, and those time-critical activities must be deployed inside the
factory; in other cases, it is more profitable to run the tools at a cloud level, where resources
are virtually infinite.

When we look closely, the factory and its energy problems are only one of the nodes
in a very complex and interconnected system. Perhaps the locally optimal solution is not
the global optimal solution. That is why there is a need to consider cloud-based computing
power when dealing with all the constraints along the value chain. The value chain is
constituted of a complex flow of tasks and actions performed by several actors (suppliers,
logistics, factories, or customers). There is a need to try to use a cloud-level solution
on which all the different actors can deploy or retrieve data, with processing power to
create knowledge and information that can be useful for finding global optimization for
the system.
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At a cloud level, it is possible to generate and track environmental footprints for
each activity and stakeholder, store transactions among actors, and other features. A life
cycle assessment (LCA) can be performed on the product, in each stage of its life, and
even models of the behavior of the consumers can be achieved. Although polemic, this
can be very important to reduce energy consumption by changing customers’ behavior
and redesigning products as well as improving the quality of the products to match the
consumers’ expectations based on their feedback.

2.2. Platform

This work proposes an architecture to implement a customizable cloud-based platform
that can be used in different complex manufacturing environments, such as the one shown
in Figure 6, and be instantiated in different cloud providers. The platform should be capable
of interoperating different tools at different complexity levels and should be divided into
two big groups of functionalities, one group that runs on the local shop floor and another
intended to be running at the cloud level (Figure 7).
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Shop-floor level: Within the factory, an integration layer will be deployed capable of
connecting all the hardware (sensors, machines, stations, etc.) and existing software tools
(MES, SCADA, etc.) with new tools capable of dealing with new functionalities and the
integration with the cloud level.

Cloud level: The cloud level of the platform is responsible for receiving and storing
all the data from the different actors of the system (factories, suppliers, transporters,
customers, products, etc.) and allowing the integration of software tools, enabling macro-
level optimization, such as the energy footprint of products, resource allocation, etc.

This platform aims to represent vertical integration and horizontal integration. As a
requirement for this, the architecture for this platform should include middleware inside
each factory that is responsible for vertical integration, enables the integration of any type
of software tool (MES, data analytics, simulation, etc.), and uses the defined standard
interfaces. The data generated by one tool should be available to be consulted by any other
tool, with these tools being present at the launch of the system or added afterward. For
instance, a new scheduling optimizer tool could be coupled with a traditional scheduling
tool but with the ability to read the maintenance logs from a machine, use it as a Key
Performance Indicator (KPI), and allocate resources based on the maintenance prediction
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for that specific machine. Even if not present at launch, this new tool should be able to be
deployed and connected without any intervention on the platform.

The middleware should also be responsible for storing the current system state and
keeping it available to the cloud tools if they require it on a publish/subscribe basis.

The cloud level of this platform will be responsible for connecting different factory
middleware systems and other actors within the value chain. This service-oriented ap-
proach allows easy, scalable, and adaptable solutions that can be easily customized and
deployed across different cloud providers.

The security of the information flowing on the platform should be performed through
a secure mechanism such as blockchain technology. An added mechanism for tracking and
tracing the flow of information should also be available.

This platform is designed to be applied to micro-factories, to tackle the challenges
mentioned before by I4.0. In the beginning, most of the micro-factories focused on down-
scaling manufacturing systems to produce micro-products [26]. However, the concept of
micro-factories refers to a reconfigurable and modular green manufacturing system that
consists of compact and highly mobile facilities with small dimensions and high precision
to respond to flexibility requirements [26–28]. Because of the small scale and flexibility
in the mechanical structure, micro-factories can provide many benefits and increase the
effectiveness of the manufacturing industry.

With this kind of platform, and the accessibility of the information, it is possible to
apply dynamic pricing of the products, by sharing the micro-factories’ net workload and
precisely tracking the carbon footprint for each item used as raw materials for supplying
the micro-factories. Regarding the supply chain, this platform opens the door for a circular
economy where suppliers that recycle materials can be chosen as priorities. At this time, it
is very difficult for the client to make an environmentally friendly choice when a product
is bought.

As important as it is to know how a product environment impacts production, it is
also important to understand the impact over time. That is why in the design phase, the
platform included the ability to integrate one or more LCA tools, with special attention to
the additive manufacturing environmental impact [29].

This platform can be used as a tool to achieve the European Green Deal [30] which is
an initiative with a focus on the EU being climate-neutral by 2050. The use of the authentic
data exchanged, validated by one or more mechanisms, when flowing on the platform, can
be used as a way to trace and optimize the resources applied in all steps, from the purchase
until the delivery of the product. Figure 8 is an adaptation from the work of “Industry 4.0:
The future of productivity and growth in manufacturing industries” [31], and it highlights
which points this platform is demonstrated to work.

The architecture proposed, by design, can accommodate the eight topics depicted
in Figure 8. During the development of the proof of concept and instantiation of the
platform, only the topics on the right side of the picture were implemented and actively
used. Nevertheless, in an easy way, tools that enable augmented reality, especially on
the shop floor, could be created and connected to the platform. On the topic of additive
manufacturing, data about the process and how it can be optimized, not only in quality but
also in new types of materials, can be exchanged between different stakeholders. Regarding
autonomous robots, the architecture can be used to exchange traffic and relative positions
to optimize routes, and this information could be exchanged using the proposed platform.
On the simulation topic, using the information that can be exchanged, simulations of the
overhaul behavior of the systems can be performed. Regarding big data, tools can be
connected to the platform to generate new knowledge from the raw data that are constantly
being generated by the stakeholders. All of these uses of data need to have the agreement
and the right permissions from each and every actor of the system.
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2.3. Infrastructure and Functional Components

The platform for which this architecture was developed is rather complex, with several
levels and components. Some of those components will be briefly exposed to contextualize
the reader with the challenges.

2.3.1. Trustability and Traceability

The information flowing through the platform must be encrypted and validated on
each transaction between the peers because the information is supposed to flow in every
direction to be accessible for all authorized companies and between all of the software
tools (that require it). For instance, one order can be sent directly from the client to the
manufacturing facility, passing through several actors, and each of them must accept and
validate the order. All of these paths must be validated, registered, and auditable by
external tools to guarantee that the procedures performed during the manufacturing of the
product or sub-product are compliant with all the restrictions that were agreed upon, for
instance, on the use of recycled materials or water and energy consumption.

2.3.2. Enterprise Resource Planning

The ERP system is commonly understood as a set of comprehensive software used
to manage business information and operations, especially in the manufacturing industry.
The ERP system can be used to manage and integrate all the business functions within an
organization. In essence, the ERP system is an essential component of manufacturing sys-
tems and is considered the backbone of Industry 4.0 [32]. For a standardized industry like
manufacturing and production factories, this collection of software cuts across functions
and tools for managing different aspects of the entire organization such as sales and distri-
bution, material management, financial and cost accounting, human resources, production
planning, and computer integrated manufacturing, supply chain, and so on [33–35].

These sets/collections of comprehensive software can facilitate the smooth flow of
information between various functions, departments, and company processes (internal
and external) within an organization. As a result, an efficient adoption and usage of ERP
systems for both short and long-term operations of a company will contribute to successful
organizational performance and survival in the face of unpredictable and disruptive in-
novations. When an ERP system is efficiently utilized by a company, the organization can
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achieve an improved performance level of the supply chain network and a reduction in
cycle times [36,37].

ERP systems such as SAP, IQMS, Oracle ERP Cloud, Acumatica, Syspro, Sage, and so
on have developed different modules and integrated functional software that covers key
areas of manufacturing processes and operations such as supply chain, finance, human
resources, customer relationship management, production, maintenance planning and
execution, and so on (more about the different software can be accessed at https://www.
selecthub.com/manufacturing-software/ (accessed on 7 September 2023)).

2.3.3. Life Cycle Assessment

LCA provides information to decision makers by giving insights into the potential
environmental impact of products from raw material extraction or manufacture to end-of-
life disposal. LCA, therefore, supports decision making by exposing trade-offs, illuminating
system interactions, and showing impact over the whole product life cycle and not a
specific phase.

LCA has been standardized by the International Organization for Standardization
(ISO), and it is part of a family of concepts and tools that are being used by organizations to
better understand, manage, and reduce the impacts of materials, products, and services
across their life cycle.

The ISO standards 14,040 and 14,044 (International Organization for Standardization,
2006) define LCA as follows:

“LCA is the compilation and evaluation of the inputs, outputs, and the potential
environmental impacts of a product system throughout its life cycle.” [38]

There are three primary aspects or dimensions to a life cycle study:

1. Consideration of the life cycle stages for the product system in question: The life
cycle is the physical sequence of operations in a product system. The primary stages
are material acquisition and processing, product manufacturing, use, and end-of-life
disposal/recycling.

2. Consideration of multiple environmental and resource issues across the life cycle
stages: LCA studies trade-offs by analyzing significant inputs from the earth, the
flow of these materials and energy carriers through the system, and outputs to the
environment, across the various life cycle stages.

3. Assessment or interpretation of the significance of the results about the goal and
scope of the study: The intended application of the study is critical for interpreting
the results. For example, comparing the carbon footprint of one material to another
requires more rigorous analysis and review than a study aimed at identifying the
environmental and resource use hotspots in a system.

2.3.4. Manufacturing Execution System

MESs are used in manufacturing to track the evolution of raw materials until they
become finished products. In this way, it can help the decision makers to analyze in real
time the current scenario on the shop floor and act to improve the production process.

With new technologies emerging, MES allows the development of the Industrial
Internet of Things (IIoT) environment, where all components may be connected and may
interact with each other, from the low level within the factory to the higher level of analysis
tools. It builds the bridge between the planning system (ERP, LCA, etc.) and the control
system (PLC, SCADA, etc.), as shown in Figure 9. However, it needs to be designed to
facilitate the integration of legacy systems to be compliant with Industry 4.0 technologies.

https://www.selecthub.com/manufacturing-software/
https://www.selecthub.com/manufacturing-software/
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The inclusion of MES in the platform will allow better access to information about the
production, improve quickness in decision making, reduce both production time and costs,
detect failures in time to correct them, improve the quality of the final product, increase
consumer satisfaction, and more. This can be achieved through digitization, which allows
adapting the manufacturing systems to I4.0 and new technologies such as IoT and AI.

The functional layers of MES should be as follows:
Production parameterization: includes version control, production rules, bills of ma-

terial, and resources, focused on defining how to manufacture the product.
Management of resources: focuses on registration and analysis of resource information,

aiming to prepare and execute production orders with the right and available resources.
Production planning: determines the production schedule to meet the production

requirements received from the ERP (or a specialized scheduling system).
Production execution: checks resources to inform other sub-systems regarding the

production progress.
Production traceability: tracks the process information to have a complete sequence

of lots, orders, and equipment.

3. Results

After the platform presentation, in this section, the architecture is explained, and two
use cases that validate the aforementioned approach are presented.

3.1. Architecture

The proposed architecture consists in five main elements that will communicate with
each other, namely the cloud middleware, the supply chain, the smart factory, the customer,
and the product, as shown in Figure 10. The middleware hosted in the cloud will be the
mutual point of interaction. Thus, all the other elements need to reach the cloud to share
and exchange data, information, orders, and so on.
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In this way, each component needs to expose its functionalities to the others to be
reachable. Thus, this architecture will follow a service-based approach, which means that
all the components of the architecture will expose its functionalities as services, making
them available for the other components, and then be able to establish communication with
the different components and systems. These services will be exposed through standard
interfaces that are the point of interconnection between two systems or sub-systems in a
transparent way.

The main components of the system, as well as their inner components, will interact
with each other through the system’s cloud middleware (Figure 11), where all the data and
information will be stored, available, and updated continuously or periodically, depending
on the type of data. The elements will not interact directly with each other, rather they
will interact with the common middleware to reach the other elements. The cloud system
will ensure that even if an element is down, its latest information will still be available to
the remaining elements. Both vertical, i.e., integration and interoperation of all software
tools and hardware inside the factory, and horizontal, i.e., capacity to interoperate all the
actors that contribute to the value chain, such as suppliers, factories, and the product itself,
communication should be supported by the cloud middleware.
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Figure 11. Detail on cloud middleware.

The middleware works as a system or software component that is used to connect
different applications or systems. The objective is to create communication between applica-
tions without them having to know about each other’s state and with minimum knowledge
about the network connection [39]. Middleware systems have been more adopted lately
since vast quantities of systems with different responsibilities are involved and must work
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cooperatively to keep the production in the good direction, from sensors and actuators on
the shop floors to management systems for ERP.

This architecture presents two middleware systems, the one in the cloud and the one
in the factory, that will provide a service registry, Yellow Page structure, that stores the
diverse services available in the system.

The distributed and cloud approach that handles the interconnection of the elements
by following service-oriented principles will avoid limitations for scalability, as well as
problems related to single points of failure.

Both middleware systems, the one on the cloud and the one internal to the factory,
will work with a publish-subscribe model. This model enables an application to announce
events to multiple consumers by asynchronously broadcasting messages to different parts
of the system.

Our approach considers that each component that sends data to the cloud or to be
consumed by other entities is a publisher. A component that reads messages from a specific
topic is a subscriber. The same entity or software can be a publisher and a subscriber at
the same time. Typically, a publisher translates changes in the system or action into event
messages, using a generic message format. Those messages are then published into specific
topics in the middleware through a standard interface. The subscribers are notified that a
new message is available on the topics that they are subscribed to. Figure 12 exemplifies
this pattern.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 17 of 35 
 

 
Figure 12. A pattern of a message path through publish/subscribe middleware, based on [40]. 

A publish/subscribe model is an effective way to decouple sub-systems and manage 
communications between them, independently. Thus, this model avoids blocking sub-
systems to wait for responses and quickly return to their main processing responsibilities, 
increasing the scalability and responsiveness of the overall system. 

Moreover, this model offers improved reliability under increased loads, handles re-
current failures more effectively, and provides a straightforward integration between sys-
tems using different platforms, programming languages, or communication protocols, as 
well as between factory systems and cloud applications. 

By design, publish/subscribe methods can guarantee some security features such as 
only delivering messages to registered and authenticated clients and can also retain some 
messages in case of any failure of the clients. The resilience of the communication channel 
can also be ensured with load distribution between the server nodes and high availability 
methods implemented by the publish/subscribe mechanism that ensures, besides availa-
bility, scalability. 

The publish/subscribe methods that the middleware is implemented with are agnos-
tic to the programming languages that send or receive the messages. This enables interop-
erability between stack holders by design. 

In our work, we present the use of two middleware systems, independent from each 
other because, at the shop floor, it is usually common to have legacy elements such as 
machines, working stations, and some sensors that may not be able to communicate di-
rectly to the cloud, either by their constraints or because of internal policies from the man-
ufacturing companies. Human operators can input data to the cloud using a Human Ma-
chine Interface (HMI) that can write to this middleware, and then the message is trans-
lated into the cloud middleware. Machines can use their actual MES system with their 
actual metrics or use a specific gateway to translate the messages to the middleware on 
the shop floor, and the messages are forwarded to the cloud gateway. Figure 13 shows 
these approaches. 

Figure 12. A pattern of a message path through publish/subscribe middleware, based on [40].

A publish/subscribe model is an effective way to decouple sub-systems and manage
communications between them, independently. Thus, this model avoids blocking sub-
systems to wait for responses and quickly return to their main processing responsibilities,
increasing the scalability and responsiveness of the overall system.

Moreover, this model offers improved reliability under increased loads, handles
recurrent failures more effectively, and provides a straightforward integration between
systems using different platforms, programming languages, or communication protocols,
as well as between factory systems and cloud applications.

By design, publish/subscribe methods can guarantee some security features such
as only delivering messages to registered and authenticated clients and can also retain
some messages in case of any failure of the clients. The resilience of the communication
channel can also be ensured with load distribution between the server nodes and high
availability methods implemented by the publish/subscribe mechanism that ensures,
besides availability, scalability.

The publish/subscribe methods that the middleware is implemented with are ag-
nostic to the programming languages that send or receive the messages. This enables
interoperability between stack holders by design.
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In our work, we present the use of two middleware systems, independent from
each other because, at the shop floor, it is usually common to have legacy elements such
as machines, working stations, and some sensors that may not be able to communicate
directly to the cloud, either by their constraints or because of internal policies from the
manufacturing companies. Human operators can input data to the cloud using a Human
Machine Interface (HMI) that can write to this middleware, and then the message is
translated into the cloud middleware. Machines can use their actual MES system with their
actual metrics or use a specific gateway to translate the messages to the middleware on
the shop floor, and the messages are forwarded to the cloud gateway. Figure 13 shows
these approaches.
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Both middleware systems, the one in the cloud and the one in the factory, will then
communicate through a standard communication protocol to update and access each
other’s information.

In the same way that some shop-floor machines can require a gateway to translate
messages to the shop-floor middleware, other stakeholders may also need a gateway to
translate their information to the cloud middleware, to send and receive messages that will
be used in a standard way. Figure 14 shows an example of a supply chain element that uses
this approach. “Smart Transport” and “Legacy Transport” can be routed from raw material
suppliers or routes of sub-assemblies between factories or even final products.
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This example from Figure 14 can also be applied to other elements such as products. In
this example only standard communication is used. A legacy product can need a gateway
to convert the legacy data to the standard communication from this platform. A legacy
product is a product that was not designed to use these functionalities and/or does not have
ways to communicate in a standard way. For instance, a brand-new car can be considered
legacy if its configuration does not have a module to automatically connect to the platform.
If the final user wants to use the functionalities from the platform, they can afterward
acquire a gateway to send and receive the information from and to the platform.
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3.2. Data Models

One of the biggest challenges of I4.0 is interoperability in real industrial systems.
There are still a lot of difficulties in dealing with the representation and exchange of data
coming from different entities and from different operating levels [41]. Our goal is to have
full interaction of hardware resources, such as working stations and robots, and software
applications, such as ERP, MES, or databases, from end to end in a bi-directional way.
To have an architecture accepted by the industry, it is crucial to connect and integrate
legacy systems.

Following this line of thought, the adoption of standard interfaces as the core drivers
for pluggability and interoperability will contribute to enabling the interaction between
hardware devices and software applications transparently. The standard interfaces should
support devices, tools, and applications in order to fully expose and define their services
in an exclusive, standardized, and clear way to increase the whole interoperability. These
standard interfaces should provide a set of common functionalities:

• The definition of the list of services to be implemented by the interface.
• The description of each service (name, input, and output parameters).
• The definition of the data model handled by the services.

From the point of view of the overall system, the standard interface abstracts the
fundamental functions, making transparent the way the different components interact
and operate. Additionally, a key requirement for the development of standard interfaces
is the usage of service orientation to expose the corresponding devices and applications’
functionalities as services.

Nevertheless, to integrate legacy devices and systems, with their data models and
specific requirements, it is necessary to allow the translation of legacy data into a uniform
representation. To do so, it is necessary to add gateways as a middleman that will translate
the legacy data and allow those devices and systems to have additional intelligence and be
integrated into the CPS paradigm.

3.3. Technologies and Implementation

The architecture proposed needed to be validated, and, to do so, a set of technologies
and some implementation details were chosen.

3.3.1. Communication at the Integration Layer

The primary objective of the integration layer is to facilitate the trade and flow of
information from one system to another system that benefits from the data. This process
can be, for example, a machine sending its data to an optimization software that generates
new knowledge and new inputs that then flow in the opposite direction to the machinery,
optimizing the process. To control the flow of information of different machinery and soft-
ware mentioned, a publish/subscribe approach was chosen based on a message broker. To
implement this approach, a study was performed to test different known software. Several
message brokers were analyzed and compared in key points relevant to the Integration
process that is conducted.

Using a publish/subscribe model that uses a topic approach allows the publishing
of data by, for example, the MES system, in well-defined topics. This means that different
topics are used to write different types of information, for example, distinct topics for
sending energy consumption information and receiving production orders. This can be
done by communicating directly with the hardware/software tools, using an auxiliary
program, or through a service, depending on the configuration of each tool. The publisher
can write on several different topics different types of information. These topics can then
be subscribed to by multiple subscribers that are notified by the message broker as soon as
new information is available. The message broker will then send the new information to
all the subscribers of the topic in question. The message broker can communicate using
different kinds of data-interchange formats, mainly Avro, JSON, and Protobuf, being able
to interchange and auto-format different types of data as needed. This functionality can be
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particularly useful when setting up streams or communicating with a different machine
that possesses different data formats.

The topic approach lets the machine, or the software, send data when it is more conve-
nient, without the necessity of waiting for synchronized communication with other entities
or causing a bottleneck in the flow of information [40]. These topics can then be subscribed
to by any tool (for instance, software of logistics, simulation, energy consumption, or
any other) that wants to receive the published data and has permission to do so. This
approach also allows easy integration for more machines or optimization software that
need to receive or publish data. New tools only need to communicate with the message
broker and have knowledge of the structure of the topics and expected data format.

3.3.2. Enterprise Resource Planning

A commonly used definition of an ERP system is a set or collection of all-inclusive
software used to manage business operations and information, particularly in the manufac-
turing sector. All the business operations inside a company may be managed and integrated
using an ERP system. In a typical ERP operation, two or more agents are involved in the
completion of the business process. For example, a customer ordering a part. The request
is served from an external source such as a web application in the ERP. This request is
converted into a sales order and afterward converted into a purchase order, and when the
order is completely processed, the user receives the product delivery information. In all
these instances, the transaction passes through different actors, where it can be approved
or rejected. Figure 15 shows the class diagram of ERP and web applications, and the
relations between them. The web application data model includes users of the systems
and purchase orders they can make. The ERP data model shows the relations between sale
orders, products, and production orders and how information moves from the initial user
pre-order to the production of the product.
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The User class (Figure 16) represents users in the web application. The Partner class
(Figure 17) is related to the User class in the ERP system with a relation of one-to-one. To
facilitate our integration with the blockchain (for traceability and trustability), the User
class contains information about blockchain authToken and publicKey. The Partner class
(Figure 17) is mostly used to identify the customers.
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Figure 17. Partner class.

Users can create PurchaseOrders (Figure 18a), which are related to the Product class
(Figure 18b) and ERP SaleOrder class (Figure 18c). PurchaseOrder contains necessary infor-
mation about the sale to the cloud. The Product class contains the selected configuration of
the product to be produced. SaleOrder is the class that contains the ERP sale information
and has relation to the Partner class, which is the customer of the sale. Each customer can
have multiple SaleOrders. Products ordered are contained in SaleOrderLine (Figure 18d)
class, and SaleOrder can have multiple SaleOrderLines.
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Figure 18. (a) PurchaseOrder class; (b) Product class; (c) SaleOrder class; (d) SaleOrderLine.

The Product class is related to the ProductTemplate (Figure 19a) and Production
(Figure 19b) classes. ProductTemplate is the functional description of a kind of prod-
uct, it includes the bill of materials (BoM) identification, category, and company, among
other details.
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For instance, ERP might have a basic template for the Basic product (on Product-
Template). The Product class describes it more in-depth, with other details, for example,
the color of the product. The Production class describes the manufacturing details of the
ordered product and sub-product/parts. Production has a relation with the BillOfMate-
rial class (Figure 19c) which contains the list of parts needed to manufacture the product.
BillOfMaterial can contain multiple BillOfMaterialLines that represent the parts needed to
manufacture the final product to be delivered to the customer.

3.3.3. Manufacturing Execution Systems

MESs are tools designed to help on the shop floor and to follow the processes from the
raw material until the finished product (or sub-product). These tools enable the decision
makers to act in real time to improve processes. MESs are nowadays supported by IIoT
where all kinds of sensors (and actuators) can be connected and interacted with from high-
to low-level systems. In this way, there is a holistic approach from tools like ERP and LCA
or PLCs and workers.

The use of MES can reduce time and costs on the shop floor if the information flows
properly and if both the machines and processes from the factory are fully digitalized.
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The MES architecture proposed is presented in Figure 20. MES is a type of software that
can be used by a manager and has two interfaces: one with REST API, so machines and shop-
floor workers can interact with the system (local), and another based on publish/subscribe
methods, so external software can interact with the system (cloud-enabled). The local REST
API can be seen as a gateway that was directly built in MES to simplify the operations
on the shop floor. This MES software is also supported by a database that records all the
actions relevant to the production environment.
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With the publish/subscribe interface, MES can read or write on external software
without changing their internal state and, if needed, can postpone this task giving priority
to shop-floor control and management through the REST API (both communications are
bi-directional as can be seen in Figure 21).
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Figure 21. MES interfaces (no user input).

The REST API of MES enables the shop-floor machines to interact with the system but
also enables the HMI to be connected, and a worker can add more information manually
about the production processes. This API features the following services: Get Production,
Add Production, Get total Production, Get Events, Set Events, Alter Event, Get Worker
Registers, Set Worker Registers, Alter Worker Registers, Get Production Unit, Set Production
Unit, and Alter Production Unit (as depicted in Figure 22). With this data, MES can create
and show graphics and metrics available to managers to help with decision support.
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3.3.4. Traceability/Trustability

In terms of traceability and trustability, the proposals stemming from the early in-
vestigation into the appropriate architecture to support a more generic framework of
component interaction resulted in the use of a blockchain substrate. The ecosystem under
evaluation required the integration of several key components including (a) an ERP to
provide a customer interface and order placement, subsequently passed on to (b) the MES
component to provide manufacturing control and (c) provide a programmatic allocation
of hardware resources. The implementation was performed using Hyperledger Sawtooth
(https://www.hyperledger.org/use/sawtooth (accessed on 7 September 2023)) since it was
the one that after brief research seemed more appropriate. This technology has a loose
coupling architecture, is more energy-efficient (than other blockchain implementations),
has a Byzantine-fault tolerance, and implements parallel scheduling, the smart contracts
can be developed in several programming languages like Python, C++, and JavaScript,
among others, and it has two modes of operation, Permissioned and Permissionless.

Since blockchain is a decentralized technology to be running in the cloud, four nodes
were implemented inclusive of the required services to support the architecture integra-
tion requirements and support any future integrations, with real-world manufacturing
environments. The following figure (Figure 23) outlines the network and exposes the
services implemented.
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A transaction family under the Hyperledger Sawtooth blockchain framework consists
of application-specific business logic. A transaction family smart contract aimed to alter the
data stored in addresses under the platform namespace. All data under a namespace prefix
follow a consistent address and data encoding/serialization scheme that is determined by
the transaction family, which in turn defines the namespace.
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Hyperledger Sawtooth represents the state of all transaction families in a single in-
stance of a Merkle–Radix tree on each Sawtooth validator. Data are stored in leaf nodes,
and each node is accessed using an addressing scheme represented as a 70-hex character
combination. The address format contains a 6-hex character prefix defining the names-
pace and 64-hex characters describing schemes for subdividing further and distinguishing
entities (agents, records, etc.).

3.4. Use Cases

To validate the architecture, two use cases were developed. Since the main idea is to
validate the architecture and its flexibility, some components were shared between both
scenarios (such as the ERP), and others were completely different, suitable, and tailored
for each one of the cases. For instance, one of the MES used follows the proposal from
Section 3.3.3, and the other follows a more conventional approach trying to demonstrate
that the architecture and this platform are compatible with both approaches. This section is
not meant to describe to the reader how each component works but that each component is
compliant with the architecture interfaces.

The ERP, located in the cloud, sends a production order to MES. In the MES, a manager
from the factory will check if the order can be produced and accept or reject the order,
accordingly. If the order is accepted, the MES sends the production order to the machine,
within the factory, so it can start production. The machine gives the status of production to
the MES as well as a confirmation when the production is finished. The transactions of this
process are registered in the blockchain, and thus it can be reliably accessed, for example,
by the ERP. This process is demonstrated in Figure 24.
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In this scenario, energy consumption was one type of information agreed on by all
stakeholders as vital data that should be exchanged in a trustable manner. With this
information, the client can map and be informed of the impact that the production of
his/her product has on the environment.

3.4.1. Application of 3D Printer for Additive Manufacturing

This use case is an end-to-end demonstration that can be applied to a network of
micro-factories that can produce products with additive technologies such as 3D printers.

Using the same sequence diagram from Figure 24, a new product is bought by the
client, which places a new order (Figures 25 and 26 depict the user interface to add an order).
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Conventionally, the term “client” often evokes the notion of the end consumer; how-
ever, within the realm of micro-factories, the client paradigm expands to encompass entities
such as Original Equipment Manufacturers (OEM). Figure 25 shows a listed price value.
This listed price varies in conformance with several factors, such as the factory chosen
proximity, production scheduling, premium freight, or electricity cost. The price has a
fluctuation calculated by the ERP using these metrics that can be shared using the same
mechanism of authenticity as the energy consumption that we focus on here. In Figure 26,
we illustrate the option to customize a component by sending a valid file (such as an *.stl
file) through the ERP to the manufacturing site. This file, too, undergoes authentication
and gains traceability through the blockchain component.

The order execution is validated by the ERP which sends an invoice to the client
(Figure 27) and, through the cloud middleware, the information to the factory (Figure 28).

Appl. Sci. 2023, 13, x FOR PEER REVIEW 27 of 35 
 

 
Figure 27. Invoice creation. 

 
Figure 28. ERP interface to send orders to partners. 

As can be seen in Figure 28, the ERP interface displays solely the generated hashes. 
However, the information exchanged—readily available for auditing—comprises com-
prehensive details and specifications. In this instance, these details encompass factors such 
as filament type, color, density, and notably, the file housing the design of the part in-
tended for printing. 

With this information, the factory can accept or refuse the order (Figure 29). An ac-
knowledgment is sent through the cloud middleware, and the manufacturing process (if 
accepted) starts (Figure 30). 

Figure 27. Invoice creation.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 27 of 35 
 

 
Figure 27. Invoice creation. 

 
Figure 28. ERP interface to send orders to partners. 

As can be seen in Figure 28, the ERP interface displays solely the generated hashes. 
However, the information exchanged—readily available for auditing—comprises com-
prehensive details and specifications. In this instance, these details encompass factors such 
as filament type, color, density, and notably, the file housing the design of the part in-
tended for printing. 

With this information, the factory can accept or refuse the order (Figure 29). An ac-
knowledgment is sent through the cloud middleware, and the manufacturing process (if 
accepted) starts (Figure 30). 

Figure 28. ERP interface to send orders to partners.

As can be seen in Figure 28, the ERP interface displays solely the generated hashes.
However, the information exchanged—readily available for auditing—comprises compre-
hensive details and specifications. In this instance, these details encompass factors such as
filament type, color, density, and notably, the file housing the design of the part intended
for printing.

With this information, the factory can accept or refuse the order (Figure 29). An
acknowledgment is sent through the cloud middleware, and the manufacturing process (if
accepted) starts (Figure 30).
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In Figure 29, it is possible to see that the MES system is completely different from the
ERP. They are instantiated in two different countries—ERP in Finland, MES in Portugal,
and blockchain nodes in Greece—and rely on the cloud to exchange information. Time
performance evaluations were not conducted during these tests, as they fell outside the
scope of our objectives. The primary focus was on information exchange, a process consis-
tently achieved within a delay of less than five seconds, and the authenticity of the data
that could not be accessible from third parties.

At the end of the production (Figure 31), the information about energy consumption
is sent to the cloud middleware to be available to all tools that need it (Figure 32).
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Figure 32. Blockchain interface with consumption data.

Figure 32 shows the output of the analyses that can be performed, by an authorized
stakeholder, in which the progress and all the commitments done for the blockchain can be
tracked. Stakeholders requiring access to energy consumption data, such as the ERP for
conducting price analyses in this scenario, must be authorized at the blockchain level. The
MES system internally stores these data within its own database; however, upon committing
to the blockchain, it cannot read it from there due to a lack of reading authorization. An
authorized entity has access to the information such as the one in Figure 32 where the
“Consumption” can be seen, and the “flow” can be crosschecked in Figure 28. Looking at
this use case, we can say that it was possible to use the architecture and the implemented
platform in a heterogeneous environment since we demonstrated the use of several actors
with different capabilities to achieve a common goal. This is an example of the use of cloud
computing in the middleware, where horizontal integration, ERP, MES, and the blockchain
are all different stakeholders, and the use of IoT in the sensors that measure the power
consumption. This use case could be expanded using tools that make big data analyses or
that contribute actively to developing other additive manufacturing techniques.

3.4.2. Welding Stations for the Automotive Industry

Just like the previous use case, in this scenario, the idea is to demonstrate an end-to-
end interaction between all the actors, using the same architecture but highlighting the
flexibility to have more stakeholders. For simplicity, we will maintain the ERP software
(demonstrated by Figures 25–28), which will send the information to another partner
to produce a different part. This use-case manufacturer is represented by two different
industrial robotic cells, designed to perform spot welding processes (the two robotic cells
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can be seen on Figure 33). This scenario is implemented in an R&D facility and respects
all current industry standards, in terms of safety, hardware, and ISOs; however, they are
not included in any active production system or value chain. This means that these cells
can provide industrial representative cells, without the major drawbacks of using cells
integrated with active production systems.
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This use case uses a more traditional approach in which the machines and MES are
connected to an “Enterprise Information BUS”. The topology is depicted in Figure 34 and
allows one, with few modifications, to use any cloud system on top of it.
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This system uses OPC UA as a medium of communication between the components,
since it is the most widely accepted communication protocol in most industries, especially
when considering the realities of the automotive sector and all the safety and internal
policies of the different constructors.
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The “Station Server” is responsible for providing communication middleware between
hardware devices and the system in a bi-directional way. The “Device Adapter” is respon-
sible for collecting the raw sensor data provided in the station server and processing it into
relevant KPIs for the production process being performed and deconstructs complex orders
to be produced by the unit. The “Enterprise Information Bus” is mainly responsible for
creating bi-directional communications between components and providing features, such
as the following: (i) allowing connection to potential cloud services, for which it provides
an easy-to-use and integrated exporter that can be adapted to the most commonly used
communication mediums seen in cloud services such as Kafka Apache and REST Servers;
(ii) collecting production orders from one or multiple ERPs, in order to create instances of
products that need to be produced; and (iii) managing the production and distribution of
products according to the stations available in the network.

In this use case, MES has the task of assigning products (to be produced) to the avail-
able stations. To do so, data from various factors need to be validated such as production
deadlines, sustainability, product quality requirements, and station usage, among many
others. It is important to mention that the MES can access and use information from other
components in the network and external cloud systems, like the orders from the ERP
allowing for a more data-driven decision production optimization in the MES process.

This use case highlights the flexibility of the architecture and platform since the
only requirement was the inclusion of the publish/subscribe mechanism and the agreed
information to exchange, namely the spots and materials to weld as inputs and the energy
consumption as an output. The architecture and implemented platform are agnostic to
the actors that connect to it. The I4.0 paradigms represented here are the use of cloud
infrastructure, horizontal integration, and IoT. In this scenario, we could also easily connect
tools that enable augmented reality on the shop floor (and enhance the vertical integration
inside the company) and simulation tools that could enhance the performance of the
welding robots.

4. Discussion

In the context of I4.0, new and exciting ecosystems are being created, with a complexity
never seen before. Analyzing Figure 6, it is noticeable that new software architectures are
needed. Our approach, with a focus on the phenomenon of cloud computing, presents a
software architecture that embraces the three main pillars of I4.0 [7]: vertical integration
on the shop floors, horizontal integration between several stakeholders, and end-to-end
engineering. It is implementable even with legacy controllers as depicted in Section 3.4.2.

During the development of this work, and aligned with the I4.0 concepts, we fo-
cused on the flexibility of communication between the several stakeholders (enhancing
the horizontal integration) and the ability for traceability and trustability of produced
parts (enhancing the end-to-end engineering concept). The architecture is very flexible
since it was designed to have standard data models, enabling the use of new machines
or retrofitting old ones and connecting them to other high-level systems such as MES or
ERP (enhancing vertical integration). During the lifetime of a product, one or more actors
can be connected or disconnected providing (or removing) valuable features. Although
we recognize that this still has very low technical readiness, the use cases that we show in
this document are provided by a synergy of different companies and academic institutions
that represent several different stakeholders, distributed across several countries around
Europe (namely Finland, Greece, and Portugal).

MES systems have been extensively tested and even more than one constructed for
the two use cases. In the case of ERP, several studies have been conducted, and we felt
that the open-source available platform Odoo (https://www.odoo.com/ (accessed on
7 September 2023)) was suitable for the task. On the topic of trustability and traceability,
the choice of blockchain was made because it is an emergent technology that we felt would
be highly adopted by industrial stack holders. Regarding the blockchain mechanism,
extended exploratory work was done, and Hyperledger Sawtooth was chosen. On this

https://www.odoo.com/
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platform, a lot of work was done to be able to create the correct permissions and contracts
to fulfill the demonstration of the architecture proposed. Other tools could be developed
to work at the cloud level, for instance, an LCA tool, but we felt that to demonstrate the
capability of adaptation and flexibility of the architecture, these kinds of tools were not
needed. Also, a second tool of trustability could be developed based on the paradigm of
private/public key and third parties’ certificates, but again, the complexity and added
value did not seem to add any additional value to the present work.

The presented architecture (Figure 10) was fully validated with the set of tools that
we present in this work. It is scalable and stable due to being based on publish/subscribe
mechanisms. Although our implementation has not been tested in a high-demand environ-
ment, with a lot of publishing nodes, from our experience, the Kafka software can handle
high availability and high throughput of messages. Regarding the trustability of the data,
our implementation was based on Hyperledger Sawtooth with a consensus mechanism and
showed no concerns, although few nodes were deployed. No tests regarding the speed of
communications or communication losses were performed since our implementation was
carried out mainly to validate the architecture and not the performance. Our verdict is that
the architecture is valid but will always depend on the nature of the stakeholders. From our
research, no other architecture demonstrates this flexibility nor does an implementation
seem to take into account the traceability or trustability of data or other tools to support
end-to-end engineering. So, we can state that our architecture touches the three main pillars
of I4.0 and is directly proved to be supported by three of the eight enablers of I4.0.

Although an effort was made to validate it in a fully industrial environment, only part
of the work was mature enough to be implemented on a running plant. Nevertheless, the
architecture was planned to be fully implemented in the context of micro-factories and, in
particular, in the construction of electrical vehicles. All mechanisms’ developed work and a
buying experience, from end to end, were possible to achieve. Also, the implementation of
LCA tools can be achieved and integrated smoothly into the use cases presented, and they
can be an added value to the electric vehicle business. We highlight the need for a stronger
and more focused set of tools, namely other implementations for the publish/subscribe
modules, traceability, and trustability.

5. Conclusions

In this work, an architecture is presented to be used in the context of European micro-
factories. It was designed keeping in mind the need to be ready for different and complex
manufacturing environments, with a deep focus on using cloud-based technologies. The
architecture works on three levels, Edge, FOG, and cloud, with a middleware system on
the cloud that stores all relevant data and interfaces with the different applications from
different stakeholders. A second middleware system, in the FOG layer, dedicated to the
factories, stores the different services that are available in a Yellow Page structure.

To demonstrate the viability of this concept, two use cases are presented, a 3D printer
application for additive manufacturing and welding stations for the automotive industry.
The architecture can be applied, and it is valid for both scenarios. These scenarios differed
in the last steps, the effective production of the part, and enhancing the modularity that the
architecture enables. The concern about the trustability of data exchange can be dissipated
using this architecture, allied with a module based on blockchain, as we did. In the scenarios
described, the consumption of the manufacturing process was the information item that
we wanted to share between actors. The consumption data cannot be changed by a third
party after being committed to the blockchain, as expected. Regarding traceability, the
blockchain tool enabled the right actors to trace the production from its beginning (order
placed) to the production end (that for simplicity was our delivery), but not even the system
administrator can access these data without the correct permissions.

As a future work, we would like to pen-test the cloud middleware to understand if the
off-shelf mechanisms from the publish/subscribe services are enough to warranty the data
delivery from and to the several stack holders. Also important at the cloud middleware
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level, we would like to test the resilience of the publish/subscribe methods against failures,
cascade failures, overload, and other interesting concepts that were not in the scope of this
work. New tools can also be developed and integrated to connect to the cloud middleware
that can easily deploy simulation features, big data analyses, autonomous robot tracking,
and plan optimization or support augmented reality to give different stakeholders of the
process a better and interactive view of the critical processes during the manufacturing
of goods.
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