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A B S T R A C T   

Unmanned Aerial Vehicles (UAVs) have become a hot topic due to their flexible architecture adopted in many 
wireless technologies. In UAV ad hoc networks, traditional routing protocols with a fixed topology are ineffective 
due to dynamic mobility and unstable paths. Therefore, the mobility patterns of UAVs challenge efficient and 
reliable routing in UAV networks. Traditional routing algorithms are often based on assumptions of static nodes 
and predetermined network topologies. Which are not suitable for the dynamic and unpredictable nature of UAV 
mobility patterns. To address this problem, this paper introduces a K-means online learning routing protocol 
(KMORP) scheme employing a Markov mobility model for UAV ad hoc networks. Initially, the proposed method 
utilizes a 3D Gauss Markov mobility model to accurately estimate UAV positions, while K-means online learning 
is adopted for dynamic clustering and load balancing. Designed for real-time data processing, KMORP is well 
suited for UAV ad hoc networks, quickly adapting to network environmental changes such as UAV mobility, 
interference, and signal degradation to ensure efficient data transmission and communication. This is achieved 
while reducing the overall communication overhead and increasing the packet delivery ratio(PDR%). In the 
routing phase, the proposed scheme employs inter-cluster forwarding nodes to transmit messages among 
different clusters. Extensive simulations demonstrate the performance of the proposed KMORP, showing a 38% 
better PDR compared to OLSR and over 50% less end-to-end(E2E) delay compared to typical K-Means. 
Furthermore, the proposed KMORP exhibited an average throughput of 955 kbps, showing a substantial 
improvement in network performance. The results underscore that the proposed KMORP outperforms existing 
techniques in terms of PDR, E2E delay, and throughput.   

1. Introduction 

Unmanned Aerial Vehicles (UAVs) have become a promising tech
nology for various wireless communication applications. UAVs are 
flexible and can vary in size. They are ideal for different applications, 
such as military operations, goods delivery, traffic monitoring in urban 
areas, natural disaster and emergency rescue operations, and event live- 
streaming. UAV networks are infrastructure-less, self-organized, and 
decentralized networks that operate in three-dimensional (3D) spaces 
[1,2]. These networks utilize properties similar to those of Mobile 
Ad-hoc Networks (MANET) and Vehicular Ad-hoc Networks (VANET) to 
gather data from various locations and transmit that data to their 
destination via communication links. Because of the 3D-environment of 

UAV ad-hoc networks, it is crucial to count the UAVs’ positions, 
movement, and direction [3,4]. Thus, different UAV routing protocols 
have been proposed to improve the performance of UAV ad hoc net
works. Routing protocols directly affect the communication efficiency of 
multiple UAVs [5]. Traditional topology-based routing protocols sustain 
routing tables to perform the routing mechanism and forward data 
packets to the destination through the shortest path, usually counted 
hop by hop. Because hops are moving UAVs, efficient path optimization 
is essential [6,7]. However, UAVs are moving at a very fast speed. 
Hence, topology-based routing requires extra overhead to reinitiate 
route discovery, making it unsuitable for supporting the 3D nature of the 
UAV network [8,9]. To address this issue, position-based routing pro
tocols utilize additional geographical information available through GPS 
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or other position-tracking services. A source UAV node forwards data 
packets to a destination UAV using position or geographic information 
[10,11]. 

Nonetheless, position-based routing schemes operate on local infor
mation instead of the entire network, resulting in significant delays 
when the source UAV node cannot find the proper coordination position 
of the destination node in one hop. Additionally, the high mobility of 
UAVs can cause nodes to lose connection or be out of the communication 
range, which may decrease packet delivery for the entire network [12]. 
Therefore, it is necessary to estimate the geographical locations of the 
entire network to determine the appropriate next hop toward the target. 
Hence, each UAV node sends data packets to the optimal neighboring 
UAV node present in its communication range towards the direction of 
the destination UAV [13,14]. The emergence of UAV-based networks 
introduces unique features and challenges compared with traditional 
MANET and VANET networks. Maintaining communication links be
tween UAVs poses significant difficulties due to their fast movement 
along sparse trajectories. This creates new network requirements, such 
as 3D coordinates, stable connections, and high-speed mobility, which 
must be carefully considered [15]. As intermediate UAVs are responsible 
for transferring data from source to destination, a novel network envi
ronment is created, distinct from traditional MANETs/VANETs, which 
demand new mobility models, 3D coverage areas, and innovative stra
tegies. The UAV network offers a 3D wireless network environment with 
free space for independent movement, presenting unique challenges for 
the research community, such as communication in a 3D environment 
due to high UAV mobility [16]. Routing the data from the source to the 
destination is challenging in an inter-UAV network [17]. Therefore, 
different mobility models were mathematically formulated and per
formed in simulation environments to provide realistic scenarios for 
complex networks. 

Additionally, UAVs in wireless networks possess high mobility due to 
drones moving at different velocities in the air. In contrast, traditional 
network nodes travel on predefined paths, such as vehicles moving on 
roads and streets. Therefore, selecting an appropriate mobility model for 
a particular scenario in a UAV network is challenging [18].To enable 
effective communication between UAVs in a network, clustering-based 
UAV ad hoc routing schemes have emerged as promising solutions for 
enhancing the scalability and efficiency of UAV communication net
works. These schemes divide the network into clusters, and a 
cluster-head UAV [19] controls each cluster. The cluster head manages 
communication within the cluster and relays messages to other clusters 
through inter-cluster communication. By utilizing clustering, these 
schemes reduce the overhead of routing protocols and improve the 
robustness and energy efficiency of the network. In this context, various 
clustering-based routing schemes have been proposed, each with ad
vantages and limitations [20]. These schemes differ regarding the 
clustering algorithm used, the selection criteria for cluster heads, and 
the routing mechanism employed. Therefore, it is essential to carefully 
evaluate these schemes to identify the most suitable for a particular 
application. Overall, clustering-based UAV ad hoc routing schemes have 
shown great potential for enhancing the performance of UAV commu
nication networks [21]. Their continued development and refinement 
are crucial for realizing the full potential of UAV technology. However, 
due to the high mobility of UAVs, these schemes suffer to form optimal 
clusters and face issues such as cluster overlapping or some UAVs are not 
part of any cluster in case they move away from the cluster range. 
Moreover, traditional cluster schemes cannot monitor the real-time lo
cations of UAVs for clustering. 

To address such issues, this paper introduces a k-means online 
learning routing protocol that monitors the real-time movement of UAVs 
in an ad-hoc network and forms clusters based on current data. 
Furthermore, this study adopted the Gauss Markov 3D mobility model to 
accurately count the position and velocity of each UAV in a 3D envi
ronment. The Gauss-Markov 3D Mobility Model brings multiple benefits 
to 3D routing in UAV networks, such as simulating realistic 3D 

movement patterns, incorporation of correlation and autocorrelation in 
UAV movement, customizable parameters, and efficient computation. In 
addition, K-means online learning limits messaging spreading, reduces 
the network load, and enhances the efficiency of the entire network. This 
paper outlines the main contributions below.  

1. The proposed approach improves the performance and reliability of 
UAV ad hoc routing protocols by leveraging the strengths of the 3D 
Gauss Markov model and K-means online learning. The approach 
enables UAVs to select the optimal route for data transmission based 
on real-time data to estimate the UAV positions and communication 
channel parameters, resulting in efficient communication between 
the UAVs and efficient utilization of network resources.  

2. The proposed scheme reduces the load among UAVs in the network, 
ensuring that network resources are efficiently utilized by dividing 
the network into different clusters. This can help avoid congestion 
and improve the overall performance of the network.  

3. The K-means online learning routing protocol processes data in real 
time, making it efficient for UAV ad hoc networks where UAVs are 
constantly moving and the network topology is changing. Further
more, this approach can minimize the communication between 
nodes with the help of clustering, thereby reducing the overall 
network load. 

4. Improved accuracy: K-means online learning can improve the accu
racy of clustering results over time as more data is processed. The 
algorithm can adapt to changes in the data distribution, resulting in 
more accurate clustering results. 

This article is structured as follows: Section 1 provides an introduc
tion to the paper and outlines its contributions. Section 2 presents a 
comprehensive review of the existing literature on routing protocols for 
UAV networks. Section 3 presents the mathematical formulation of the 
proposed scheme, a description of the algorithm, and an explanation of 
its working principle. Section 4 provides an analyzes of results from the 
proposed scheme, utilizing performance evaluation parameters and 
simulation data. Finally, Section 5 concludes the article with a discus
sion of future work and provides a list of references. 

2. Related work 

In this section, we have investigated the literature review of previous 
research work and highlighted the technical schemes mentioned below. 
The article [22] discussed the challenges and solutions for designing a 
routing protocol for unmanned aerial vehicles (UAVs) in a flying ad-hoc 
network (FANET), with applications ranging from disaster management 
to smart agriculture. Moreover, the authors proposed a hybrid 
bio-inspired model for destination-aware routing in UAV networks, 
which uses three optimization techniques (PSO, GA, and GWO) to 
minimize the distance of the routing path, maximize energy efficiency 
levels, and ensure fault tolerance. In [23], the authors proposed an in
tegrated host- and content-centric routing mechanism for Unmanned 
Aerial Vehicle (UAV) swarms. The mechanism harnesses the advantages 
of both routing mechanisms and reuses the routing information of stable 
paths in a host-centric manner to reduce flooding for path exploration. 
Route failure detection and re-routing are content-centric to adjust to 
topology dynamics. The authors [24] focused on optimizing the per
formance of unmanned aerial vehicle (UAV) swarms using the particle 
swarm optimization algorithm. Initially, the authors proposed a solution 
using the Cauchy particle swarm optimization method, which they 
claimed was more effective than the benchmark particle swarm opti
mization algorithm. The [25] proposed a CPSO algorithm to explore 
UAV routing and how it uses a computation-based optimization tech
nique to optimize the UAV swarm performance. This algorithm is 
applied to solve the node localization of UAVs in space and combina
tional issues. 

The study in [26] proposed a modified form of PSO for clustering, 
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specifically for routing and clustering applications. Furthermore, the 
article explores various clustering methods for wireless sensor networks, 
including model-based path prediction, approximate nonlinear 
modeling, and feedback linearization control, and their respective ad
vantages and disadvantages. The Multi-objective Optimization Routing 
Protocol [27] for UAV networks utilizes a Q-learning approach to ach
ieve low-delay and low-energy service guarantees. While many existing 
Q-learning-based protocols employ fixed values for the Q-learning pa
rameters, the proposed protocol dynamically adjusts these parameters to 
account for the high dynamics of FANETs. Furthermore, this paper in
troduces a new exploration and exploitation mechanism that enhances 
the discovery of potential optimal routing paths while leveraging ac
quired knowledge. The paper [28] proposes a hybrid routing scheme 
called the Position-Monitor-based Hybrid Routing Protocol (PMHRP) 
that takes advantage of geographic and topology-based routing pro
tocols to address the issues of static preloaded location values. The 
proposed scheme offers a better packet delivery ratio, reduces the 
average delay, and provides more throughput than existing routing 
schemes. 

The authors [29] introduced an optimal game routing protocol that 
utilizes the game payoff function based on the eigenvector connectivity 
value and energy parameters to select the optimal path from the source 
UAV to the destination. A study in [30] proposed an intelligent clus
tering routing approach (ICRA) for UANETs. The ICRA comprises three 
components: clustering, strategy adjustment, and routing modules. The 
reinforcement-learning-based strategy adjustment module continuously 
learns the benefits of different strategies for calculating the node utility. 
This model uses this knowledge to determine the optimal clustering 
strategy for the current network state. The proposed approach reduces 
end-to-end delay, improves packet delivery, and introduces inter-cluster 
forwarding nodes to forward messages between clusters. Similarly, in 
[31], the authors presented a new energy-aware routing scheme based 
on the optimized link state routing (OLSR) algorithm, which uses two 
processes: route discovery and route maintenance. The scheme calcu
lates the score of a node based on its direction of movement, remaining 
energy, link quality, and stability. The firefly algorithm was used to 
select the most suitable MPR nodes. 

The abovementioned schemes aim to address the challenges of UAV 
routing in wireless networks. However, the high mobility of UAVs and 
3D environments poses new issues, such as topology-based routing 
schemes not maintaining a stable topology. While position-based 
schemes work well when a large number of UAVs or all UAVs are 
close to each other in the communication range, they struggle to find the 
optimal path if the distance between UAVs increases. To overcome these 
challenges, researchers have recently adopted clustering-based schemes 
in combination with traditional schemes. However, clustering-based 
schemes present their own set of challenges. One of the main chal
lenges is that the clustering process can be complex and computationally 
expensive, leading to increased overhead and delay. Moreover, the 
performance of clustering-based schemes depends heavily on the initial 
phase of clustering, which can affect the overall network performance. 
Additionally, the use of clustering can lead to an uneven distribution of 
traffic and congestion in certain areas of the network, resulting in 
decreased throughput and increased delay. Furthermore, traditional 
clustering-based schemes may not be suitable for highly dynamic envi
ronments where the network topology frequently changes, as most 
clustering schemes form clusters in the initial phase without providing 
any mechanism in case UAVs exit the cluster. Table 1 provides 
comparative information on benchmark schemes with their strengths 
and weaknesses. 

3. Methodology 

The primary aim of this paper is to examine the communication 
routing protocol utilized by UAVs in UAV cluster applications. In these 
applications, drones exchange information through multiple hops, 

creating a decentralized network that does not rely on a central fixed 
node. Each drone in the swarm is equipped with a routing function that 
enables it to send and receive information from other drones, thereby 
allowing efficient communication and coordination. The ability of the 
swarm to function without a central controller and adapt to changing 
environments through local interactions among the drones makes it a 
promising technology for various applications, such as monitoring, 
surveillance, and search and rescue. Usually, wireless UAVs share data 
signals in free space; therefore, many factors affect the signal strength 
from the transmitting UAV to the receiving UAV. The attenuation factor 
helps determine the communication range and the required transmitted 
signal for efficient communication. The data or information is modu
lated with frequency signals as electromagnetic waves pass through free 
space or air. The receiving UAV antenna catches the signals and de
modulates them into the original data. Due to loss in the wireless 
channel, the signal power received at the receiving UAV is much less 

Table 1 
Comparative table.  

Routing Scheme Strengths Weaknesses 

Hybrid bio-inspired 
model (PSO, GA, 
GWO) [22] 

Minimizes distance of 
routing path, maximizes 
energy efficiency levels, 
and ensures fault 
tolerance. 

Computationally expensive, 
may converge to suboptimal 
solutions or get trapped in 
local optima 

Integrated host- and 
content-centric 
routing mechanism 
[23] 

Harnesses advantages of 
both routing mechanisms, 
reduce flooding for path 
exploring, adjusts to 
topology dynamics 

May suffer from increased 
latency due to route 
discovery and maintenance, 
may be vulnerable to 
security attacks such as 
node impersonation and 
routing loops 

Particle swarm 
optimization 
algorithm [24] 

Optimizes performance of 
UAV swarms, more 
effective than benchmark 
algorithm 

Computationally expensive, 
may converge to suboptimal 
solutions or get trapped in 
local optima 

CPSO algorithm [25] Optimizes UAV swarm 
performance, suitable for 
node localization and 
combinational issues 

Computationally expensive, 
may converge to suboptimal 
solutions or get trapped in 
local optima 

Modified PSO for 
clustering [26] 

Suitable for clustering in 
routing and clustering 
applications 

May suffer from increased 
latency due to route 
discovery and maintenance, 
vulnerable to security 
attacks such as node 
impersonation and routing 
loops 

Multi-objective 
Optimization 
Routing Protocol (Q- 
learning approach) 
[27] 

Achieves low-delay and 
low-energy service 
guarantees, dynamically 
adjusts Q-learning 
parameters, enhances 
discovery of potential 
optimal routing paths 

Computationally expensive, 
may converge to suboptimal 
solutions or get trapped in 
local optima 

AODV [32] Requires less overhead, 
handles high mobility and 
dynamic environments 
well, supports both 
unicast and multicast 
routing 

May suffer from route 
discovery and maintenance 
delays in large networks, 
vulnerable to black hole and 
gray hole attacks 

Intelligent clustering 
routing approach 
(ICRA) [30] 

Reduces end-to-end delay, 
improves packet delivery, 
introduces inter-cluster 
forwarding nodes to 
forward messages 
between clusters 

May suffer from increased 
overhead and delay due to 
complex and 
computationally expensive 
clustering process 

Energy-aware routing 
scheme based on 
OLSR algorithm [31] 

Calculates the score of a 
node based on its 
movement direction, 
remaining energy, link 
quality, and stability, uses 
the firefly algorithm to 
select most suitable MPR 
nodes 

May suffer from increased 
latency due to route 
discovery and maintenance, 
may be vulnerable to 
security attacks such as 
node impersonation and 
routing loops  
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than the transmitted power; the free space loss equation calculates the 
attenuation loss. 

3.1. 3D free space 

Let us consider the source UAV transmits the power through an 
isotropic antenna in the form of a sphere shape, and there is a point 
where all power is located. Hence, it is beneficial to measure the power 
density because the receiving antenna of the UAV can only receive a 
portion of the power from the transmitted power of the UAV antenna. To 
determine the density of an isotropic antenna, one can compute the 
power per square meter at varying distances. 

Pd =
Pt

4πd2 (1) 

Here, Pd and Pt are the power density and transmitted power of the 
source UAV, and d is the distance from the source UAV to the destina
tion. As we know, the Friis equation is generally considered equivalent 
to the power density equation; therefore, here, we have assumed. 

FL =
(4πd)2

l2 (2) 

Here l is the wavelength of the signal carrier. The above equation in 
decibel form can be written as 

FSLdB = [FSL] = 20log10(4πd/l)

= 20log10(4π) + 20log10(d) − 20log10(l) (3) 

There are two UAVs with isotropic antennas: one is transmitting and 
the other is receiving. To calculate the signal power at the receiving end, 
Eq. (4) describes the impact of losses on the receiving signal. 

Pr = Pt,FSL=Pt,((4πd)/1)2
=

Pt ∗ 12

(4πd)2 (4) 

For convenience, the above equation is converted into decibel form 
as 

[Pr] = [Ps] − [FSL] = 10log10Ps − 20log10(4πd / l) (5) 

In high-frequency transmission systems operating in the GHz range, 
it is important to have a direct line-of-sight between antennas. To ach
ieve this, antenna shaping can be used to focus the transmit power to
wards the receive antenna, resulting in increased power density in a 
specific direction. This concentrated power, known as the antenna gain 
(G), leads to stronger signals in the desired direction compared to an 
isotropic antenna. As a result, directional antennas with their respective 
antenna gains (GT for the transmit antenna and GR for the receive an
tenna) are often used. The resulting link equation is expressed as follows: 

Pr = (Pt ∗GT ∗GR),FSL

= (Pt ∗GT ∗GR), ((4πd) / l)2 = (Pt ∗GT ∗GR ∗ l2)/(4πd)2 (6) 

Eq. (6) defines the received power (Pr) of a high-frequency trans
mission system using directional antennas with their respective gains 
(GT for the transmit antenna and GR for the receive antenna). This 
equation can be expressed in decibel form, as shown in Eq. (7) below. 

[Pr] = [Pt ∗GT ∗GR] − [FSL]

= 10log10Ps + 10log10GT + 10log10GR − 20log10
(

4πd
l

)

(7) 

The Effective Isotropic Radiated Power (EIRP) on the transmission 
side is often defined as the combination of the transmit power (Pt) and 
the transmit antenna gain (GT). 

EIRP = Pt ∗ GT (8) 

We can also express the relationship between the Effective Isotropic 
Radiated Power (EIRP), transmit power (Pt), and transmit antenna gain 

(GT) in decibel form. Specifically, we have 

[EIRP] = [Pt] + [GT] (9) 

Substituting EIRP into Eq. (7), we will get 

[Pr] = [EIRP] + [GR] − [FSL] (10) 

The above equation indicates the received power, which depends on 
the EIRP, received gain (GR), and free space loss. 

3.2. Prediction-based gauss Markov 3D-mobility model 

Mobility models are utilized to provide a realistic network environ
ment and play an essential role in the validation and simulation of 
wireless networks. In this paper, the Gauss-Markov 3D mobility model is 
adopted due to its unique features, such as having memory, which gives 
the information nodes movement in the network. Due to the presence of 
memory, the Gauss-Markov 3D mobility model decreases the probability 
of sudden change positions of UAV in mobile ad-hoc networks as other 
mobility models suffer from encountering this issue (random waypoint, 
random walk, and random direction mobility models). Initially, each 
UAV is assigned a specific position, mobility, and direction every time 
the speed and direction of the UAVs change. In a 3D mobility model for 
UAV ad-hoc networks, Markov processes can describe the motion of the 
UAVs [33]. The Markov 3D mobility model captures the spatial and 
temporal correlations in the movement of UAVs. Gauss-Markov 3D 
mobility model, which is a stochastic model used to simulate the motion 
of a UAV in a 3D space Gauss-Markov 3D mobility model, used to 
simulate the movement of a UAV in a 3D space. The model assumes that 
the UAV’s motion is affected by random disturbances, and the goal is to 
simulate the UAV’s motion in a way that accurately represents the 
real-world behavior of the UAV. Eqs. (11), 12, and 13 are used to update 
the acceleration values in each direction (axe, Ay, and Az) based on the 
current state and a random variable sampled from a Gaussian distribu
tion with mean 0 and standard deviation 1. 

Ax = α ∗ Ax(t) + (1 − α) ∗ X (11) 

In Eq. (11), axe represents the acceleration in the x-direction. axe(t) 
is the previous value of axe, and X is a random variable obtained from a 
Gaussian distribution. The parameter α is a weighting factor deter
mining the weight given to the previous value of axe (axe(t)) versus the 
random variable (A). Eq. (11) shows that the new value of axe is a 
weighted average of the previous value and a random disturbance. 

Ay = α ∗ Ay(t) + (1 − α) ∗ Y (12) 

The variable Ay represents the acceleration in the y-direction. Ay(t) 
is the previous value of Ay, and Y is a random variable sampled from a 
Gaussian distribution. Parameter α is a weighting factor determining the 
weight given to the previous value of Ay (Ay(t)) versus the random 
variable (Y). The equation essentially states that the new value of Ay is a 
weighted average of the previous value and a random disturbance. 

Az = α ∗ Az(t) + (1 − α) ∗ Z (13) 

The variable Az represents the acceleration in the z-direction. Az(t) is 
the previous value of Az, and Z is a random variable sampled from a 
Gaussian distribution. Parameter α is a weighting factor that determines 
how much weight is given to the previous Az (Az(t)) versus the random 
variable (Z). The equation essentially states that the new value of Pd is a 
weighted average of the previous value and a random disturbance. The 
original Gauss Markov 3D mobility model is designed for stationary 
UAVs and only predicts the current position. Therefore, to increase the 
accuracy of position prediction of UAVs, it is necessary to update the 
position, velocity, and acceleration after every time step. Hence, it is 
necessary to adopt position, velocity, and acceleration update equations 
to predict the position of each UAV at each time instant. 
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• Position (X, Y, Z) update at (t + Δt) 

X(t + Δt) = X(t) + Vx(t) ∗ Δt (14)  

Y(t + Δt) = Y(t) + Vy(t) ∗ Δt (15)  

Z(t + Δt) = Z(t) + Vz(t) ∗ Δt (16)   

where `X(t)`, `Y(t)`, and `Z(t)` are the UAV’s X, Y, and Z coordinates at 
time ̀ t`, respectively; ̀ Vx(t)`, ̀ Vy(t)`, and ̀ Vz(t)` are the UAV’s X, Y, and 
Z velocities at time `t`, respectively; and `Δt` is the time step. Based on 
the position updates of the 3D Cartesian coordinates. The pitch angle of 
each UAV in the free space can be calculated from Eq. (17) 

θ = atan2
(
− y,

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
x2 + z2

√ )
(17) 

Here, the atan2 function is used with the negative y-coordinate and 
the square root of the sum of the squared x and z coordinates. This 
equation considers the y-axis’s orientation in a right-handed coordinate 
system, where the y-axis is typically oriented downwards. The resulting 
value is the pitch angle of the UAV in radians, which is an important 
parameter in controlling the UAV’s flight and stability  

• Velocity (VX,VY,VZ) update at (t + Δt) 

Vx(t + Δt) = Vx(t) + Ax(t) ∗ Δt (18)  

Vy(t + Δt) = Vy(t) + Ay(t) ∗ Δt (19)  

Vz(t+Δt) = Vz(t) + Az(t) ∗ Δt (20)   

where `axe(t)`, `Ay(t)`, and `Az(t)` are the UAV’s X, Y, and Z accelera
tions at a time `t`, respectively.  

• Acceleration (axe, Ay, Az) update at (t + Δt) 

In order to integrate the Markov process, accelerations are updated 
considering both the updated state at t + Δt time instant and a random 
variable. The subsequent equations provide the necessary framework. 

Ax(t + Δt) = α ∗ Ax(t) + (1 − α) ∗ σx ∗ R(t) (21)  

Ay(t + Δt) = α ∗ Ay(t) + (1 − α) ∗ σy ∗ S(t) (22)  

Az(t + Δt) = α ∗ Az(t) + (1 − α) ∗ σz ∗ T(t) (23)  

where `α` is the memory factor (between 0 and 1) that determines the 
correlation between the current and next acceleration; `σx`, `σy`, and 
`σz` are the standard deviations of the X, Y, and Z accelerations, 
respectively; and `R(t)`, `S(t)`, and `T(t)` are random variables sampled 
from a Gaussian distribution with mean 0 and standard deviation 1. In 
order to predict the next location of UAVs, the Markov mobility equa
tions for UAV ad-hoc network is expressed as follows: 

Where:  

• P(X(t+Δt)|X(t)) is the probability of the UAVs being in a particular 
location and velocity at time t+Δt, given their current location and 
velocity at time t.  

• P(X(t+Δt)|X(t-1)) is the probability of the UAVs being in a particular 
location and velocity at time t+Δt, given their location and velocity 
at time t-1.  

• P(X(t-1)|X(t-2)) is the probability of the UAVs being in a particular 
location and velocity at time t-1, given their location and velocity at 
time t-2. 

• P(X(1)) is the initial probability distribution of the location and ve
locity of UAVs at time t = 1. 

To solve the Markov mobility equations, it is necessary to define the 
transition probabilities P(X(t+Δt)|X(t-1)). These probabilities are 
calculated based on the UAVs’ movement patterns and the dynamics of 
the environment in which they operate; hence, the transition probabil
ities are as follows: 

P(X(t+Δt)|X(t − 1)) = N(X(t), σ) ∗ T(X(t), Δt) (25) 

In the above Equation N(X(t), σ) is a Gaussian distribution that 
represents the random movements of UAVs around their current loca
tion X(t), with standard deviation σ. T(X(t), Δt) is the transition matrix 
that represents the UAVs’ motion over a time interval Δt, based on their 
current location X(t) and their speed and direction of movement. The 
transition matrix T(X(t), Δt) can be calculated using the UAVs’ kine
matic equations of motion, such as the velocity, acceleration, and po
sition update equations described above. These equations consider the 
UAVs’ speed, the direction of movement, and any external forces acting 
on them, such as wind or turbulence. The UAVs are moving in a three- 
dimensional coverage area; therefore, it is necessary to consider the 
movement of each UAV in the network (Fig. 1). 

3.3. K-Means online-learning routing protocol (K-MORP) 

This subsection presents two main phases of the proposed routing 
algorithm based on K-MEAN online learning. In the first phase, the 
mathematical model is developed, while in the second phase, the 

Fig. 1. Prediction-based Gauss Markov 3D-mobility model.  

P(X(t+Δt)|X(t)) = Σ P(X(t+Δt)|X(t − 1)) ∗ P(X(t − 1)|X(t − 2)) ∗ ... ∗ P(X(1)) (24)   
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proposed algorithms are formulated. Basically, these algorithms were 
implemented in network simulator three for simulation purposes. 

3.3.1. Constrained-Based k-Means online learning clustering 
Let’s assume there are N = {u1,u2,u3…..un} number of UAVs in the 

wireless network to have efficient routing and data forwarding, the 
whole network is divided into different clusters. To form clusters in the 
wireless network, initially k means clustering technique is adopted. 
There are K = {k1,k2,k3…..km} number of clusters in the having μK =

{μ1,μ2.,…. μm}centriods. The position of each UAV is determined by 
applying Euclidean distance Eq. (26), and centroids are ascertained 
using the mean formula as shown in Eq. (27). 

⃒
⃒Uj

⃒
⃒ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
uxj − uxi

)2
+
(
uyj − uyi

)2
+
(
uzj − uzi

)2
√

(26)  

where Uj is any UAV in the wireless ad-hoc network having uxj,uyj and 
uzj are its 3D coordinates relative to the point coordinates uxi,uyiand uzi. 

μm =
[(ux1 +ux2 +…+uxn

m

)
,
(uy1 +uy2 +…+uyn

m

)
,
(uz1 +uz2 +…+uzn

m

)]

(27) 

Based on the mean distance and positions of UAVs, the coverage area 
of the whole network is calculate by considering the 3D coverage as the 
volume V (C). Assuming that distance (Uj,μj) is the distance between 
each UAV Uj and the centroid μj . As the UAVs are moving in 3D coverage 
area therefore the coverage distance is considered as 3D volume as the 
sum of the volumes covered by each UAV can be evaluated as 

V(C) =
∑m

k=1

∑N

n=1
Volume of coverage

(
Uj, μj

)
(28) 

In the above equation V (N) is total 3D coverage volume of whole 
network, K is the total number of centroid and N is total Number of 
UAVs. Moreover, to calculate the VolumeofCoverage(Uj,μj) assuming it 
as rectangular box or prism having 3D coordinates x, y and z. Initially, 
3D volume is calculated by multiplying length (l), height (h) and width 
(w) as described below. 

Volume = l × w × h (29) 

To calculate the coverage volume using Cartesian coordinates, it is 
necessary to determine the distances in the x, y, and z directions be
tween the UAV node and the centroid. Let us denote these distances as 
the dx, dy, and dz directions, respectively. Assuming the UAV Un and the 
centroid μk are represented by their Cartesian coordinates (ujx,ujy,ujz) 
and (μjx, μjy, μjz), the lengths in each direction can be calculated as: 

l = |ujx − μjx| + dx (30)  

w =
⃒
⃒ujy − μjy

⃒
⃒+ dy (31)  

h =
⃒
⃒ujz − μjz

⃒
⃒+ dz (32) 

Here, the absolute value is used to ensure positive lengths. By 
substituting these dimensions into the volume formula, the coverage 
volume influenced (VoI) by the distance between the UAV node and the 
centroid can be calculated as 

VoI
(
Uj, μj

)
= (|ujx − μjx| + dx) ×

( ⃒
⃒ujy − μjy

⃒
⃒+ dy

)
×
( ⃒
⃒ujz − μjz

⃒
⃒+ dz

)

(33) 

The above equation calculates the rectangular cuboid volume based 
on the distances in each direction. The dimensions dx, dy, and dz 
represent the influence or coverage range in each axis based on the 
distance between the UAV node and centroid. After calculating the 
coverage area and centroid of the cluster next step is to find the distance 
difference between the μj centroid and given point ui is called a mean 
square (MSE). 

MSE =
∑m

j=1

∑n

i=1

⃒
⃒ ui − μj

⃒
⃒2 (34) 

The above equation can also be written as 

MSE =
∑m

j=1

∑n

i=1
ui,j

⃒
⃒ ui − μj

⃒
⃒2 (35) 

In UAV networks, the main goal is to minimize the MSSE to reach the 
optimal value to form clusters. Therefore, differentiation of MSSE has 
been performed with respect to two factors. One is μj the centroid po
sition and other is each UAV position. ui,j. Initially, take μj is constant 
and ui,j will be obtained. 

ΔMSSE
Δui,j

=
∑n

i=1

∑m

j=1
ui − μ2

j (36) 

If the distance between uiandμj is minimum, there will be less MSSE 
can be evaluated as 

UAV
(
ui,j

)
= argminui − μ2

j (37) 

Based on the aforementioned equation, it is evident that 

ui,j =

{
1 if ui,j belongs to k cluster

0 otherwise (38) 

Keep uiis constant and μj is varying, we will get 

ΔMSSE
Δμk

= 2 ∗
∑m

j=1
uiui − μj (39) 

By solving the above equation with respect to μj 

Cj =

∑n
i μj ∗ ui
∑n

i ui
(40) 

Here Cj is jth cluter having μj centroid point its can be calculated from 
Eq. (31) size and its UAVs. However, forming clusters in the UAVs sce
nario is challenging due to the presence of similar UAVs in different 
clusters, the size of each cluster, and the iteration process. To overcome 
these issues, a constrained-based k-means clustering scheme is intro
duced to avoid the overlapping issue and many iterations. 

Fig. 2. Constrained-based k-means online learning clustering for UAV Ad- 
hoc network. 
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MSE =
∑m

j=1

∑

i
ui,j

⃒
⃒ ui − μj

⃒
⃒2

∀
∑K

j=1
μj

∑n

i
ui < τ (41) 

Where τis the upper bound, which is the size of the cluster and the 
number of iterations; further, we have introduced a two-similarity ma
trix. Sc and CA The first one shows the similarity score inside the clusters, 
while the other shows the number of iterations to form a cluster. The 
online cluster constraint function is described as follows: 

Oc =
∑

c

∑

A
(Sc ,CA )∀A

∑A=n

A=1
Sc ≥ Sγ (42) 

The above EquationOc is an online constraint for the formation of 
clusters, Sc and CA Shows the similarity and iteration information. In the 
above equation, the iteration number is set for a specific time; therefore 
Sc ≥ Sγ must follow this condition. Fig. 2 shows the network architecture 
of the K-MORP, in which the UAVs are distributed in different clusters, 
as shown in C1, C2, C3, C4, and C5. 

3.3.2. Algorithm-based description of K-MORP 
These algorithms are interconnected to select optimized clusters 

based on multiple techniques; therefore, for simplicity and under
standing, we distribute our proposed work into multiple algorithms. 

A. K-means clustering for UAV placement optimization. K-means Clus
tering is a well-known unsupervised learning algorithm that partitions a 
dataset into K clusters based on the similarity of data points. It aims to 
group similar UAVs while minimizing the intra-cluster distance and 
maximizing the inter-cluster distance. Initially, Algorithm 1 randomly 
selects K data points from the dataset as the initial centroids for the K 
clusters at line 1. Line 2 describes that each UAV is assigned to the 
closest centroid based on the Euclidean distance Eq. (26) for measuring 
the distance between the data point and the centroid. The commonly 
used distance metric is the Euclidean distance, which calculates the 
straight-line distance between two points in n-dimensional space. After 
assigning data points to centroids, the position of each centroid is 
updated to the mean position of the data points in its cluster, computed 
using (27) at line number 3. Line 4 calculates the mean square error 
(MSE) using (34), and line 5 maintains the updated positions of UAVs 
with the help of algortihm2. The algorithm repeats this process until the 
centroids converge and stop moving significantly or reach the maximum 
number of iterations (from lines 6–7). 

The primary goal of Algorithm 1 is to reduce the within-cluster sum 
of squares, which is the total of the squared distances between all data 
points and their respective centroids. This metric is known as the 
objective function, and the algorithm attempts to identify the best 
clustering solution that minimizes this function. However, K-means 
Clustering has a drawback in that the initial placement of centroids can 
significantly impact its performance. If the initial centroids are not well 
positioned, the algorithm may converge to a suboptimal clustering 
solution. 

B. a modified k-means clustering algorithm with constrained-based opti
mization. The pseudo-code of Algorithm 2 describes an iterative algo
rithm that optimizes k-means clustering under size constraints on 
clusters. 

It does this by updating the positions of the cluster centroids and 
UAVs in a constrained manner. For each k cluster, the algorithm first 
calculates the partial derivative of the mean squared error (MSE) with 
respect to the centroid position (lines 4–9). This calculation determines 
how much the MSE would decrease by moving the centroid by a small 
amount in each dimension. Next, the algorithm calculates the partial 
derivative of the MSE for each UAV’s position, which determines how 
much the MSE would decrease by moving the UAV by a small amount 
(lines 11–16). Using these derivatives and a preset learning rate, the 
algorithm updates the position of each UAV to decrease the MSE. 
However, it also checks whether reassigning the UAV to the new closest 
centroid violates the size constraint on that cluster. If the reassignment 
does not violate the constraint, the UAV is reassigned to that cluster; 
otherwise, it remains in its original cluster (lines 18–30). Additionally, 
in line 23, the algorithm calls Algorithm 3 the constraint function to 
ensure that the clustering meets the size constraint. Once all UAVs in a 
cluster have been considered, the centroid of that cluster is recalculated 
as the mean of the UAV positions to incorporate the changes (line 33). 

Algorithm 1 
K-means clustering for UAV placement optimization.  

Input: N: number of UAVs; K: number of clusters; UAVs: list of UAVs with positions; 
distance: distance metric for calculating distance between UAVs and cluster 
centroids (e.g., Eq. (26)) 
Output: A list of K optimal cluster centroids representing the best locations for 
placing UAVs 

1. centroids = randomly select K UAVs from UAVs // Initialize random centroids 
2. clusters = assign UAVs to nearest centroid using (26) 
3 centroids = update centroids to mean of UAV positions in each cluster using (27) 
4. mse = calculate mean square error for each cluster (34) 
5. updated_uav_positions = optimize clustering using Algorithm 2 
6. if convergence_criteria_met: // Check for convergence break; 
7 return centroids // Return list of K optimal cluster centroids  

Algorithm 2 
A modified k-means clustering algorithm with constrained-based optimization.  

Input: learningRate: learning rate for updating centroids; clusters: list of K clusters; 
centroids: list of K centroids; UAVs: list of UAVs with positions 
Output: The list of UAVs with updated positions 

1. // Optimize clustering by updating centroids and UAV positions 
2. for i = 1 to K: 
3. // Calculate partial derivative of MSE with respect to centroid 
4. ∂MSE(dc) = empty point 
5. for each UAV u in cluster[i]: 
6. d = distance(u.position, centroids[i]) 
7. ∂MSE

∂dcx
+= (d - centroids[i].x) × (1/size of cluster[i]) 

8. ∂MSE
∂dcy 

+= (d - centroids[i].y) × (1/size of cluster[i]) 

9. ∂MSE
∂dcz 

+= (d - centroids[i].z) × (1/size of cluster[i]) 

10. // Calculate partial derivative of MSE with respect to UAV position 
11. for each UAV u in cluster[i]: 
12. ∂MSE(ui) = empty point 
13. d = distance(u.position, centroids[i]) 
14. ∂MSE

∂ux 
= (u.position.x - centroids[i].x) × (2/size of cluster[i]) 

15. ∂MSE
∂uy

= (u.position.y - centroids[i].y) × (2/size of cluster[i]) 

16. ∂MSE
∂uz 

= (u.position.z - centroids[i].z) × (2/size of cluster[i]) 

17. // Update UAV position 
18. new_position = empty point 
19. for j = 1 to K: 
20. dist_to_centroid = distance(u.position, centroids[j]) 
21. if dist_to_centroid < distance(u.position, centroids[i]): 
22. new_position += learningRate ×

∂MSE
∂ui 

× (1/dist_to_centroid) 

23. // Call Algorithm 3 to check if the cluster meets the constraint 
24. if size of clusters[j] < τ and Algorithm_3(cluster[i], centroids[i], UAVs, S_γ) ==

False: 
25. assigned = False 
26. Break 
27. else: 
28. assigned = True 
29. new_cluster = j 
30. if assigned == True: 
31. remove u from cluster[i] 
32. add u to cluster[new_cluster] 
33. centroids[i] = mean(cluster[i]) 
34. // Return selected clusters that meet constraint 
35. selected_clusters = empty list of K clusters 
36. for i = 1 to K: 
37. add clusters[i] to selected_clusters 
38. return selected_clusters  
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This iterative process of calculating derivatives, updating positions in a 
constrained manner, and recalculating centroids is repeated for a fixed 
number of iterations or until convergence occurs. 

The goal of this modified k-means clustering algorithm is to mini
mize the MSE of the clustering under size constraints on the clusters. 
Finally, the algorithm returns the final set of k clusters that satisfy the 
size constraints (lines 35–38). This modified k-means algorithm im
proves upon the original k-means algorithm by enforcing constraints on 
cluster sizes while optimizing an objective such as MSE. 

C. online cluster constraint function. This function applies an online 
cluster constraint by iterating over each cluster i in the list of K clusters. 
For each cluster (i), the function calculates the similarity score between 
each pair of UAVs in the cluster and the number of iterations required for 
clustering (lines 5–7). The similarity score is calculated by taking the 
sum of the similarity values between each pair of UAVs in the cluster. 
The number of iterations required for clustering is obtained by calling a 
clustering function on the current cluster i (line 7). The similarity score 

and number of iterations are then added (line 8), and if the sum is less 
than the similarity score threshold, the function applies a reassignment 
step. The reassignment step involves reassigning each UAV in the cluster 
to the nearest centroid and recalculating the centroids. The nearest 
centroid is obtained by calculating the Euclidean distance between the 
UAV position and each centroid in the list of K centroids (lines 13–17). 
The UAV is then removed from the current cluster (i) and added to the 
cluster associated with the nearest centroid (lines 18–19). The new 
centroid of the cluster is calculated as the mean of the new cluster (line 
20). Finally, the function returns a list of selected clusters that satisfy the 
constraint. This is achieved by adding each cluster that meets the 
constraint to a list of selected clusters (lines 23–24). The list of selected 
clusters is then returned as the output of the function (line 25). 

3.4. Working principle 

In this sub-section, the working principle of the proposed scheme 
forms clusters of the whole network in four main steps; each step is 
described below. 

Step 1: Cluster Formation 

To form clusters in the UAV network, the k-means clustering algo
rithm is used. Initially, the entire network is divided into K clusters. The 
centroids of these clusters are calculated using the mean formula from 
Eq. (27). The position of each UAV is calculated based on the Euclidean 
distance from the centroids using Eq. (26). This step results in the for
mation of clusters of UAVs that are geographically close to each other. 
The coverage area of the entire network is calculated by summing the 
distances between each UAV and its nearest centroid for all clusters, as 
shown in Eq. (28). This step helps determine each cluster’s geographical 
coverage and the entire network. Fig. 3(a) shows that in the initial phase 
at a time interval (t) randomly, C1 and C2 clusters are formed. The red 
color UAVs are cluster head UAVs in each cluster, and the Euclidean 
formula calculates the distance between each UAV. 

Step 2: Mean Square Error (MSE) Calculation 

The mean square error (MSE) is calculated to find the distance dif
ference between the centroids and each UAV position using Eqs. (29) or 
(30). This step helps to evaluate the quality of the formed clusters by 
measuring the distance between each UAV and its assigned centroid. 
Initially, the centroids are taken as constant, and the UAV’s change 
position is calculated as shown in Fig. 3(b). Based on the new positions, 
the updated centroid is also estimated respectively. Then, UAVs are 

Algorithm 3 
Pseudo code of an online cluster constraint function.  

Input: - S_γ: similarity score threshold; - clusters: list of K clusters; - centroids: list of K 
centroids; - UAVs: list of UAVs with positions 
Output: selected_clusters list 

1. // Apply online cluster constraint function 
2. for i = 1 to K: 
3. similarity_score = 0 
4. num_iterations = 0 
5. for each pair of UAVs (u1, u2) in cluster[i]: 
6. similarity_score += similarity(u1, u2) 
7. num_iterations = clustering_function(cluster[i]) 
8. if similarity_score + num_iterations < S_γ: 
9. // Reassign UAVs to the nearest centroid and recalculate centroids 
10. for each UAV u in cluster[i]: 
11. min_dist = infinity 
12. nearest_centroid = None 
13. for each centroid c in centroids: 
14. d = distance(u.position, c) 
15. if d < min_dist: 
16. min_dist = d 
17. nearest_centroid = c 
18. remove u from cluster[i] 
19. add u to the cluster associated with nearest_centroid 
20. centroids[i] = mean(clusters[i]) 
21. // Return selected clusters that meet the constraint 
22. selected_clusters = empty list of K clusters 
23. for i = 1 to K: 
24. add clusters[i] to selected_clusters 
25. return selected_clusters  

Fig. 3. (a) Cluster formation; 3(b) MSE calculation of the UAV Ad-hoc Networks.  
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assigned to the nearest cluster based on the minimum distance between 
the UAV and the centroid of each cluster using Eq. (33). This step assists 
in identifying the membership of each UAV in a specific cluster. 

Step 3: Constrained-Based k-Means Clustering 

To address overlapping issues and iterations, constrained-based k- 
means clustering is introduced, which restricts the size of each cluster 
and the number of iterations using Eq. (36). This step helps improve the 
efficiency of the clustering process by limiting the size and number of 
iterations required to form each cluster. Fig. 4(a) shows that UAVs are 
divided into different clusters based on the SM similarity matrix(SM); 
UAVs with similar SM values are grouped in the same cluster. 

Given the mobility of UAVs, their position changes over time, mak
ing it imperative to reinitiate the clustering process should UAVs move 
out of their cluster range. To tackle this issue, constraint-based k-means 
clustering adopts a similarity matrix, which is a combination of cluster 
size based on the distance of UAVs with respect to cluster head and time 
iteration or time interval (time interval is counted based on Prediction- 
based Gauss Markov 3D-Mobility Model). If a UAV moves beyond a 
predefined distance threshold from its assigned centroid, the re- 
clustering process is triggered. 

Step 4: Data forwarding 

After the formation of clusters, source UAV1 inquires about the route 
by sending an RREQ message to its cluster head. The cluster first 
searches if the destination node belongs to the same cluster or another 
cluster; in case the destination UAV belongs to another cluster, the 
cluster head of the C1 cluster forwards the RREQ message to the cluster 
head of the C2 cluster to which the destination UAV belongs, as shown in 
figure 4(b). The cluster head of C2 sends the RREQ request to the 
destination UAV. In return, the RREP is forwarded by the destination 
UAV by following the same process. Finally, after obtaining the RREP, 
the source UAV forwards the data to the destination through the cluster 
heads of both clusters. 

If a disconnection is detected, the new cluster head initiates the 
reattempt of path discovery by sending an RREQ message containing 
information about the previous cluster head or broken link. This RREQ 
message is forwarded to the new cluster head, ensuring that the path can 
be reestablished. In addition, in the case of re-clustering events, the new 
cluster head updates its routing table and notifies the affected nodes to 
reinitialize the path discovery process. This mechanism ensures that the 
nodes are aware of the re-clustering event and can establish new paths 
based on the updated cluster structure. Finally, upon receiving the 
RREP, the source UAV forwards the data to the destination through the 

cluster heads of both clusters. Detailed data forwarding process is shown 
in Fig. 5. 

4. Simulation and performance analysis 

In this section, we compare the K-MEAN Online Learning Routing 
Protocol (K-MORP) proposed in this paper with benchmark routing 
protocols, including K-MEANs [34], AODV [32], OLSR [35], SPO [25], 
CSPO [26], IHCR [23], and MDAC [36]. To evaluate the performance of 
these routing protocols, Network Simulator Three (NS-3.35) [32], an 
event-driven wireless network simulator, is used that allows for accurate 
and efficient simulation of wireless networks. Specifically, we compare 
the performance of K-MORP with respect to various metrics, such as 
packet delivery ratio, end-to-end delay, network throughput, normal
ized routing load, and mean square error (MSE), against the baseline 
protocols. This comparison will help us determine the effectiveness of 
K-MORP in improving the performance of UAV swarm networks. 

4.1. Simulation environment 

The simulations were conducted using the NS-3 network simulator 
[37] running on a Core i5 with a 16GB RAM machine. The simulation 
environment consisted of six different scenarios with different UAV 
nodes having the ability of ad hoc communication, placed within a 3D 
box-shaped area, and implemented with the Gauss-Markov mobility 
model. The nodes were equipped with IEEE 802.11ac wireless network 
interface cards and used the ad hoc network mode of IEEE 802.11ac. The 
transmission power was set to 20 dBm. The simulation was run for 120 s. 
Table 2 lists the simulation parameters adopted during the simulation, 
maintaining the same parameters for all routing protocols. Table 3 lists 
the additional parameters used to set up the Gauss Markov Mobility 
Model in the NS3 simulator. 

4.2. Analysis of results 

This section presents the results of our simulation study, comparing 
the performance of the proposed KMORP with that of existing wireless 
ad hoc network routing protocols. To evaluate KMORP’s effectiveness of 
KMORP using metrics such as Mean Square Error, PDR, End-to-End 
Delay, Throughput, and NRL. By comparing these metrics, we high
light the strengths and weaknesses of the KMORP and provide recom
mendations for improving network performance. Overall, our results 
demonstrate the potential of the KMORP to improve the performance of 
wireless ad hoc networks. 

Fig. 4. (a) Constrained-Based online clustering; 4(b) Data forwarding of the UAV Ad-hoc Networks.  
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A. mean square error 
The mean square error (MSE) in wireless networks is used to measure 

the accuracy of routing protocols in predicting the routes taken by data 
packets from the source UAV to the destination UAV. Fig. 6 presents the 
results of MSE for the four routing protocols, including K-MORP, K- 
means, CPSO, and PSO, at different network sizes (15, 30, 45, 60, 75, 
and 90 nodes). The results showed that the MSE values varied for each 
routing protocol and network size. The figure clearly shows that 
K_MORP achieved the lowest MSE value of 0.05 at 15 nodes, indicating 
that it was the most accurate routing protocol for smaller network sizes. 
K-MORP was the most consistent and precise routing protocol at all 
network sizes, with low MSE values ranging from 0.05 to 0.23, making it 
the best routing protocol for UAV ad-hoc networks. While K-Means of
fers the second lowest MSE values ranging from 0.6 to 1.25. SPO had the 
highest MSE values at all network sizes, ranging from 0.9 to 1.6, 

indicating that it was the least accurate routing protocol. CSPO had 
mixed performance, with relatively low MSE values at smaller network 
sizes but higher MSE values at larger network sizes. The higher MSE 
value indicates that the other schemes suffer from the formation of 
optimal clusters because they fact these schemes do not operate on real- 
time UAVs position updates. Another reason is that clusters are formed 
in the initial phase; there is no mechanism in case a UAV goes outside of 
the cluster at any time instant. The proposed scheme K-MORP fulfills 
these two gaps by adopting the Gauss Markov mobility 3D model, which 
gives the current position of each UAV as well as predicts the future 
position based on velocity, acceleration, and position update as key 
parameters. Moreover, K-MORP operates online constraint-based clus
tering when the position of UAVs changes and the process of clustering 
formation is reinitiated. Hence, the MSE values of K-MORP are much 
lower than those of the benchmark schemes. 

Fig. 5. Data forwarding flowchart.  
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B. packet delivery ratio 
The packet delivery ratio is an important metric to describe the 

performance of the UAV routing protocol, which describes the number 
of packets delivered divided by the total number of packets forwarded. 
Fig. 7 clearly shows that the proposed K-MORP scheme offers better 
results, ranging from 94.21 − 85.6. Although the number of UAVs in
creases, the proposed scheme sustains its delivery ratio, while the PDR of 
other routing protocols decreases as the number of UAVs increases; the 

delivery ratio of all routing protocols is below 80% at the highest 
number of UAVs (90). The reason behind the decrement in the ratio is 
the complicated Gauss Markov mobility model, which considers three 
main parameters: position, velocity, and acceleration of UAVs at each 
time interval, making it difficult to predict the path from source UAV to 
destination UAV. On the other hand, the proposed scheme adopted the 
online clustering mechanism with constrained based efficiently pre
dicting the position of each and forming optimal clusters, making it 
appropriate to find the optimal path from the source UAV to the desti
nation UAV. Furthermore, we can observe from the figure that the 
traditional k-means clustering routing scheme, which forms a cluster, 
makes it easy to find a path from UAV clusters in the network. However, 
the traditional k-means clustering routing scheme suffers due to clusters 
overlapping, and some UAVs remain outside of clusters, which makes it 
necessitates to find the optimal path. The IHCR provides the second 
highest results after the proposed scheme, which offers good results on 
2D coverage areas and adopts a random waypoint mobility model. 
However, this model is not appropriate for 3D space. Initially, IHCR PDR 
% starts from 90%; however, when the number of UAVs increases, its 
PDR decreases and is slightly higher than the traditional k-means and 
MDAC PDR at the highest number of UAVs. One factor is that we have 
adopted Gauss Markov 3D mobility, which is a complex model that 
considers the pitch angle and other parameters that affect the perfor
mance of IHCR. While MDAC offers the third-best results, this scheme 
also works based on traditional k-means learning; therefore, the results 
are almost similar, although there is a slight improvement due to the 
auto-encoder. Furthermore, the proposed scheme offers more than 10% 
better results in comparison with IHCR and 12.96% better results than 
MDAC. The other benchmark schemes suffer from forming optimal paths 
due to the high mobility of UAVs, making link breakage very often and, 
therefore, have unstable paths. Fig.7 clearly shows that when the 
number of UAVs increases, the traditional topology-based schemes 
AODV and OLSR PDR% drastically decrease and reache 55% at 90 UAVs. 
In fact, the higher number of UAVs also makes the network topology 
unstable, and routes across the network changes dynamically; as a 
result, the topology-based schemes suffer to find the optimal path. In 
comparison with AODV and OLSR, the proposed scheme, K-MORP, of
fers 34.69% and 38%. On the other hand, PSO and CPSO can be stuck in 
local optima, which leads the algorithms to converge to a suboptimal 
solution instead of the global optimal solution. In the case of UAV net
works, this can result in lower PDR values because the PSO algorithm 
may not be able to find the optimal routing paths. 

Table 2 
Simulation parameters.  

Simulation Parameter Value 

NS-3 Version 3.35 
Computer Hardware Ubuntu 22.04 LTS in Core i5 12 G 16GRAM, GPU 

3050Ti. 
Number of nodes 15, 30, 45, 60, 75 and 90 
Simulation area dimensions 1000 × 1000 × 80 (m3) 
Wireless Network Type IEEE 802.11ac Ad hoc mode(Wi-Fi 5 g) 
Central frequency 5Ghz 
Link Speed/Data rate 6.5Mbps 
Channel width 20 Mhz 
number of spatial streams 

(NSS) 
1 

Source : destination UAVs 3:3 
Offered data rate per source 117.76 Kbps 
Propagation Delay Constant Speed Propagation Delay Model 
PropagationLoss Friis Propagation Loss Model 
Transmission Power 20 dBm 
Simulation Duration 120 s 
Routing Protocol K-MORP, K-MEANs, IHCR, MDAC, AODV, OLSR, 

SPO, and CSPO 
UAV average speed 15 m/s 
UDP Packet Size 1472 Bytes 
Mobility Model Gauss-Markov  

Table 3 
Parameters for Gauss Markov Mobility Model.  

Parameters Value 

Area X[min=10 max=1000]; Y[min=10 max=1000]; Z[min=5 
Xmax=80]; 

TimeStep 5 S 
Alpha 0.85 
MeanVelocity Min=0, Max=20 
MeanDirection Min=0, Max=6.283185307 
MeanPitch Min=0.05, Max=0.05 
NormalDirection Mean=0.0, Variance=0.2,Bound=0.4 
NormalPitch Mean=0.0, Variance=0.02, Bound=0.04  

Fig. 6. Mean Square Error (MSE) versus the Number of UAVs.  

Fig. 7. Packet Delivery Ratio (PDR%) versus the Number of UAVs.  
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C. end-to-end delay 
The end-to-end delay measures the time a packet requires to travel 

from the source UAV to the destination. It stands as a primary metric of 
the routing protocols’ performance within the network; a lower delay 
value means the routing protocol is more efficient. The figure shows the 
delay value versus the number of UAVs (15, 30,45,60,75, and 90) 
moving in the 3D network environment. From the figure, it can be 
observed that the delay value of the proposed scheme K-MORP at the 
initial point when the number of UAVs is 15 is 0.18, and at the highest 
number of UAVs still, the delay of the proposed scheme is much less than 
other schemes. Whereas the delay of the other schemes is higher than 
that of K-MORP, even the IHCR clustering delay starts from 0.19 and 
reaches 0.29, although it offers the second-best results in the UAV 
network environment. The third scheme provides better results. The 
other scheme, MDAC, which offers a third less delay, ranges from 0.19 to 
0.348 due to the use of an autoencoder. There is an improvement in the 
results as compared to traditional k-means clustering. While MDAC 
delay increases as the number of UAV mobility increases due to the fact 
it operates on an OLSR routing mechanism, it also suffers in establishing 
the paths efficiently; as a result, its delay increases. 

On the other hand, other schemes’ delay value increases quickly due 
to the high movement of UAVs. The communication link between UAVs 
is unstable, which leads to higher delay values. For benchmark topology- 
based schemes like AODV and OLSR, the delays (s) are in the range from 

0.33 to 0.51 and from 0.32 to 0.52, respectively. Moreover, SPO and 
CSPO offer 0.29 and 0.40, respectively, at 90 UAVs, which is a higher 
value than that of our proposed scheme. The proposed scheme K-MORP 
adopted an online position and update, which makes the proposed 
scheme find routes efficiently based on the network dynamics quickly; 
therefore, K-MORP offers less delay results compared to other schemes. 
From Fig. 8, it can be observed that K-MORP offers 46.21% less delay 
compared to K-means, 56.6% with respect to CPSO, 60% with AODV, 
59.6% with OLSR, and 58.2% with PSO. The other two schemes, IHCR 
has 20% and 33.98% higher delays, respectively, in comparison with K- 
MORP. Furthermore, K-MORP adopted an enhanced Gauss Markov 3D 
mobility model, which predicts the position and direction of each UAV 
in an appropriate manner, thereby improving the network performance 
and maintaining less delay even on a high number of UAVs. 

D. throughput 
Maintaining a high level of throughput in a UAV communication 

network is crucial for ensuring efficient data transmission. Throughput 
measures the amount of data(bits) successfully transmitted per unit time 
from the source UAV node to the destination UAV. Fig. 9 represents the 
overall average throughput across the network rather than the 
throughput per node. The average throughput was computed by sum
ming the total bits received across all nodes and dividing by the entire 
simulation duration. This metric was chosen to provide a broader view 
of the overall network performance under different scenarios. The pro
posed scheme, K-MORP, is designed to optimize throughput in a multi- 
UAV network. The figure shows that the initial throughput value of the 
K-MORP scheme is 948kpbs. However, as the number of UAVs increases, 
the throughput decreases. Adding more UAVs creates more traffic and 
can lead to congestion in the network. Despite this decrease, the K- 
MORP scheme maintains its efficiency and achieves a throughput value 
of up to 875kpbs, even at the highest number of UAVs. In contrast, other 
routing protocols such as AODV, SPO, SCPO, MDAC, and OLSR experi
ence a significant reduction in their throughput value as the number of 
UAVs increases. In comparison to these schemes, K-MORP offers 10.4% 
with K-Means, 15.211% with CPSO, 19.204% with AODV, 13.4% with 
CPSO, and 17.3% with OLSR respectively. This is due to the unstable 
communication links and dynamic nature of UAVs, which make it 
challenging for packets to reach their intended destination. Although the 
IHCR throughput is 914 Kbps at the starting point, its value also de
creases as the number of UAVs increases due to the presence of a 
complicated Gauss Markov 3d mobility model that considers the mean 
velocity, patch angle, and direction components. However, these 
schemes are mostly designed for 2D environments and adopt simple 
random waypoint mobility models, which are not appropriate for UAVs 
in 3D environments. The figure shows that the throughput of these 
protocols is approximately 650 Kbps at 90 UAVs, which is significantly 
lower than the K-MORP scheme’s throughput value. The K-MORP 
scheme achieves high throughput by optimizing the routing paths be
tween the UAV nodes. It uses a hierarchical approach to divide the 
network into clusters, with each cluster having its cluster head. The 
cluster heads are responsible for communicating with other cluster 
heads to exchange information about the network topology and select 
the best path for data transmission. Using this approach, the K-MORP 
scheme can minimize the number of hops required for data transmission, 
reducing the chances of packet loss and improving the overall 
throughput. The proposed K-MORP scheme maintains a high level of 
throughput in a UAV communication network, even in the presence of 
multiple UAVs. Its hierarchical approach to routing allows for efficient 
data transmission, whereas other protocols struggle to maintain 
throughput as the number of UAVs increases. As such, the K-MORP 
scheme has the potential to improve the efficiency and reliability of UAV 
communication networks significantly. 

E. normalized routing load 
Fig. 10 shows that the normalized routing load ratio (NRL%) for 

Fig. 8. End-to-End Delay(s) versus the number of UAVs.  

Fig. 9. . Throughput (Kbps) versus the number of UAVs.  
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different routing schemes increases with an increasing number of UAVs 
in the network. As the number of UAVs increases from 0 to 90, the 
normalized routing load increases for all the routing schemes. This is 
expected, as more UAVs would mean more control packets for routing, 
resulting in a higher routing overhead. Among the different routing 
schemes, the reactive routing protocols AODV and PSO show higher 
routing loads. Initially, the normalized routing load is 33 for AODV and 
30.8% for PSO. As the number of UAVs increases, the NRL% value 
reaches up to 52.5% for AODV, 50% for PSO and 53.9% for OLSR, 
respectively. On the other hand, clustering-based routing protocols K- 
means, MDAC, and IHCR have lower routing load for the same number 
of UAVs, with 34.9%, 33.55%and 29.33%, respectively. The NRL% 
value of the proposed K-MORP scheme ranges from 11.33% to 20.56, 
outperforming all other clustering-based routing schemes. The proposed 
scheme adopted transition probabilities from a Gaussian distribution to 
predict the positions and paths of UAVs. Moreover, k-means constraint- 
based clustering efficiently forms clusters; therefore, the NRL% value is 
stable. On the other hand, due to the high mobility of UAVs, traditional 
routing schemes suffer from the formation of optimal clusters, and as a 
result, some UAVs reside in different clusters; therefore, higher routing 
packets are generated. Hence, the proposed scheme offers less NRL value 
as compared to all schemes from Fig. 8. It can be clearly observed that 
the two benchmark schemes offer 65.6% (AODV) and 64.4% higher NRL 
values. At the same time, PSO and CPSO are particle swarm-based and 
offer 63.17% (PSO) and 52.2% (CPSO) higher network loads. The 
traditional K-means clustering scheme suffers because inefficient clus
tering has a 52.21% higher routing load. In contrast, MDAC, which is an 
integration of OLSR and K-means, has a 45.01% higher NRL value than 
K-MORP. Finally, IHCR has a 21.1% higher NRL value than K-MORP, 
which shows that the proposed scheme has a lower NRL value and better 
performance. 

4.3. Comparative analysis 

Table 4 delineates the performance of each routing protocol across 
diverse comparative metrics, showing the efficiency inherent in each 
routing scheme. This table presents a comparative performance analysis 
of the routing protocols across various parameters, including 
throughput, packet delivery ratio (PDR), end-to-end delay (E2E), 
normalized routing load (NRL), and mean square error (MSE). From the 

table, it can be observed that K-means and MDAC offer the same results 
because both schemes operate the k-means clustering algorithm, 
although MDAC has a high throughput. After all, the auto-encoder 
slightly improves its results. Although IHCR offers the second-best re
sults, as shown in the table. 4. It offers better results in terms of high 
throughput, high PDR, and low end-to-end delay. However, it has me
dium normalization because this scheme considers 2D communication 
in its original form. When implemented in 3D communication, it suffers 
from a stable path; therefore, an extra overhead is generated for routing. 
On the other hand, CPSO shows a slight improvement, offering medium 
results throughout(kbps), PDR%, and E2E delay(s) though having a high 
mean square error, which shows that CPSO has a slight improvement as 
compared to PSO. Moreover, topology-based AODV and OLSR have the 
lowest results because these schemes maintain stable paths due to the 
high mobility of UAVs and the 3D coverage area. Finally, the proposed 
scheme possesses the best results because it monitors the UAVs move
ment efficiently and forms optimal clusters, which avoids overlapping 
and predicts the position of each UAV accurately in UAV ad-hoc 
networks. 

5. Conclusion 

In conclusion, unmanned aerial vehicles (UAVs) have emerged as a 
promising technology for wireless communication applications due to 
their flexibility and ability to operate in three-dimensional (3D) space. 
However, the fast movement of UAVs and the 3D environment presents 
unique challenges for communication and packet routing in UAV ad hoc 
networks. To address these challenges, clustering-based UAV ad hoc 
routing schemes have been proposed that divide the network into 
clusters to reduce overhead and improve efficiency. However, tradi
tional clustering schemes suffer from issues such as cluster overlapping 
and real-time monitoring of UAVs. This paper introduces a k-means 
online learning routing protocol that monitors the real-time movement 
of UAVs and forms clusters based on real-time data. The Gauss Markov 
3D mobility model assists in determining UAV positions and velocity 
within 3D space. The introduced approach improves the performance 
and reliability of UAV ad hoc routing protocols by reducing the network 
load and guiding UAVs to select optimal routes for data transmission. 
Additionally, the approach is efficient for UAV ad hoc networks, where 
UAVs are constantly moving and the network topology is changing. 
Based on the contributions of the proposed approach, it holds the po
tential to enhance the performance of UAV communication networks 
significantly, maximizing the full potential of UAV technology. In future 
work, the proposed scheme can be further modified by adopting 
advanced machine learning techniques to improve the cluster formation 
and routing decision-making process. Additionally, energy-efficient 
strategies can also be designed, such as power allocation, and node 
sleep/wake scheduling time would be crucial for addressing the energy 
constraint issue in UAV ad hoc networks (Fig. 1). 

Fig. 10. NRL% versus number of VAVs.  

Table 4 
Comparative performance table.  

Routing Protocols Compare Metric 
Throughput PDR E2E NRL MSE 

K-MORP High High Low Low Low 
K-Means Medium High Medium Medium Low 
IHCR High High Low Medium  
MDAC High Medium Medium Medium  
CPSO Medium Medium Medium Medium High 
AODV Low Low High High  
OLSR Low Low High High  
PSO Low Low High High High  
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