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#### Abstract

We outline a holographic ${ }^{1}$ framework that attempts to unify Landau and beyond-Landau paradigms of quantum phases and phase transitions. Leveraging a modern understanding of symmetries as topological defects/operators, the framework uses a topological order to organize the space of quantum systems with a global symmetry in one lower dimension. The global symmetry naturally serves as an input for the topological order. In particular, we holographically construct a String Operator Algebra (SOA) which is the building block of symmetric quantum systems with a given symmetry $G$ in one lower dimension. This exposes a vast web of dualities which act on the space of Gsymmetric quantum systems. The SOA facilitates the classification of gapped phases as well as their corresponding order parameters and fundamental excitations, while dualities help to navigate and predict various corners of phase diagrams and analytically compute universality classes of phase transitions. A novelty of the approach is that it treats conventional Landau and unconventional topological phase transitions on an equal footing, thereby providing a holographic unification of these seemingly-disparate domains of understanding. We uncover a new feature of gapped phases and their multi-critical points, which we dub fusion structure, that encodes information about which phases and transitions can be dual to each other. Furthermore, we discover that self-dual systems typically posses emergent non-invertible, i.e., beyond group-like symmetries. We apply these ideas to $1+1 d$ quantum spin chains with finite Abelian group symmetry, using topologically-ordered systems in $2+1 d$. We predict the phase diagrams of various concrete spin models, and analytically compute the full conformal spectra of non-trivial quantum phase transitions, which we then verify numerically.




Copyright H. Moradi et al.
This work is licensed under the Creative Commons Attribution 4.0 International License.
Published by the SciPost Foundation.

Received 24-11-2022
Accepted 07-08-2023
Published 16-10-2023
doi:10.21468/SciPostPhysCore.6.4.066

[^0]
## Contents

1 Introduction ..... 3
2 Symmetry structures as topological operators ..... 9
2.1 Symmetries are topological ..... 10
2.2 Building blocks of symmetric local operators ..... 13
3 Topological holography: Framework ..... 15
3.1 Symmetries of topologically-ordered phases ..... 15
3.2 Boundary Hilbert space from the bulk theory ..... 16
3.3 Mapping to generalized spin-chains ..... 20
3.4 Gapped boundaries as gapped phases ..... 22
3.5 From bulk symmetries to boundary dualities ..... 24
3.6 Action of dualities on Hamiltonians ..... 28
3.7 Action of dualities on non-symmetric theories ..... 29
3.8 Emergence of non-invertible symmetries ..... 30
4 Topological holography: Applications ..... 31
4.1 Gapped phases and web of dualities ..... 32
4.2 Gapless phases, phase transitions, and critical points ..... 35
4.3 Conformal spectroscopy from dualities ..... 37
4.4 Duality: A gauging perspective ..... 39
5 Examples ..... 42
$5.1 \mathbb{Z}_{2}$ symmetric quantum spin chains ..... 42
$5.2 \mathbb{Z}_{N}$ symmetric quantum spin chains ..... 47
$5.3 \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum spin chains ..... 51
$5.4 \mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric quantum spin chains ..... 69
$5.5 \mathbb{Z}_{2} \times \mathbb{Z}_{4}$ symmetric quantum spin chains ..... 79
$5.6 \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum spin chains ..... 81
6 Summary and future directions ..... 84
A From G-topological orders to G-symmetric quantum spin chains ..... 86
B Computation of duality groups ..... 91
B. $1 \quad \mathrm{G}=\mathbb{Z}_{2}$ ..... 92
B. $2 \mathrm{G}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ ..... 93
B.2.1 Analysis of the outer automorphism group ..... 93
B. $3 \quad G=\mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}$ ..... 95
B. $4 \mathrm{G}=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ ..... 96
C From Wen plaquette model to $\mathbb{Z}_{N}$-symmetric spin chains ..... 97
D Symmetry-twisted boundary conditions ..... 104
E Simplicial calculus ..... 106
E. 1 Simplicial complexes ..... 107
E. 2 Simplicial homology groups ..... 108
E. 3 Simplicial cohomology groups ..... 110
E. 4 Cup product ..... 111
F Group structure of the web of dualities ..... 112
G Conformal spectra of various phase transitions ..... 115
G. 1 Brief recap of $\mathbb{Z}_{N}$ parafermion CFT ..... 115
G. 2 Some Results for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ transitions ..... 116
G.2.1 Some basic facts about Ising CFT ..... 116
G.2.2 Analytical and numerical results ..... 117
G. 3 Some results for $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ transitions ..... 120
References ..... 121

## 1 Introduction

Condensed-matter physics is the study of phases of matter and phase transitions between them. A fundamental endeavor of condensed-matter theory is to develop a framework within which possible phases of matter can be classified and characterized. Historically, the most successful framework in this regard has been the so-called Landau theory [1-3] within which symmetry and its spontaneous-breaking patterns play a key role. The Landau-Ginzburg-Wilson mean field theory provides a formalism capable of describing many aspects of conventional phases based on the existence of local order parameters. Corresponding quantum phase transitions occur between ordered and disordered phases where the symmetry of the ground state of the ordered phase is necessarily a subgroup of that of the disordered phase. Typical examples of such transitions are the $\mathbb{Z}_{2}$ and $U(1)$ symmetry breaking Ising and $X Y$ transitions, respectively [4].

The last four decades have seen a rapidly growing understanding of quantum phases and phase transitions that lie beyond Landau's framework. Among these, an important class are socalled topological phases of matter, which are equivalence classes of locally indistinguishable gapped quantum systems (more precisely quantum liquids [5]) that are distinguished by their global or topological properties. Topological phases fall into two broad categories known as topologically ordered and symmetry protected topological (SPT) phases of matter respectively. The fractional quantum Hall phase [6-8] is a well-known example of the former category. Such phases have highly entangled liquid-like ground states which evade conventional ordering at zero temperature. They are instead distinguished by their patterns of long range entanglement [9-12] which manifest in fractionalized (anyonic) excitations with topological correlations [13-16]. A defining property of topologically ordered systems is the existence of ground state degeneracy when put on a topologically non-trivial manifold [17-19]. The multiplet of ground states form projective representations of the mapping class (modular) group of the spatial manifold, which can serve as a diagnostic of the phase [20-23]. A paradigmatic example of a topologically ordered system is the deconfined phase of the $\mathbb{Z}_{2}$ gauge theory [24-27], which is expected to be realized in frustrated magnets [28-31] and play a crucial role in the physics of high temperature superconductors [32-37]. This is the simplest example of a general class of topological orders known as topological finite group gauge theories [38-41].

On the other hand, SPTs-as the name suggests-realize global symmetries in topologically distinct ways which is manifest in their bulk topological response to background symmetry gauge fields [42, 43] and in the appearance of anomalous quantum systems on their boundary [44-50]. These phases are trivial if symmetry is explicitly broken. The earliest and perhaps best known examples of SPTs are free fermion topological insulators and superconduc-
tors [51-54], which are classified using K-theory in what is known as the ten-fold way classification [55-57]. Interactions can alter the non-interacting classification [58-61]. The interacting classification of fermionic topological phases is formulated in terms of intricate mathematical structures such as super-group cohomology [62,63] and cobordism theory [64,65]. On the other hand, since bosons generically condense into the lowest energy level, interactions are necessary to stabilize many-body gapped bosonic systems. In $1+1 d$, bosonic SPTs are classified by projective representations of the symmetry group [66-68], which can be generalized to higher dimensions using the cohomology of groups [43]. The low-energy properties of topological phases of matter are expected to be described by topological quantum field theories.

Within the Landau paradigm, second-order or continuous quantum phase transitions occur between two phases such that the symmetry preserved by the (partially) ordered phase is necessarily a subgroup of the symmetry preserved by the disordered phase. It is now known that various kinds of non-Landau transitions may occur in quantum systems. These could happen if the phases on either side of the transition are themselves beyond the Landau classification scheme [69-72] or if the symmetry group on one side of the transition is not a subgroup of the symmetry on the other side. The former kind of transitions can be realized for instance between topological phases or between topological and non-topological phases of matter. The latter are known as deconfined quantum critical (DQC) transitions [73, 74]. Such transitions take place when defects or the disorder parameters of the broken symmetry on one side of the transition host the order parameter of the symmetry which is broken on the other side of the transition [75]. While the phases on either side of such a transition are captured by Landau's classification scheme, the transition itself is beyond Landau. A prototypical example of the deconfined transition is realized between the valence bond solid and antiferromagnetic Neel state in a spin-rotation-symmetric spin model on a square lattice. The valence bond solid state breaks spatial four-fold rotation symmetry while the Neel state breaks spin-rotation symmetry. From a modern perspective, such transitions are understood to be realized in quantum systems that have mixed anomalies between internal and spatial symmetries, i.e., Lieb-Schultz-Mattis constraints [76-81].

As mentioned above, symmetry plays a very important role in organizing our understanding about the kinds of gapped phases and phase transitions realized in quantum systems. Despite its long and illustrious history, the understanding of symmetries in quantum matter is very much an evolving subject. In fact, there have been numerous developments over the past decade, that have led to new perspectives on the question: what are global symmetries of quantum systems? [82-84]. Conventionally, a global symmetry is defined via a collection of operators which (i) act on all of space, (ii) commute with the Hamiltonian and (iii) satisfy group-like fusion/composition rules. Mathematically, such symmetries are described by groups. Operators charged under such a symmetry are zero-dimensional (point-like) and transform in representations of the symmetry group. The low-energy description of quantum systems are usually formulated in terms of Euclidean quantum field theories, which possess emergent spacetime rotation symmetry in addition to other global symmetries. Within the low-energy description, there is no preferred time direction and hence no natural notion of all of space. The symmetry operators may therefore be defined on any codimension-1 (i.e., \# of spacetime dimensions -1) hypersurface in spacetime. The condition of commutativity with the Hamiltonian generalizes to 'commutativity' with the stress tensor-this amounts to the general property that symmetry operators are topological. This perspective begets the generalization that any topological subsector (subalgebra) of operators in a quantum system embodies a generalized symmetry structure. The topological operators within a theory need not be limited to codimension-1 operators that satisfy fusion rules representative of a group. Instead, in general, the set of topological operators may have higher codimensions [82] and satisfy fusion rules that vastly generalize the notion of groups [83-102]. Furthermore, global symmetries may have 't Hooft
anomalies, which put strong non-perturbative constraints on the low energy phases/ground states realizable within the quantum system. Collectively, the mathematical framework that describes topological operators and therefore generalized symmetries in quantum field theory is that of higher fusion categories [101].

This modern perspective of global symmetries provides a number of insights applicable to the program of classifying and characterizing quantum matter. For instance, Landau's symmetry breaking paradigm can be expanded to incorporate breaking of generalized symmetries [82,103,104]. In particular, a so-called $p$-form symmetry corresponding to a finite Abelian group $G$ contains co-dimension- $(p+1)$ topological operators that act on $p$-dimensional charged objects which transform in non-trivial representations of G. A system with spontaneouslybroken 0 -form $G$ symmetry has a ground state degeneracy of $|G|$ on a connected spatial manifold. Similarly, a system with spontaneously broken 1-form G symmetry has a ground state degeneracy of $b_{1}^{|\mathrm{G}|}$ where $b_{1}$ is the number of independent non-contractible loops (1st Betti number) of the spatial manifold. This is the well-known topological ground-state degeneracy in topologically-ordered systems related to anyonic excitations. For this reason, it has been noted [103, 105-107] that 1-form symmetry breaking is closely related to topological order. Recently, these ideas have been used to propose a partial incorporation of topological order into Landau's classification scheme [104]. Technically, SPT phases do not fit into the Landau paradigm as there are no spontaneously symmetry-breaking (even for generalized symmetries).

In this paper, we describe a different approach toward the unification of Landau and beyond-Landau paradigms. Our approach exploits the topological nature of global symmetries to decouple the global-symmetry-related features of a symmetric quantum system from its local physics/dynamics. The symmetry operators and their action on charged operators can be holographically encapsulated in a topologically-ordered system that lives in one higher dimension. The action of symmetry operators on charged operators is encoded in the braiding of topological defects (e.g., anyons in $2+1$ dimensions) of the topologically-ordered system. From this point of view, different phases such as Landau symmetry-breaking phases, SPTs as well as (Abelian) topologically-ordered phases all arise on the same footing, i.e, as gapped boundaries of a topological order in one higher dimension. Furthermore, the bulk topological order can be thought of as a theoretical gadget that allows one to conveniently discover numerous non-perturbative statements about the space of symmetric quantum systems. These include the classification of gapped phases, order parameters of each phase as well as nontrivial dualities that act on the space of theories. The dualities descend from the internal symmetries of the bulk topological order, which act on boundary theories through topological domain walls, and reveal rich hidden structures of the space of theories. We develop tools to exploit these dualities to constrain and construct the phase diagram and compute its various features efficiently through a study of the associated topological order. In order to provide concrete realizations that exemplify the utility of this approach in the simplest physically-relevant setting, we restrict ourselves to the study of $1+1 d$ quantum systems with finite Abelian group symmetry.

Ideas similar to the ones developed in this work have been around for quite some time. For example, in [108] it was shown that there is an $\operatorname{SL}(2, \mathbb{Z})$ action on the space of threedimensional conformal field theories with global $U(1)$ symmetry, reminiscent of the dualities discussed in this paper. It was shown that these dualities can be understood as originating from the $\operatorname{SL}(2, \mathbb{Z})$ electric-magnetic dualities in a four-dimensional $U(1)$ gauge theory [109-113]. More concretely, these dualities are implemented as topological domains walls that are brought to the boundary, giving rise to a mapping of boundary theories.

More recent ideas related to using topological orders in one higher dimension to study symmetric quantum systems have appeared in a number of recent works [93, 95, 114-134].

Below, we compare and contrast our work with these related directions.
In $[93,117-120,135]$, the notion of categorical symmetry was introduced which combines a finite symmetry and its dual symmetry which typically arises via the process of gauging the original symmetry. Relatedly, these approaches treat the order and disorder parameter on an equal footing. The similarity with the present work stems from the fact that the categorical symmetry can be organized into a topological order in one dimension higher. An important difference between the approach employed in these works and ours is that we do not consider the notion of "dual symmetry". Instead, we simply fix a finite global symmetry and study the space/algebra of local symmetric operators with respect to the given symmetry. Upon doing so, we naturally discover the algebra of topological operators in a topological order in one higher dimension. Furthermore, we describe a complimentary approach wherein we start from a topological order in $2+1$ dimensions and derive symmetric pseudo-spin chains on its boundary. We show that the space/algebra of local operators acting on the pseudo-spin chain is precisely the algebra of local symmetric operators with respect to a symmetry structure that is read-off from the $2+1$ dimensional topological order. This algebra is related to the algebra of patch operators discussed in $[117,119]$.

Another related direction is the so-called Topological Wick Rotation [129-132, 136]. The physical picture of Topological Wick rotation is related to considering a topological order in $d+1$-dimensions and restricting the theory to a $d$-dimensional spatial slice at a fixed time. Moreover the spatial slice is considered to be open. Then the authors argue that one may "Wick rotate" one of the spatial directions and dualize the topological order to a quantum liquid in $(d-1)+1$ dimensions. The category of operators then has the same algebraic (more precisely categorical) structure as that of the operators in the topological order. Although our work bears some similarities with this series of works, the framework we use, the conceptual picture and approach are very different and do not rely on such a construction.

Recently, there has been a lot of interesting progress in a direction related to so-called symmetry topological field theories (SymTFTs) [115, 116, 121, 123, 134, 137-141]. The main idea is that a $d$-dimensional theory $\mathfrak{T}$ on a manifold $M$ with a global symmetry $\mathcal{C}$ can be constructed as topological theory in $d+1$-dimensions defined on $M \times[0,1]$ with the original theory $\mathfrak{T}$ on one boundary say $M \times\{0\}$ and a topological boundary condition on the other boundary $M \times\{1\}$. An attractive feature of this construction is that the symmetry related properties can be dealt with by simply manipulating the topological boundary condition. Indeed various dualities can be implemented by simply altering boundary conditions. In our work, we do not consider an interval compactification with a topological boundary condition on one boundary and a generic non-topological boundary condition on the other. Instead, we consider the bulk to be a semiinfinite cylinder, which allows us to access all the symmetry twisted symmetry sectors directly using the semi-infinite line operator with one end on the boundary to toggle between these different sectors. Furthermore, our method is more oriented towards studying concrete lattice spin models as compared with general applications of symmetry TFTs. A condensed-matteroriented study of symmetry TFTs was developed in the work of Lichtman et al [95]. In this work, the authors use a finite cylinder spatial geometry with a Dirichlet boundary condition for the electric line operators on one boundary. The other boundary is left free and the bulk magnetic line operator wrapping the non-contractible cycle projects on to the dynamical (i.e., non-topological boundary) as a symmetry operator. In this picture when the non-topological boundary is an electric condensate, one obtains the spontaneous symmetry-breaking phase, while when the boundary is a magnetic condensate, one obtains the symmetric phase.

The present work provides a complimentary approach to these past works and contextualizes these approaches to concrete lattice models that are fairly standard in quantum magnetism. Moreover, we lay out a detailed and practical framework to use such abstract notions to study the generically complex phase diagrams of these models.

## Summary of results

In this work, we detail a holographic approach that uses a topological order to systematically study the global symmetry aspects of quantum systems in one lower dimension. The framework is sufficiently general and can be applied to the study of symmetric quantum systems in general spacetime dimensions. In order to illustrate the construction in a simple and explicit setting, in this work we restrict ourselves to anomaly-free $1+1 d$ quantum systems with finite Abelian group symmetry (or equivalently, $2+1 d$ topological orders corresponding to DijkgraafWitten theories with finite Abelian groups G). The paper is organized into three main parts. Below we summarize the main results and contributions of each of these parts.

Framework of topological holography: In Section 2, we review the concept of (higherform) symmetries as topological operators/defects. In Section 3, we describe the framework of topological holography. In particular, we review the symmetries of a $2+1 d$ Abelian $G$ topological order. These comprise of two parts-(i) 1-form symmetries $\mathcal{A} \simeq G \times G$ corresponding to anyonic Wilson lines, and (ii) 0 -form symmetries $\mathcal{G}$ [G] corresponding to permutation of anyons that preserve the topological correlations of the anyons. We show that the algebra of G-symmetric operators of $1+1 d$ theories, which we denote as the String Operator Algebra $\mathbb{S O A}[\mathrm{G}]$, can be constructed from the bulk 1-form symmetries of the higher dimensional topological order. We consider representations of these algebras on generalized spin chains. Using the SOA, we parameterize the space of G-symmetric (spin-chain) Hamiltonians. Furthermore, we show that the bulk 0 -form symmetries act as dualities on the space of $1+1 d \mathrm{G}$-symmetric theories, mapping between different symmetric Hamiltonians. The duality group $\mathcal{G}$ [G] is in general non-Abelian and very large even for small finite Abelian groups G. For example, in the case of $\mathrm{G}=\mathbb{Z}_{2}^{4}$, there are almost 350 million dualities.

We develop a detailed bulk-boundary dictionary for topological holography. Amongst other things, this holographic realization allows us to classify gapped phases of G-symmetric theories and construct fixed-point spin-chain Hamiltonians for each phase. From the point of view of topological order, each gapped phase is related to the condensation of a subset of anyons $\mathcal{L}$. From the condensation of anyons, we construct spin-chain order parameters for each gapped phase. We also argue how non-Abelian and sometimes non-invertible symmetries can emerge at self-dual regions in the space of symmetric models.

Applying topological holography: In Section 4, we outline how topological holography might be applied to study the space of symmetric quantum systems. In particular, the existence of dualities, the classification of gapped phases and the transformations under dualities can be used to strongly constrain and sometimes construct phase diagrams of concrete models. We derive several powerful and general results, useful in the study of phase diagrams of concrete Hamiltonian models. A summary of some of these results are

1. Properties such as a Hamiltonian $H$ being gapped, gapless, critical, or at a first-order transition is preserved under duality transformations.
2. The action of the bulk 0 -form symmetry group $\mathcal{G}[\mathrm{G}]$ on the set of gapped phases gives rise to a vast web of dualities encoded in a graph whose vertices are gapped phases and edges are dualities.
3. Each gapped phase $\mathcal{L}$ is characterized by a pair $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$, corresponding to a spontaneous symmetry-breaking down to a subgroup $\mathrm{H}_{\mathcal{L}} \subset \mathrm{G}$ together with an SPT twist $\psi_{\mathcal{L}} \in H^{2}\left(H_{\mathcal{L}}, \mathrm{U}(1)\right)$. We show how the data $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$ can be extracted from the anyons in $\mathcal{L}$.
4. Obstruction to duality (gapped): Each gapped phase is characterized by a fusion structure corresponding to the algebra of condensed order parameters. There cannot exist dualities between two gapped phases $\mathcal{L}$ and $\mathcal{L}^{\prime}$ unless they have isomorphic fusion structures. The web of dualities splits into connected components, one for each type of fusion structure.
5. Emergent symmetries: If a Hamiltonian $H$ is self-dual under a subgroup $\mathscr{S}$ of dualities $\mathcal{G}[\mathrm{G}]$, then this implies that it has new emergent symmetries. These are sometimes generalized non-invertible symmetries, in particular when they descend from bulk electricmagnetic 0 -form symmetries.
6. Implication of self-duality: Given a Hamiltonian $H$ self-dual under a subgroup $\mathscr{S}$, we give criteria to determine when the self-duality is an obstruction to $H$ being in a gapped phase. In such a situation, the Hamiltonian $H$ must be either at a phase transition or in a gapless phase.
7. Multi-criticality: Given a critical point $\mathscr{C}$ self-dual under subgroup $\mathscr{S}$ of dualities $\mathcal{G}$ [G], we show how to determine the lower bound on the degree of multi-criticality of $\mathscr{C}$.
8. Obstruction to duality (critical): Critical points are characterized by a set of fusion structures corresponding to the gapped phases attached to them. Two critical points $\mathscr{C}$ and $\mathscr{C}^{\prime}$ cannot be dual to each other unless their fusion structures are the same. This implies the decomposition of the space of G -symmetric critical points into blocks labeled by fusion structures. Dualities can only act within each block.

Using these results, one can significantly constrain and potentially determine the phase diagrams of spin-chain models with very simple calculations. Topological holography is especially powerful for symmetry groups $G$ that have large duality groups $\mathcal{G}[G]$ and few possible fusion structures.

One of our most powerful applications of topological holography is to determine the complete conformal spectra of non-trivial critical points. This we achieve by lifting dualities from Hamiltonians (spatial) to the level of partition functions (spacetime). Given a (generalized symmetry-twisted) thermal partition function $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}$, the partition function of a dual theory is given by

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}=\frac{1}{|\mathrm{G}|} \sum_{\mathrm{g}, \mathrm{~h} \in \mathrm{G}} \eta\left(\mathrm{~g}, \mathrm{~h}, \mathrm{~g}^{\vee}, \mathrm{h}^{\vee}\right) \mathcal{Z}_{\mathrm{g}, \mathrm{~h}} . \tag{1}
\end{equation*}
$$

We find an explicit formula for the phases $\eta\left(\mathrm{g}, \mathrm{h}, \mathrm{g}^{\vee}, \mathrm{h}^{\vee}\right)$ in terms of dualities. Physically, these factors are related to topological partition functions of certain SPT phases living on duality domain-walls in the bulk. Finally, we give an interpretation of these dualities from the perspective of gauging global symmetries.

Study of spin chains using topological holography: In Section 5, we illustrate the theory developed in prior sections for specific examples of G .

First, we discuss the simplest example $G=\mathbb{Z}_{2}$. Next, we briefly discuss the $G=\mathbb{Z}_{N}$ example, where topological holography is not very powerful due to multiple fusion structures and a small duality group. Next, we move on to examples where topological holography is very powerful such as $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, and $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$. In particular, using topological holography we classify possible gapped phases, their associated set of condensed bulk anyons, the duality group, and the corresponding web of dualities. We then construct explicit spin-chain representations of the $\mathbb{S O A}[\mathrm{G}]$ algebras. For each gapped phase, we construct fixed-point Hamiltonians. From the set of condensed anyons, we determine the corresponding spin-chain
order parameters for each gapped phase, and from the set of confined anyons, we determine the fundamental spin-chain excitations.

To further exemplify our approach, we define so-called minimal Hamiltonians which are a linear combinations of fixed-point Hamiltonians and study their phase diagrams. These give us a rich set of models with rich phase diagrams containing all gapped phases and many nontrivial phase transitions. Using the general results mentioned above, we map out phase diagrams, identifying gapped regions, critical points/lines/surfaces, first-order transitions, etc. It turns out that these phase diagrams are surprisingly geometrical as we determine using dualities. Using Density Matrix Renormalization Group (DMRG) method and the order parameters provided by topological holography, we numerically verify the predicted phase diagrams. By computing entanglement entropy numerically, we confirm the predicted central charges along various points and critical lines.

For many non-trivial critical points, we explicitly compute the full conformal spectra using analytical methods from topological holography. The only extra input are the partition functions of simple order-disorder transitions such as the $c=\frac{1}{2}$ Ising CFT. From this, we compute the spectrum of several interesting "Landau-forbidden" transitions such as topological phase transitions with no symmetry breaking between SPT phases, topological spontaneous symmetry-breaking transitions between a non-trivial SPT phase and a symmetry-broken phase, and topological deconfined transitions. From the action of global symmetry $G$ on primary fields, we highlight the difference between topological spontaneous symmetry-breaking transitions and conventional Landau-allowed spontaneous symmetry-breaking transitions. Our approach makes explicit the relation between symmetry-enriched CFTs [142] and SPT invariants. Using Exact Diagonalization techniques, we numerically confirm these analytical predictions of conformal spectra.

More details about construction of generalized spins chain from holographic perspective, duality groups, symmetry-twisted boundary conditions, conformal spectra of various transitions, and some relevant background material are collected in the appendices. A simple and concrete realization of topological holography in an exactly-solvable lattice model is given in Appendix C.

Note: The idea that anyons and anyonic symmetries are related to global symmetries and dualities in one lower dimension has been discussed in [143] and also more thoroughly in [144] (see chapter 7 and section 7.5 .5 of [145]). Furthermore, a relation between TQFTs in $d+1$-dimensions and generalized Kramers-Wannier dualities in $d$-dimensions was stated as an on-going work (see section 7.6 of [145]). This old unfinished work was revisited by us recently which the current paper (and other on-going works) is a result of. During the preparation of this paper, we became aware of several works [93, 95, 115-122, 124-126] that appeared in the recent past which contain related insights. While this paper some conceptual overlap with this literature, we believe that it is a good complement to the ongoing progress in the field and contains many new insights.

## 2 Symmetry structures as topological operators

The concept of symmetry plays a fundamental role in this work. Therefore, we start with a brief overview of what we mean by symmetries in generic quantum systems. We then explain how symmetries can be used to decompose the space of local operators.


Figure 1: a) Symmetry operators are topological $\mathcal{U}_{\mathrm{g}}\left[X_{d}\right]=\mathcal{U}_{\mathrm{g}}\left[X_{d}^{\prime}\right]$. This is due to the conserved current $d \star j=0$ implying $\int_{Y_{d+1}} d \star j=\int_{X_{d}} \star j-\int_{X_{d}^{\prime}} \star j=0$, where $Y_{d+1}$ is a manifold bounded by $X_{d}$ and $X_{d^{\prime}}$. b) When both 0-form (here a surface) and 1-form (here a line) symmetries are present, the 0 -form symmetry can act on the 1 -form symmetry to form a higher mathematical structure called a 2-group.

### 2.1 Symmetries are topological

A quantum system is typically defined by a Hamiltonian acting on a Hilbert space which admits a tensor product decomposition into local (on-site) Hilbert spaces. Likewise, the Hamiltonian admits a decomposition into a sum of local terms each of which acts on the corresponding local Hilbert space. Global symmetry operators act on all of space and are required to commute with the Hamiltonian. They typically satisfy a group composition law, however in certain quantum systems they can satisfy a more general mathematical structure such as a fusion algebra which is not isomorphic to any group [84, 89-102]. For this paper, it is instructive to review the concept of symmetry from a modern perspective.
When a quantum system is described by a Euclidean quantum field theory, there is no preferred spatial hypersurface therefore the symmetry operators may be defined on any codimmension1 surface embedded in spacetime. Consequently, the condition of commutativity with the Hamiltonian generalizes to commutativity with the energy-momentum tensor which implies topological invariance of the symmetry operators. More precisely, any correlation function or observable of a quantum field theory is invariant under smooth (topological) deformations of the support of the symmetry operators of the theory. A well-known example is a $d+1$ dimensional quantum field theory invariant under a global $U(1)$ symmetry. Noether's theorem mandates the existence of a conserved 1 -form current $j$, satisfying the conservation law $d \star j \sim \partial_{\mu} j^{\mu}=0$, associated to this symmetry. The global symmetry operators take the form

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d}\right]:=\exp \left\{i g \int_{X_{d}} \star j\right\} \tag{2}
\end{equation*}
$$

where $\mathrm{g} \in \mathbb{R} / 2 \pi \mathbb{Z} \simeq \mathrm{U}(1), X_{d}$ is a given $d$-dimensional hypersurface embedded in the $d+1$ dimensional spacetime. The exponent is often called the Noether charge and is the generator of infinitesimal symmetry transformations. These operators satisfy the $\mathrm{U}(1)$ group composition rule

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \times \mathcal{U}_{\mathrm{g}^{\prime}}\left[X_{d}\right]=\mathcal{U}_{\mathrm{g}+\mathrm{g}^{\prime}}\left[X_{d}\right] . \tag{3}
\end{equation*}
$$

Additionally, as a consequence of current conservation $(d \star j=0)$, these operators can be moved around freely within correlation functions as long as they don't pierce any local op-

(a)

(b)

Figure 2: (a) A ( 0 -form) global symmetry is associated with a $d$-dimensional surface $X_{d}$ in a $d+1$-dimensional spacetime. A 0 -dimensional (local) operator will transform under some representation $\alpha$ when crossing this hypersurface. If $X_{d}$ wraps around the point $x$, then by shrinking the surface $\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \mathcal{O}_{\alpha}(x)=\mathrm{R}_{\alpha}(\mathrm{g}) O_{\alpha}(x)$. (b) If $X_{d}$ is a time-slice associated with a Hilbert space then we have $\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \mathcal{O}_{\alpha}(x)=\mathrm{R}_{\alpha}(\mathrm{g}) O_{\alpha}(x) \mathcal{U}_{\mathrm{g}}\left[X_{d}\right]$, which is the standard transformation law in a Hilbert space.
erator $\mathcal{O}_{i}$ that carries a non-trivial $\mathrm{U}(1)$ charge i.e.

$$
\begin{equation*}
\left\langle\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \prod_{i} \mathcal{O}_{i}\left(x_{i}\right)\right\rangle=\left\langle\mathcal{U}_{\mathrm{g}}\left[X_{d}^{\prime}\right] \prod_{i} \mathcal{O}_{i}\left(x_{i}\right)\right\rangle, \tag{4}
\end{equation*}
$$

when there exists a closed $d+1$-dimensional region which does not contain any of the points $x_{i}$ and whose boundary is the union of $X_{d}$ and $X_{d}^{\prime}$ (see Figure 1a). This means that symmetry operators in a quantum theory are topological. We emphasize that even for non-topological systems, the symmetry structure is always topological.
An alternative way of seeing why symmetry operators are topological is to note that they, by definition, commute with the Hamiltonian and hence are conserved under time-evolution. They can therefore be deformed freely inside the partition function without any obstruction from the Hamiltonian. This point of view applies to finite symmetries as well, where there are no conserved Noether currents. More generally, similar to the $U(1)$ case, gauge invariance of the background gauge field for a finite group implies topological invariance of the discrete symmetry structure (see Fig. 3).

Ordinary global symmetries like $\mathcal{U}_{\mathrm{g}}\left[X_{d}\right]$ naturally act on 0 -dimensional operators. In particular local operators that are charged under these symmetries transform under a representation $\alpha$ of the corresponding symmetry group G if passed through the hypersurface $X_{d}$. Let $X_{d}$ wrap a point $x$. Since the symmetry operators are topological, we can deform $X_{d}$, and in particular, we can shrink it. As a result of shrinking the surface, we have

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \mathcal{O}_{\alpha}(x)=\mathrm{R}_{\alpha}(\mathrm{g}) \mathcal{O}_{\alpha}(x) \tag{5}
\end{equation*}
$$

where $\mathrm{R}_{\alpha}(\mathrm{g})$ is the representation matrix of G (see Figure 2a). If $X_{d}$ is a time-slice and $x \in X_{d}$, then

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d}\right] \mathcal{O}_{\alpha}(x) \mathcal{U}_{\mathrm{g}}^{\dagger}\left[X_{d}\right]=\mathrm{R}_{\alpha}(\mathrm{g}) \mathcal{O}_{\alpha}(x), \tag{6}
\end{equation*}
$$

which is the standard way symmetries act on operators at the level of the Hilbert space of theory (see Figure 2 b ). Since these ordinary symmetries act on 0 -dimensional operators, they are sometimes called 0 -form symmetries and the corresponding symmetry operators are supported on a $d$-dimensional (or codimension- $1^{2}$ ) manifolds $X_{d}$ in the ambient $d+1$-dimensional spacetime. We will call manifolds associated with symmetries, operators or defects interchangeably.
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Figure 3: A gauge field corresponding to a finite Abelian group can be defined on a triangulated spacetime and is equivalent to collection of symmetry defects. Gauge transformations implement topological re-configurations of the symmetry defects. The figure illustrates a $\mathbb{Z}_{2}$ gauge field $A$. The edges (1-simplices) in green and black have $A_{i j}=1$ and 0 respectively. Equivalently, this gauge field configuration can be described by a single symmetry defect denoted in red. A gauge transformation $\phi_{i}=1$ on a single site (in blue) and 0 everywhere else transforms the gauge field and correspondingly topologically deforms the symmetry defect.

More precisely these are referred to as operators when the surface is spacelike and defects otherwise.
As mentioned, this is not restricted to continuous symmetries. Similarly, discrete symmetries can also be associated with manifolds $X_{d}$. A well-known example in this regard is a global $\mathbb{Z}_{2}$ operator in spin- $1 / 2$ systems defined as $\prod_{i} \sigma_{i}^{x}$ and the product runs over the spin sites. In Euclidean field theory, a suitably chosen collection of symmetry operators can be used to simulate a given $\mathbb{Z}_{2}$ background connection. Invariance of the background connection under $\mathbb{Z}_{2}$ gauge transformations translates to topological invariance of the symmetry operators.
Recent years have seen various important generalizations of symmetry structures in quantum systems. One of these is the notion of generalized global symmetries which are symmetry structures under which extended objects are charged [82]. More specifically, in a $d+1$-dimensional spacetime, there can exist $d+1-q-1=d-q$ dimensional symmetry defects $\mathcal{U}_{\mathrm{g}}\left[X_{d-q}\right]$ which act on operators $\mathcal{O}\left[\Sigma_{q}\right]$ supported on $q$-dimensional submanifolds $\Sigma_{q}$. Again, the symmetry operators $\mathcal{U}_{\mathrm{g}}\left[X_{d-q}\right]$ are topological and can be freely deformed within correlation functions, although the charged operators $\mathcal{O}\left[\Sigma_{q}\right]$ need not be topological. Equations similar to (5) and (6) still hold in this case [82]. For example

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d-q}\right] \mathcal{O}_{\alpha}\left[\Sigma_{q}\right]=\mathrm{R}_{\alpha}(\mathrm{g})^{\operatorname{Link}\left[X_{d-q}, \Sigma_{q}\right]} \mathcal{O}_{\alpha}\left[\Sigma_{q}\right] \tag{7}
\end{equation*}
$$

where $\operatorname{Link}\left[X_{d-q}, \Sigma_{q}\right]$ is the linking number between the two manifolds. And if both $X_{d-q}$ and $\Sigma_{q}$ are in a time-slice, we find the usual Hilbert space action of symmetry

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}\left[X_{d-q}\right] \mathcal{O}_{\alpha}\left[\Sigma_{q}\right] \mathcal{U}_{\mathrm{g}}^{-1}\left[X_{d-q}\right]=\mathrm{R}_{\alpha}(\mathrm{g})^{\text {Intersect }\left[X_{d-q}, \Sigma_{q}\right]} \mathcal{O}_{\alpha}\left[\Sigma_{q}\right] \tag{8}
\end{equation*}
$$

where Intersect $\left[X_{d-q}, \Sigma_{q}\right]$ is the intersection number. Such symmetries are called $q$-form symmetries, where $q=0$ corresponds to what is conventionally known as global symmetry. Continuous $q$-form symmetries also lead to conservation laws similar to $d \star j=0$, but now conservation of $q$-dimensional charges. Note that if both operators $\mathcal{U}_{\mathrm{g}}\left[X_{d-q}\right]$ and $\mathcal{O}_{\alpha}\left[\Sigma_{q}\right]$ are topological, this implies that both are higher-form symmetry generators. A non-trivial $\mathrm{R}_{\alpha}$ in (7) and (8) gives rise to higher-form 't Hooft anomalies, as it serves as an obstruction to gauging both of these higher form symmetries together [82]. Regarding the application of these types of symmetries, we notice that extended objects can commonly emerge in condensed matter systems, despite the microscopic theory only having point-like degrees of freedom.

Examples include Wilson operators in gauge-theoretic descriptions of spin systems and vortices in superfluids and superconductors.

When multiple higher-form symmetries are present simultaneously, one might wonder which mathematical structure they form together. Interestingly, it turns out that 0-form symmetries $\mathcal{U}\left[X_{d}\right]$ can act on 1-form (or higher-form) symmetries $\mathcal{U}\left[Y_{d-1}\right]$ when $Y_{d-1}$ pierces through $X_{d}$ as in Figure 1b. This leads to a mathematical structure called a 2-group (and more generally to $n$-groups) [83,85-88]. Such a situation is common in topologically-ordered systems in $2+1 d$ and they will play the key role in this paper. The above mentioned notion of non-invertible symmetries can also be thought of within this framework [84, 89-102]. We notice that systems with these types of generalized symmetries can be accommodated into the framework presented here for symmetries with group-like structure. Other new notions of symmetry exist which for now is outside of the conceptual framework of this paper. For example subsystem symmetries, which play an important role in fracton topological order and can give rise to unusual phenomena like IR-UV mixing [146].
Let us briefly say few words about anomalies associated to global symmetries, i.e., 't Hooft anomalies. Certain symmetric quantum systems might have quantum anomalies which, being an renormalization group invariant property [147], strongly constrain their dynamics. If a system has a quantum anomaly in the microscopic/ultraviolet description, its low-energy/infrared description can only realize phases which saturate the anomaly. Concretely, for a given quantum system, anomalies can be diagnosed by lack of gauge invariance of the gauged partition function or equivalently by the lack of topological invariance of a certain network of symmetry operators. Two condensed matter contexts where quantum anomalies arise are (i) the surface of symmetry-protected topological (SPT) phases [44, 48, 148] and (ii) in low-energy descriptions of quantum systems with Lieb-Schultz-Mattis constraints [79-81, 149].

Since the concept of symmetry is inherently topological in any quantum system, it is natural to ask whether the symmetry aspects of a theory can be studied and understood using a purely topological theory? In this paper, we are particularly interested in studying $1+1 d$ quantum systems with a finite Abelian global symmetry group G. The fundamental theorem of finite Abelian groups determines the structure of such groups: Any finite Abelian group is isomorphic to a direct product of cyclic groups whose orders are powers of primes ${ }^{3}$

$$
\begin{equation*}
\mathrm{G}=\prod_{a} \mathbb{Z}_{N_{a}}, \quad n_{a}=p_{a}^{k_{a}} \tag{9}
\end{equation*}
$$

where $N_{a} \mathrm{~s}$ and $k_{a} \mathrm{~s}$ are positive integers and $p_{a} \mathrm{~s}$ are (not necessarily distinct) prime numbers. It turns out that systems with such symmetry groups can be analyzed as the boundary of an auxiliary $2+1 d$ topologically ordered system, described by a topological gauge theory with gauge group G. As we will illustrate in detail, such theories encode all the physically-important features related to the global symmetry of the lower dimensional theory. This will give us powerful tools to study phase diagrams and phase transitions of $1+1 d \mathrm{G}$-symmetric theories. The restriction of dimension and group structure is merely done to illustrate the power of this construction in a simple setting. We expect these concepts to naturally generalize to higher dimensions. We leave such explorations for future work.

### 2.2 Building blocks of symmetric local operators

To establish some notation, we will briefly study the space of linear operators acting on a Hilbert space. Consider a Hilbert space which admits a local tensor product decomposition $\mathcal{H}=\otimes_{i} \mathcal{H}_{i}$ and the corresponding space of linear operators $\mathcal{L}(\mathcal{H})=\otimes_{i} \mathcal{L}\left(\mathcal{H}_{i}\right)$. A (usual 0form) symmetry acts on local operators $\mathcal{O}_{i} \in \mathcal{L}\left(\mathcal{H}_{i}\right)$ as $\mathcal{O}_{i} \rightarrow \mathcal{U}_{\mathrm{g}} \mathcal{O}_{i} \mathcal{U}_{\mathrm{g}}^{\dagger}$ and we assume that the

[^2]operator $\mathcal{U}_{\mathrm{g}}$ has the following tensor product decomposition
\[

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}=\bigotimes_{i} \mathcal{O}_{\mathrm{g}, i} \tag{10}
\end{equation*}
$$

\]

with the property $\mathcal{O}_{\mathrm{g}_{1}, i} \mathcal{O}_{\mathrm{g}_{2}, i}=\mathcal{O}_{\mathrm{g}_{1} \mathrm{~g}_{2}, i}$. In other words, we assume that the system has an onsite symmetry. Since the space of local operators is a representation space for the symmetry, we can decompose it into irreducible representations as

$$
\begin{equation*}
\mathcal{L}\left(\mathcal{H}_{i}\right)=\bigoplus_{\alpha \in \operatorname{Rep}(\mathrm{G})} n_{\alpha, i} \mathcal{L}_{\alpha, i} \tag{11}
\end{equation*}
$$

where $\operatorname{Rep}(G)$ is the set of irreducible representations of the symmetry group $G$ and $n_{\alpha, i}$ is the multiplicity of the representation $\alpha$ at the site $i$. For simplicity of notation, we will suppress the multiplicity of a representation. The irreducible local operators $\mathcal{O}_{\alpha, i} \in \mathcal{L}_{\alpha, i}$ have well-defined charges under the action of the symmetry group G

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}} \mathcal{O}_{\alpha, i} \mathcal{U}_{\mathrm{g}}^{\dagger}=\mathrm{R}_{\alpha}(\mathrm{g}) \cdot \mathcal{O}_{\alpha, i} \tag{12}
\end{equation*}
$$

where $R_{\alpha}(g)$ is the matrix representation of the group element $g$ in the representation $\alpha$. This relation is nothing but (6). This implies the following local operator identity

$$
\begin{equation*}
\mathcal{O}_{\mathrm{g}, i} \mathcal{O}_{\alpha, i} \mathcal{O}_{\mathrm{g}, i}^{\dagger}=\mathrm{R}_{\alpha}(\mathrm{g}) \cdot \mathcal{O}_{\alpha, i} \tag{13}
\end{equation*}
$$

The set of operators $\left\{\mathcal{O}_{\mathrm{g}, i}, \mathcal{O}_{\alpha, i}\right\}$ for $\mathrm{g} \in \mathrm{G}$ and $\alpha \in \operatorname{Rep}(\mathrm{G})$, are the building blocks of all other local operators and in particular the subalgebra of G-symmetric operators. For example, for a finite Abelian group G, a symmetric operator with finite support ${ }^{4}$ takes the form

$$
\begin{equation*}
\mathcal{K}=\mathcal{O}_{\alpha_{1}, i_{1}} \mathcal{O}_{\mathrm{g}_{1}, i_{1}} \ldots \mathcal{O}_{\alpha_{n}, i_{n}} \mathcal{O}_{\mathrm{g}_{n}, i_{n}} \tag{14}
\end{equation*}
$$

with the constraint that the product of local representations $\alpha_{i_{k}}$ over $k$ is the trivial representation in $\operatorname{Rep}(G)$.

As the simplest example, for $G=\mathbb{Z}_{2}=\{0,1\}$, we have two non-trivial representations $\operatorname{Rep}\left(\mathbb{Z}_{2}\right)=\{0,1\}$ given by $\mathrm{R}_{\alpha=0}(\mathrm{~g})=1$ and $\mathrm{R}_{\alpha=1}(\mathrm{~g})=(-1)^{\mathrm{g}}$. The two corresponding local operators $\mathcal{O}_{\mathrm{g}, i}=\left(\sigma_{i}^{x}\right)^{\mathrm{g}}$ and $\mathcal{O}_{\alpha, i}=\left(\sigma_{i}^{z}\right)^{\alpha}$ satisfy

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}} \sigma_{i}^{x} \mathcal{U}_{\mathrm{g}}^{\dagger}=\sigma_{i}^{x}, \quad \mathcal{U}_{\mathrm{g}} \sigma_{i}^{z} \mathcal{U}_{\mathrm{g}}^{\dagger}=(-1)^{\mathrm{g}} \sigma_{i}^{z} \tag{15}
\end{equation*}
$$

where the symmetry operator is given by $\mathcal{U}_{\mathrm{g}}=\left(\prod_{i} \sigma_{i}^{x}\right)^{\mathrm{g}}$ and $\sigma^{x}$ and $\sigma^{z}$ denote the standard Pauli matrices.

For $G=\mathbb{Z}_{N}=\{0,1, \ldots, N-1\}$, we have the representations $\operatorname{Rep}\left(\mathbb{Z}_{N}\right)=\{0,1, \ldots, N-1\}$ given by $\mathrm{R}_{\alpha}(\mathrm{g})=e^{\frac{2 \pi i}{N} \alpha \mathrm{~g}}$ and the operators $\mathcal{O}_{\mathrm{g}}=X^{\mathrm{g}}$ and $\mathcal{O}_{\alpha}=Z^{\alpha}$, satisfying

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}} X_{i}^{\mathrm{g}} \mathcal{U}_{\mathrm{g}}^{\dagger}=X_{i}^{\mathrm{g}}, \quad \mathcal{U}_{\mathrm{g}} Z_{i}^{\alpha} \mathcal{U}_{\mathrm{g}}^{\dagger}=e^{\frac{2 \pi i}{N} \alpha \mathrm{~g}} Z_{i}^{\alpha} \tag{16}
\end{equation*}
$$

where the symmetry operator is given by $\mathcal{U}_{\mathrm{g}}=\left(\prod_{i} X_{i}\right)^{\mathrm{g}}$. Here $X$ and $Z$ are the $\mathbb{Z}_{N}$ generalization of Pauli matrices satisfying the algebra

$$
\begin{equation*}
X^{\mathrm{g}} Z^{\alpha}=e^{\frac{2 \pi i}{N} \alpha \mathrm{~g}} Z^{\alpha} X^{\mathrm{g}} \tag{17}
\end{equation*}
$$

In this work, we are mostly interested in finite Abelian groups of the form $G=\mathbb{Z}_{N_{1}} \times \cdots \times \mathbb{Z}_{N_{n}}$. For this group, the general formula for representation $\mathrm{R}_{\alpha}(\cdot)$ is given by

$$
\begin{equation*}
\mathrm{R}_{\alpha}(\mathrm{g})=\exp \left(2 \pi \mathrm{i} \sum_{a=1}^{n} \frac{\alpha_{a} \mathrm{~g}_{a}}{N_{a}}\right), \quad\left(\mathrm{g}_{a}, \alpha_{a}\right) \in \mathbb{Z}_{N_{a}} \times \operatorname{Rep}\left(\mathbb{Z}_{N_{a}}\right) \tag{18}
\end{equation*}
$$
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## 3 Topological holography: Framework

As discussed in the previous section, symmetry operators are topological in nature. Therefore, we can pose the following question: Can symmetry-related aspects of a $1+1 d$ theory be described by a topologically-ordered system in one higher dimension? If so, which topological order would be a candidate? One way to think about this is the following: 0 -form symmetry in $1+1 d$ are given by a collection of line-like operators, therefore which $2+1 d$ topological orders have a (subset of) similar line-like topological operators? Such topological line operators are in fact ubiquitous in $2+1 d$ topological orders and correspond to anyonic excitation in the topological phase. From the perspective of symmetry, each Abelian anyon generates a 1 -form global symmetry. In other words, in order to describe a $G$-symmetric $1+1 d$ theory we need to look at theories in $2+1 d$ with 1 -form G -symmetries. This is exactly the case for topological gauge theories with gauge group G. ${ }^{5}$ This is somewhat reminiscent of the AdS/CFT correspondence, where the gauge symmetry of the bulk gravitational theory, is dual to the global symmetry of the theory at its boundary ${ }^{6}$ [153]. Therefore the reason gauge symmetry in the bulk becomes global ( 0 -form) symmetry of the boundary originates from the 1 -form symmetry of the bulk and the 0 -form symmetry of the boundary being the same. Note that this reasoning does not straightforwardly generalize to non-Abelian groups since 1 -form symmetries cannot be non-Abelian.

In the following sections we will describe the (higher) symmetries of topological gauge theories with finite Abelian gauge group G . We then describe the space of $1+1 d$ theories that can be realized at its boundary. Since this construction attempts to understand $1+1 d$ theories from a topological theory in higher dimensions, we call it Topological Holography. ${ }^{7}$

### 3.1 Symmetries of topologically-ordered phases

In this section we describe (generalized) symmetries that topologically-ordered phases have. For simplicity we illustrate our points using untwisted Dijkgraaf-Witten theories corresponding to finite Abelian gauge groups. However, the concepts are general. More complete treatment of symmetries of $2+1 d$ topologically-ordered phases can be found in [159-161].

Topological gauge theories, also known as Dijkgraaf-Witten theories [38] or Quantum Double models $\mathcal{D}(\mathrm{G})$ [27] have two types of topological operators or symmetries that play a role in our construction. First, they are equipped with a set of line operators $\mathscr{W}_{d}[\gamma]$ supported on any curve $\gamma$ and are labeled by $d=(\mathrm{g}, \alpha)$, where $\mathrm{g} \in \mathrm{G}$ and $\alpha \in \operatorname{Rep}(\mathrm{G})$ correspond to the magnetic and electric charge of the line operator, respectively. These are often called Wilson lines. From the point of view of topological order, the end-points of these line operators correspond to anyonic excitations. The set of labels ( $\mathrm{g}, \alpha$ ) (or equivalently the set of line operators) form a group, denoted by $\mathcal{A}$, where the group multiplication is given by the fusion of quasiparticles (anyons). In the case of Abelian theories that we are considering in this paper, the fusion is simply given by $\mathscr{W}_{d_{1}}[\gamma] \times \mathscr{W}_{d_{2}}[\gamma]=\mathscr{W}_{d_{1}+d_{2}}[\gamma]$ or written graphically


[^4]When acting on a Hilbert space conjugation is defined as $\mathscr{W}_{d}^{\dagger}[\gamma]=\mathscr{W}_{-d}[\gamma]$, making them unitary. The anyonic charge $d$ is defined with respect to the orientation of $\gamma$, changing the orientation flips the charge $\mathscr{W}_{d}[\gamma]=\mathscr{W}_{-d}[\bar{\gamma}]$, where $\bar{\gamma}$ is $\gamma$ with opposite orientation. These line operators are topological, i.e., they can be freely deformed. Therefore in the language of higher-symmetries, we can think of the group of line operators/anyonic excitations $\mathcal{A}$, as the group of 1-form symmetries of a topologically ordered system (see Figure 4a).

The second type of topological operators or symmetries in a $2+1 d$ topologically-ordered phase are $\mathscr{D}_{\sigma}[\Sigma]$ for any oriented surface $\Sigma$, labeled by a group element $\sigma \in \mathcal{G}[\mathrm{G}]$. In the literature on topologically-order phases, the symmetries in $\mathcal{G}[\mathrm{G}]$ are known as anyonic symmetries since they permute all anyons without changing their fusion rules or braiding phases [159, 160, 162-164]. We will define them more precisely in Section 3.5. We note that $\mathcal{G}$ [G] can be non-Abelian even if $G$ is Abelian. In this paper we will see that $\mathcal{G}$ [G] can contain hundreds of millions of elements, even for extremely simple groups like $G=\left(\mathbb{Z}_{2}\right)^{4}$ (see Appendix B). Again the element $\sigma$ is defined relative to the orientation of $\Sigma$. Here an orientation of $\Sigma$ is given by its normal vector. Flipping the direction of the normal vector inverses the group element: $\mathscr{D}_{\sigma}[\Sigma]=\mathscr{D}_{\sigma^{-1}}[\bar{\Sigma}]$, where $\bar{\Sigma}$ is $\Sigma$ with opposite normal vector. On the other hand, conjugation is defined as usual, i.e. $\mathscr{D}_{\sigma}^{\dagger}[\Sigma]=\mathscr{D}_{\sigma^{-1}}[\Sigma]$. Since they are the same dimension as a spatial time-slice, they correspond to conventional ( 0 -form) symmetries of the topological phase. These surfaces also have a fusion product on a fixed oriented surface $\Sigma, \mathscr{D}_{\sigma_{1}}[\Sigma] \times \mathscr{D}_{\sigma_{2}}[\Sigma]=\mathscr{D}_{\sigma_{1} \sigma_{2}}[\Sigma]$. This can be represented graphically as


Note that since $\mathcal{G}[\mathrm{G}]$ can be non-Abelian, this product must be defined with a convention relative to the choice of orientation/normal direction. Such a choice can always be made for $d$ dimensional manifolds in $d+1$-dimensional spacetimes, which is why 0 -form symmetries can be non-Abelian. However, such a choice is not possible for 1- or higher-form symmetries and they must therefore always be Abelian. ${ }^{8}$ The 0 -form symmetry operators $\mathscr{D}_{\sigma}[\Sigma]$ act on the 1 -form symmetry operators $\mathscr{W}_{d}[\gamma]$ by permuting their charges

$$
\begin{equation*}
d=(\mathrm{g}, \alpha) \longmapsto \sigma \cdot(\mathrm{g}, \alpha) \in \mathcal{A}, \quad \sigma \in \mathcal{G}[\mathrm{G}] \tag{21}
\end{equation*}
$$

whenever the curve $\gamma$ penetrates the surface $\Sigma$ as in Figure 6a. Together, the 0 -form group $\mathcal{G}$ [G] and 1-form group $\mathcal{A}$ form a mathematical structure called a 2-group [83, 85-88].

In the following, we will elaborate more on these two types of topological operators and what kind of structures they holographically induce on a theory living at the $1+1 d$ spacetime boundary. We will first focus on the Wilson line operators $\mathscr{W}_{d}[\gamma]$ labeled by charges in $\mathcal{A}$, then turn to the surfaces $\mathscr{D}_{\sigma}[\Sigma]$ labeled by the group $\mathcal{G}[\mathrm{G}]$.

### 3.2 Boundary Hilbert space from the bulk theory

Up to this point, we have considered the $2+1 d$ bulk topologically-ordered phase. Now we consider a setup where the bulk spacetime has a boundary. We are primarily interested in studying the physics of the $1+1 d$ boundary and to use it to learn lessons about generalized quantum spin chains with gobal symmetry G. Our formulation is a simple and generalizable example of topological holography. The 1-form symmetry operators brought to the boundary
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Figure 4: Illustration of the $2+1$ dimensional spacetime of a topological gauge theory. The orange surface is a time-slice associated with a Hilbert space. (a) The theory has topological line operators labeled by $d=(\mathrm{g}, \alpha)$. The set of these operators are $\mathcal{A}$, is the group of 1 -form symmetries. In a topological phase, open line operators create anyonic excitations at the end-points of the line. Under time evolution, these end-point evolve into world-lines (dotted lines). (b) Surface operators associated to global ( 0 -form) symmetries of the theory $\sigma \in \mathcal{G}[\mathrm{G}]$. When the surface corresponding to the symmetry $\mathscr{D}_{\sigma}$ is put on the time-slice it acts on the Hilbert space as a conventional symmetry operator, transforming the charges $(\mathrm{g}, \alpha)$ to $\sigma \cdot(\mathrm{g}, \alpha) \in \mathcal{A}$ with isomorphic operator algebras.
become conventional or 0-form global symmetry for the $1+1 d$ spacetime $^{9}$ (see Figure 6a). The formulation is based on the algebra of topological operators $\mathscr{W}_{d}[\gamma]$ and $\mathscr{D}_{\sigma}[\Sigma]$ where $\gamma$ and $\Sigma$ are allowed to have boundaries if $\partial \gamma$ and $\partial \Sigma$ are located at the $1+1 d$ boundary.

Consider the spacetime manifold ${ }^{10} \mathscr{M}_{2+1}=\mathbb{R} \times C$, where $C=\mathbb{R}_{+} \times S^{1}$ denotes a semiinfinite cylinder corresponding to a fixed time-slice at which the bulk Hilbert space is defined. The boundary spacetime manifold is given by $\partial \mathscr{M}=\mathbb{R} \times S^{1}$ and we are interested in constructing the quantum system that appears on the boundary. In particular, we would like to construct the generalized spin-chain Hilbert spaces on $S^{1}$. The choice of the semi-infinite cylinder in the bulk gives rise to all possible twisted sectors on the boundary and reveals subtle global features important when studying effects of dualities. ${ }^{11}$

Consider Wilson line operators $\mathscr{W}_{d}\left[\gamma_{a, b}\right]$ where $\gamma_{a, b}$ is an open curve with end-points $a$ and $b$, both on the boundary. Such operators correspond to boundary operators which act on the boundary Hilbert space. We will denote such operators as

$$
\begin{equation*}
S_{d}(a, b) \equiv \mathscr{W}_{d}\left[\gamma_{a, b}\right]= \tag{22}
\end{equation*}
$$

where $a$ and $b$ are the end-points. When line operators intersect locally, they have a simple

[^6]commutation relation given pictorially by


Here we have zoomed into a local region as illustrated by the dashed circles, and outside this region the lines are kept unchanged. Physically this describes the mutual statistics, corresponding to a double exchange of anyons. Equation (23) is a special case of (8) for 1-form symmetries where the charged line is itself topological. Interestingly, this can be thought of as 1 -form 't Hooft anomalies. Since each line consists of an electric and a magnetic component, labeled by $\alpha$ and g , respectively, they are not true lines but rather ribbons. We can represent the twisting of such ribbons by another local rule


The phase $e^{i \theta_{(g, \alpha)}}$ is sometimes called a topological spin, as it is gained when an anyon rotates $2 \pi$ around itself (as the above graphic encodes). By a version of the spin-statistics theorem, this phase also corresponds to self-statistics which is gained by exchanging two identical anyons. From these two pieces of data, we can form the so-called $S$ and $T$ matrices

$$
\begin{equation*}
S_{d d^{\prime}}=\frac{1}{\sqrt{|\mathcal{A}|}} e^{i \theta_{d d^{\prime}}}, \quad T_{d d^{\prime}}=e^{i \theta_{d}} \delta_{d d^{\prime}}, \tag{25}
\end{equation*}
$$

which form a representation of $\operatorname{SL}(2, \mathbb{Z})$ and essentially describe all the data about a topological phase we need here. For the finite group gauge theories we consider in this paper, these phases are given by

$$
\begin{equation*}
e^{i \theta_{d^{\prime}}}=\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathrm{R}_{\alpha^{\prime}}(\mathrm{g}), \quad \mathrm{e}^{i \theta_{d}}=\mathrm{R}_{\alpha}(\mathrm{g}), \tag{26}
\end{equation*}
$$

where $d=(\mathrm{g}, \alpha)$ and $d^{\prime}=\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)$ (compare with Section 2.2) and $\mathrm{R}_{\alpha}(\mathrm{g})$ for a general finite Abelian group of the form (9) is defined in (18).

The operators $S_{d}(a, b)$, defined in (22), generate a local operator algebra on the boundary that we will call the String Operator Algebra

$$
\begin{equation*}
\left.\operatorname{SOA}[G] \equiv\left\langle s_{d}(a, b)\right| \forall d \in \mathcal{A} \text { and } \forall a, b\right\rangle . \tag{27}
\end{equation*}
$$

From this, we can see that all non-contractible line operators that wrap around the cylinder commute with all boundary operators since they intersect at even number of points with pairwise opposite orientations

$$
\begin{equation*}
r=\frac{1}{\frac{1}{1}} \tag{28}
\end{equation*}
$$

Line operators corresponding to a non-contractible curve $\gamma$ will be denoted as

$$
\begin{equation*}
\Gamma_{d} \equiv \mathscr{W}_{d}[\gamma] . \tag{29}
\end{equation*}
$$

The commutativity of such operators with an string operator can be stated as

$$
\begin{equation*}
\Gamma_{d} S_{d^{\prime}}(a, b)=S_{d^{\prime}}(a, b) \Gamma_{d}, \tag{30}
\end{equation*}
$$

for all $d, d^{\prime}, a$ and $b$. In particular, we have pure electric and magnetic non-contractible lines

$$
\begin{equation*}
\Gamma_{(\mathrm{g}, 0)}=\left\{\quad \Gamma_{(0, \alpha)}=\right.\text { 个 } \tag{31}
\end{equation*}
$$

Note that $\Gamma_{d} \in \mathbb{S O A}[G]$ since they are products of boundary operators $S_{d}(a, b)$, which can be depicted as follows

$$
\begin{equation*}
f_{!}=\{\quad\{:=\} \tag{32}
\end{equation*}
$$

The bulk topological order has a topological ground-state degeneracy labeled by the eigenvalues of $\Gamma_{d}$

$$
\begin{equation*}
\Gamma_{d}\left|d^{\prime}\right\rangle=\mathrm{R}_{\alpha^{\prime}}(\mathrm{g}) \mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right)\left|d^{\prime}\right\rangle \tag{33}
\end{equation*}
$$

where $\left|d^{\prime}\right\rangle=\left|\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)\right\rangle$ denotes the topologically-degenerate ground states. Note that the eigenvalue in (33) is exactly the $S$-matrix (25) up to normalization, or in other words the mutual braiding statistics between two anyons. Since $\Gamma_{d}$ commutes with operators in $\mathbb{S O A}[G]$, the Hilbert space $\mathcal{H}$ generated out of boundary operators $S_{d}(a, b)$ decomposes into super-selection sectors labeled by line operators or anyons $d^{\prime}$

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{d^{\prime}=\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)} \mathcal{H}_{d^{\prime}} \tag{34}
\end{equation*}
$$

The Hilbert space $\mathcal{H}$ is a representation space of $\operatorname{SOA}[G]$ (see Appendix A for a more detailed construction). These super-selection sectors cannot be connected with any operator in $\operatorname{SOA}[G]$. Since boundary operators commute with $\Gamma_{d}$, we can decompose

$$
\begin{equation*}
\mathbb{S O A}[\mathrm{G}]=\bigoplus_{d^{\prime} \in \mathcal{A}} \mathbb{S O} \mathbb{A}_{d^{\prime}}[\mathrm{G}] \tag{35}
\end{equation*}
$$

into eigenspaces of $\Gamma_{d}$. Therefore, the boundary operators $S_{d}(a, b)$ are block-diagonal and each block lives in $\mathbb{S O A}_{d^{\prime}}[\mathrm{G}]$ for a fixed $d^{\prime} \in \mathcal{A}$.

The bulk topological order has additional operators corresponding to semi-infinite lines ending on the boundary

$$
\begin{equation*}
\mathscr{Y}_{(\mathrm{g}, 0)}=\longleftarrow \quad \mathscr{Y}_{(0, \alpha)}=\longleftarrow \tag{36}
\end{equation*}
$$

From (23), we see that the following simple algebraic relations hold


This implies that $\mathscr{Y}_{d}$ operators shift the eigenvalues of the $\Gamma \mathrm{s}$

$$
\begin{equation*}
\Gamma_{(\mathrm{g}, 0)} \mathscr{Y}_{d^{\prime \prime}}\left|d^{\prime}\right\rangle=\mathrm{R}_{\alpha^{\prime}+\alpha^{\prime \prime}}(\mathrm{g}) \mathscr{Y}_{d^{\prime \prime}}\left|d^{\prime}\right\rangle, \quad \Gamma_{(0, \alpha)} \mathscr{Y}_{d^{\prime \prime}}\left|d^{\prime}\right\rangle=\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}+\mathrm{g}^{\prime \prime}\right) \mathscr{Y}_{d^{\prime \prime}}\left|d^{\prime}\right\rangle \tag{38}
\end{equation*}
$$

and thereby connect super-selection sectors

$$
\begin{equation*}
\mathscr{Y}_{d}: \mathcal{H}_{d^{\prime}} \longleftrightarrow \mathcal{H}_{d^{\prime}+d} . \tag{39}
\end{equation*}
$$

The reason $\mathscr{Y}_{d}$ can connect super-selection sectors is that it does not belong to $\mathbb{S O A}[G]$. As mentioned earlier, on the boundary $\Gamma_{d}$ becomes 0-form symmetries (see Figure 6a) and the

String Operator Algebra consists of operators not charged under this symmetry. However, $\mathscr{Y}_{d}$ corresponds to a charged local operator on the boundary. For example


It then follows from these considerations that any state $\left|d^{\prime}\right\rangle \in \mathcal{H}_{d^{\prime}}$ can be constructed from some state $|(0,0)\rangle \in \mathcal{H}_{(0,0)}$ in the trivial sector using (38)

$$
\begin{equation*}
\left|d^{\prime}\right\rangle=\mathcal{Y}_{d^{\prime}}|(0,0)\rangle \tag{41}
\end{equation*}
$$

### 3.3 Mapping to generalized spin-chains

In this section, we map the boundary Hilbert space constructed in the previous section to the language of (generalized) spin-chains. In particular, we would like to connect to the standard notation of operators and symmetries discussed in Section 2.2. The subset of the noncontractible operators

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}} \equiv \Gamma_{(\mathrm{g}, 0)}=\{ \tag{42}
\end{equation*}
$$

form a group isomorphic to $G \subset \mathcal{A}$ (see equation (19)). This has the following important implications for the $1+1 d$ quantum spin chain on the boundary

- Since operators $\mathcal{U}_{\mathrm{g}} \equiv \Gamma_{(\mathrm{g}, 0)}$ commute with all boundary operators, we can identify it with global symmetries of the boundary.
- Conversely, since the operators $\mathcal{U}_{\mathrm{g}}$ commute with all the operators in $\mathbb{S O A}[\mathrm{G}$ ], the string operator algebra corresponds to the algebra of G-symmetric operators of the boundary theory.

One might wonder about the other non-contractible operators

$$
\begin{equation*}
\mathcal{T}_{\alpha} \equiv \Gamma_{(0, \alpha)}=\{ \tag{43}
\end{equation*}
$$

A natural question is that what do these correspond to in the spin-chain language? A clear way to see what these operators become in the spin-chain language is to decompose the Hilbert space into eigenspaces of $\mathcal{T}_{\alpha}$ only, but not of $\mathcal{U}_{\mathrm{g}}$ (unlike (34) and (35))

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\mathrm{g}^{\prime} \in \mathrm{G}} \mathcal{H}_{\mathrm{g}^{\prime}}, \quad \mathbb{S O A}[\mathrm{G}]=\bigoplus_{\mathrm{g}^{\prime} \in \mathrm{G}} \mathbb{S O} \mathbb{A}_{\mathrm{g}^{\prime}}[\mathrm{G}] \tag{44}
\end{equation*}
$$

Within each sector $\mathcal{H}_{\mathrm{g}^{\prime}}$, these operators are diagonalized and equal to a complex phase $\left.\mathcal{T}_{\alpha}\right|_{\mathrm{g}^{\prime}}=\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathbb{I}$ (see equation (33)). To make connection with a lattice spin-chain, we introduce a UV regularization such that the boundary is a 1D lattice and $S_{(\mathrm{g}, 0)}(a, b)$ can only end on odd sites, while $S_{(0, \alpha)}(a, b)$ end on even sites (see Figure 5). This regularization removes certain ambiguities related to the ribbon structure of the line operators. For simplicity, we will use this notation for the boundary operators

$$
\begin{align*}
A_{i}[\mathrm{~g}] & =\bigoplus_{\mathrm{g}^{\prime} \in \mathrm{G}} A_{i}^{\left(\mathrm{g}^{\prime}\right)}[\mathrm{g}] \equiv S_{(\mathrm{g}, 0)}(2 i-1,2 i+1), \\
B_{i, i+1}[\alpha] & =\bigoplus_{\mathrm{g}^{\prime} \in \mathrm{G}} B_{i, i+1}^{\left(\mathrm{g}^{\prime}\right)}[\alpha] \equiv S_{(0, \alpha)}(2 i, 2 i+2), \tag{45}
\end{align*}
$$



Figure 5: Regularization of the boundary such that magnetic lines $S_{(\mathrm{g}, 0)}$ can only end on odd sites while electric lines $S_{(0, \alpha)}$ can only end on even sites. Alternatively, this can be thought of as the boundary of a topological gauge theory with alternating topological (gapped) boundary conditions corresponding to the condensation of magnetic and electric lines. With such boundary conditions, electric and magnetic lines are allowed to end on certain segments of the boundary and remain gaugeinvariant. These new non-contractible line operators correspond to relative homology cycles and become our boundary operators.
where we have decomposed the boundary operators into the blocks within sectors in (44). We can now make the identifications ${ }^{12}$

$$
\begin{equation*}
A_{i}^{\left(\mathrm{g}^{\prime}\right)}[\mathrm{g}]=\mathcal{O}_{\mathrm{g}, i}, \quad B_{i, i+1}^{\left(\mathrm{g}^{\prime}\right)}[\alpha]=\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1}, \tag{46}
\end{equation*}
$$

where $\mathcal{O}_{\mathrm{g}}$ and $\mathcal{O}_{\alpha}$ were defined in Section 2.2. This is true since the operators satisfy the same algebra as can be explicitly checked (for a more careful approach see Appendix A). Furthermore, these relations translate to (see (32))

$$
\begin{array}{lll}
\Gamma_{(\mathrm{g}, 0)}=\prod_{i} s_{(\mathrm{g}, 0)}(2 i, 2 i+2) & \longrightarrow & \mathcal{U}_{\mathrm{g}}=\bigotimes_{i} \mathcal{O}_{\mathrm{g}, i} \\
\Gamma_{(0, \alpha)}=\prod_{i} s_{(0, \alpha)}(2 i+1,2 i+3) & \longrightarrow & \mathcal{T}_{\alpha} \equiv \bigotimes_{i} \mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1} \tag{47}
\end{array}
$$

Since we are on a semi-infinite cylinder and using the fact that $\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i}$ is the identity operator, the last operator reduces to $\mathcal{T}_{\alpha}=\mathcal{O}_{\alpha, 1} \mathcal{O}_{-\alpha, L+1}$ which must be equal to $\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathbb{I}$ in this sector. This can be achieved if we demand

$$
\begin{equation*}
\mathcal{O}_{\alpha, L+1} \equiv \mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathcal{O}_{\alpha, 1} . \tag{48}
\end{equation*}
$$

In other words, if we construct Hamiltonians out of operators $A$ and $B$, then each sector of (44) is the Hilbert space of a $G$-symmetric spin-chain with symmetry-twisted boundary condition labeled by an element $\mathrm{g}^{\prime} \in \mathrm{G}$. Thus the operator (43) measures the twisted boundary condition of a given spin-chain. From a $1+1 d$ spacetime point of view, it corresponds to having inserted a symmetry operator $\mathcal{U}_{\mathfrak{g}^{\prime}}[\gamma]$ along the time direction which causes a twisted boundary condition and can be detected by $\mathcal{T}_{\alpha}$.

Using elements of $\operatorname{SOA}[G]$, we can now write any $G$-symmetric spin-chain Hamiltonian in the schematic form

$$
\begin{equation*}
H\left[\left\{t_{d}\right\}\right]=\sum_{d} \sum_{\ell} t_{d}(\ell) \mathcal{K}_{d}(\ell)+\text { h.c. }, \tag{49}
\end{equation*}
$$

where $\mathcal{K}_{\boldsymbol{d}}(\ell)$ is some product of string operators $S_{d_{1}} \cdots S_{d_{n}}$ on an interval of length $\ell$ on the lattice, $\boldsymbol{d} \equiv\left(d_{1}, \cdots, d_{n}\right)$ denotes a collection of dyons, and $t_{\boldsymbol{d}}(\ell) \in \mathbb{C}$ are coupling constants

[^7]of the theory. This can also be written in terms of operators $A$ and $B$ defined in (45). This Hamiltonian is block-diagonal with respect to the decomposition (44),
\[

H=\bigoplus_{\mathrm{g}^{\prime} \in \mathrm{G}} H_{\mathrm{g}^{\prime}}=\left($$
\begin{array}{lll}
H_{\mathrm{g}_{1}^{\prime}} & &  \tag{50}\\
& H_{\mathrm{g}_{2}^{\prime}} & \\
& & \ddots
\end{array}
$$\right),
\]

where $H_{\mathrm{g}^{\prime}}$ corresponds to a spin chain with the symmetry-twisted boundary condition $\mathrm{g}^{\prime} \in \mathrm{G}$. For example in the case of $\mathrm{G}=\mathbb{Z}_{2}=\{0,1\}, H_{\mathrm{g}^{\prime}=0}$ and $H_{\mathrm{g}^{\prime}=1}$ corresponds to periodic and anti-periodic boundary conditions (48), respectively. The full decomposition (34) is obtained by further decomposing into eigenspaces of the symmetry operator (42)

$$
H_{\mathrm{g}^{\prime}}=\bigoplus_{\alpha^{\prime} \in \operatorname{Rep}(\mathrm{G})} H_{\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)}=\left(\begin{array}{lll}
H_{\left(\mathrm{g}^{\prime}, \alpha_{1}^{\prime}\right)} & &  \tag{51}\\
& H_{\left(\mathrm{g}^{\prime}, \alpha_{2}^{\prime}\right)} & \\
& & \ddots
\end{array}\right) .
$$

Now for each anyonic charge $d^{\prime} \in \mathcal{A}$, there is a sector $H_{d^{\prime}=\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)}=P_{\alpha^{\prime}} H_{\mathrm{g}^{\prime}} P_{\alpha^{\prime}}=H_{\mathrm{g}^{\prime}} P_{\alpha^{\prime}}$ corresponding to a symmetry sector labeled by $\alpha^{\prime} \in \operatorname{Rep}(\mathrm{G})$ and a symmetry-twisted boundary condition labeled by $\mathrm{g}^{\prime} \in \mathrm{G}$. We have defined the projection operator into a symmetry sector $\alpha$ by

$$
\begin{equation*}
P_{\alpha} \equiv \frac{1}{|\mathrm{G}|} \sum_{\mathrm{h} \in \mathrm{G}} \mathrm{R}_{\alpha}^{-1}(\mathrm{~h}) \mathcal{U}_{\mathrm{h}} . \tag{52}
\end{equation*}
$$

Note that we have identified $\Gamma_{(\mathrm{g}, 0)}$ as boundary symmetries while $\Gamma_{(0, \alpha)}$ corresponded to operators related to symmetry-twisted boundary conditions. We could have done it the other way around, this is related to the existence of so-called electric-magnetic dualities that we will discuss shortly. The reader might also wonder why we do not think of both of these as boundary symmetries, this is related to 't Hooft anomaly between these lines. These anomalies also play a related role when considering gapped boundary conditions, as they serve as obstruction to condensing certain anyons simultaneously. We will discuss this point in the following section.

### 3.4 Gapped boundaries as gapped phases

So far, we have argued that the space of boundary conditions of a bulk topological gauge theory with gauge group G in $2+1$ dimensions is equivalent to the space of G -symmetric quantum systems in $1+1$ dimensions. We can further ask what this correspondence can tell us about G -symmetric theories. To answer this question, we remind the reader that the possible gapped boundary conditions of a topological gauge theory with the gauge group G has been classified and correspond to so-called Lagrangian subgroups of $\mathcal{A}$. These are maximal subsets ${ }^{13} \mathcal{L} \subset \mathcal{A}$ of bulk line operators (anyons) that can simultaneously be condensed on the boundary [165167]. Physically, the subgroup $\mathcal{L}$ corresponds to the largest possible subsets of anyons that satisfy: 1) they are all bosons and 2) they all have trivial mutual braiding with each other. Another interesting point of view is that $\mathcal{L}$ are maximal 1 -form subgroups of $\mathcal{A}$ with vanishing 't Hooft anomalies (23) and (24). This means that there is no obstruction to condensing those anyons simultaneously [107,168]. This in turn gives a classification of possible gapped phases of G -symmetric quantum theories at the boundary. The classification of gapped boundaries is therefore equivalent to the classification of Lagrangian subgroups. This classification for a topological gauge theory with the gauge group $G$ is given by the tuple $(\mathrm{H}, \psi)$ where $[169,170$ ]

$$
\begin{equation*}
\mathrm{H} \subset \mathrm{G}, \quad[\psi] \in H^{2}(H, U(1)) . \tag{53}
\end{equation*}
$$
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Figure 6: Illustration of the $2+1 d$ spacetime with a boundary $1+1 d$ spacetime. The green hatched surface corresponds to a 0 -form bulk symmetry $\mathscr{D}_{\sigma}[\Sigma], \sigma \in \mathcal{G}[\mathrm{G}]$, known as anyonic symmetry. (a) When a 1-form symmetry is brought to the boundary, it becomes a topological line operator of a $1+1 \mathrm{~d}$ theory and thus a 0 -form symmetry. Furthermore when the bulk symmetry surface $\Sigma$ is oriented along time, it splits spacetime into two regions and functions as a transparent domain wall. The domain wall is transparent to a line operator $\mathscr{W}_{(\mathrm{g}, \alpha)}[\gamma]$ as it can penetrate through, although with the cost of transforming its charge to $\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)=\sigma \cdot(\mathrm{g}, \alpha)$. (b) When the 0 -form symmetry surface is brought to a boundary, it acts on the full boundary spacetime as a duality transformation.

Physically, a pair $(H, \psi)$ labelling a gapped boundary condition corresponds to a gapped phase where the G symmetry has been spontaneously broken to a subgroup H but with a possible SPT twist encoded in the 2-cocycle $\psi$. This is consistent with previously known classifications of $1+1$ dimensional G-symmetric phases using tensor-network methods [66,171-173]. Given a Lagrangian subgroup $\mathcal{L}$, one can construct a boundary Hamiltonian which only includes the operators $S_{d}$ where $d \in \mathcal{L}$

$$
\begin{equation*}
H_{\mathcal{L}}=-\sum_{d \in \mathcal{L}} \sum_{i} S_{d}(i, i+1) \tag{54}
\end{equation*}
$$

Due to the trivial mutual braiding between any pair of operators in $\mathcal{L}$, all terms in this Hamiltonian commute, therefore such a Hamiltonian is a fixed-point Hamiltonian. The ground states are in the simultaneous +1 eigenspace of the all operators $S_{d}$ labeled by anyons $d \in \mathcal{L}$. Additionally $S_{d}$ for any $d \notin \mathcal{L}$, does not commute with at least some subset of operators in the Hamiltonian (54). As a consequence, the expectation values of string operators $S_{d}$ are given by

$$
\left\langle S_{d}\right\rangle_{\mathrm{GS}}=\left\{\begin{array}{lll}
1, & \text { if } & d \in \mathcal{L}  \tag{55}\\
0, & \text { if } & d \notin \mathcal{L}
\end{array}\right.
$$

Equivalently, anyons in $\mathcal{L}$ are condensed (i.e. they become part of the ground-state of the system at the boundary) while those outside this set are confined and form the excitations at the boundary. Furthermore, this construction gives us the order parameters corresponding to each gapped G-symmetric phase [66,173,174]. These order parameters naturally play an essential role in identifying the tuple $(\mathrm{H}, \psi)$ corresponding to each Lagrangian subroup $\mathcal{L}$ as described later in Sec. 4.1.

To avoid confusion, let us clarify what we mean by the notion of G-symmetric gapped phase. We define a gapped phase as follows: Any two gapped G-symmetric Hamiltonians connected by a continuous G-symmetric gapped path is said to belong to the same phase. ${ }^{14}$ In
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Figure 7: When the edge of the surface is brought the boundary, its shadow will be a topological line operator on the boundary. However, these line operators will be non-invertible, as boundary operators alone cannot annihilate them.
other words, each topologically-connected component of the space of all gapped G-symmetric Hamiltonians is a distinct gapped phase. The Lagrangian subgroups discussed above correspond to these phases. Specific G-symmetric Hamiltonians might have more symmetries and structures beyond G, for example, it might have global U(1) symmetry. From a physical point of view, there might exist phases related to the spontaneous-breaking of $U(1)$ symmetry without affecting the G -symmetry. Such phases might correspond to the same Lagrangian subgroups as they might be connected through a G-symmetric gapped path that explicitly breaks $\mathrm{U}(1)$ symmetry (see Figure 8). In order to distinguish those phases, one has to look at the space of $\mathrm{G} \times \mathrm{U}(1)$-symmetric theories and appropriately modify the definition of "gapped phase" [168].

### 3.5 From bulk symmetries to boundary dualities

We have seen how line operators (or 1-form symmetries) in the bulk of a $2+1 d$ topologically ordered system, corresponds to ( 0 -form) global symmetries of $1+1 d$ quantum systems. One could wonder about the 0 -form (anyonic) symmetries $\mathcal{G}[\mathrm{G}]$ present in the bulk of a $2+1 d$ topological phase, and naturally ask what do they represent in the space of G-symmetric $1+1 d$ theories? This symmetry group is a subgroup $\mathcal{G}[\mathrm{G}] \subset S_{|\mathcal{A}|}$ of the group of permutations $S_{|\mathcal{A}|}$ of charges in $\mathcal{A}$ satisfying

$$
\begin{equation*}
\mathcal{G}[\mathrm{G}]=\left\{\sigma \in S_{|\mathcal{A}|} \mid S_{\sigma(d), \sigma\left(d^{\prime}\right)}=S_{d d^{\prime}} \text { and } T_{\sigma(d), \sigma\left(d^{\prime}\right)}=T_{d d^{\prime}}\right\}, \tag{56}
\end{equation*}
$$

where $S$ and $T$ are defined as in (25). In other words, these are all possible ways of permuting charges while preserving all topological properties like fusion rules and braiding statistics. We denote elements in $\mathcal{G}[\mathrm{G}]$ by $\mathscr{D}_{\sigma}$. In particular, for the case of Abelian topological gauge theories, the group of 0 -form symmetries $\mathcal{G}[\mathrm{G}]$ for any generic finite Abelian group $G=\prod_{i=1}^{n} \mathbb{Z}_{N_{i}}$ are generated by three kinds of symmetry operations [175-177],

1. Universal kinematical symmetries: These are induced from the automorphisms of the group G . For every automorphism $\varphi: \mathrm{G} \rightarrow \mathrm{G}$, one obtains a 0 -form symmetry $\sigma_{\varphi}: \mathcal{A} \rightarrow \mathcal{A}$ in $\mathcal{G}$ [G], which acts on a dyon $d=(\mathrm{g}, \alpha) \in \mathcal{A}$ as

$$
\begin{equation*}
\sigma_{\varphi}:(\mathrm{g}, \alpha) \rightarrow\left(\varphi(\mathrm{g}),\left(\varphi^{-1}\right)^{\star}(\alpha)\right), \tag{57}
\end{equation*}
$$

where $\varphi^{\star}: \operatorname{Rep}(\mathrm{G}) \rightarrow \operatorname{Rep}(\mathrm{G})$ defined as $\left[\varphi^{\star} \mathrm{R}_{\alpha}\right](\mathrm{g}) \equiv \mathrm{R}_{\alpha}(\varphi(\mathrm{g}))$. This thus maps $\alpha \in \operatorname{Rep}(\mathrm{G})$ to some other $\alpha^{\prime} \in \operatorname{Rep}(\mathrm{G})$.
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Figure 8: The grey surface corresponds to the space of $G$ symmetric theories, while the the regions $\mathcal{L}, \mathcal{L}^{\prime}$ and $\mathcal{L}^{\prime \prime}$ are three different gapped phases. These phases are considered different, only if G-symmetry is preserved. However, if we allow perturbations that break the symmetry down to a subgroup $G^{\prime} \subset G$, the space of theories will get enlarged. Now it might be possible to connect two previously different phases $\mathcal{L}$ and $\mathcal{L}^{\prime}$ through a symmetry-breaking region (which one might to call a symmetrybreaking "wormhole"). In such a scenario, $\mathcal{L}$ and $\mathcal{L}^{\prime}$ are the same phase in the space of $\mathrm{G}^{\prime}$-symmetric theories. The notion of gapped phase therefore depends on the space of theories under consideration.
2. Universal dynamical symmetries: These correspond to elements in $H^{2}(\mathrm{G}, \mathrm{U}(1))$, where for $G$ is of the form (9). The corresponding cohomology group is

$$
\begin{equation*}
H^{2}(\mathrm{G}, \mathrm{U}(1))=\prod_{i<j} \mathbb{Z}_{\operatorname{gcd}\left(N_{i}, N_{j}\right)} \tag{58}
\end{equation*}
$$

For each cohomology class, there is an associated alternating bicharacter ${ }^{15}$

$$
\begin{equation*}
\mathfrak{c}_{\ell}(\mathrm{g}, \mathrm{~h})=\exp \left\{2 \pi i \sum_{i, j} \frac{\ell_{i j} \mathrm{~g}_{i} \mathrm{~h}_{j}}{\operatorname{gcd}\left(N_{i}, N_{j}\right)}\right\} \tag{59}
\end{equation*}
$$

with $\ell_{i j}=-\ell_{j i}$ and $g=\left(g_{1}, \ldots, g_{n}\right)$, and $h=\left(h_{1}, \ldots, h_{n}\right)$. Given such a bicharacter, one obtains a 0-form symmetry $\sigma_{c}$ which maps the dyon $d=(\mathrm{g}, \alpha)$ as

$$
\begin{equation*}
\sigma_{\mathrm{c}}:(\mathrm{g}, \alpha) \mapsto\left(\mathrm{g}, \alpha_{\mathrm{g}}^{\mathrm{c}}\right) \tag{60}
\end{equation*}
$$

where the transformed representation $\alpha_{g}^{\mathfrak{c}}$ has the form $\mathrm{R}_{\alpha_{\mathrm{g}}}(\cdot)=\mathrm{R}_{\alpha}(\cdot) \mathfrak{c}_{\ell}(\mathrm{g}, \cdot)$.
3. Partial electric-magnetic dualities: These correspond to performing an electric-magnetic duality on a given factor $\mathbb{Z}_{N_{j}}$ in $G$. Concretely, an electric-magnetic duality acting on the $j^{\text {th }}$ factor transforms the dyons $d \in \mathcal{A}$ as

$$
\begin{align*}
\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{j-1}, \mathrm{~g}_{j}, \mathrm{~g}_{j+1}, \ldots \mathrm{~g}_{n}\right) & \mapsto\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{j-1}, \alpha_{j}, \mathrm{~g}_{j+1}, \ldots \mathrm{~g}_{n}\right)  \tag{61}\\
\left(\alpha_{1}, \ldots, \alpha_{j-1}, \alpha_{j}, \alpha_{j+1}, \ldots \alpha_{n}\right) & \mapsto\left(\alpha_{1}, \ldots, \alpha_{j-1}, \mathrm{~g}_{j}, \alpha_{j+1}, \ldots \alpha_{n}\right)
\end{align*}
$$

[^11]Since the 0 -form symmetry group $\mathcal{G}[\mathrm{G}]$ acts on the 1 -form symmetries $\mathcal{A}$, the combined symmetry structure forms a 2 -group structure. Note that even though G and $\mathcal{A}$ are Abelian, the group $\mathcal{G}[\mathrm{G}]$ can be non-Abelian.

Since elements in $\mathcal{G}[G]$ are standard symmetries in $2+1 d$, they are defined on $2 d$ surfaces. When $\mathscr{D}_{\sigma}[\Sigma]$ is put on a time slice as in Figure 4b, they act on the Hilbert space by permuting anyons as shown. However, we can orient the surface in different ways. For example, when it is oriented as in Figure 6a, it splits the space into two regions and corresponds to a domain wall. Whenever a string operator crosses such a domain wall, it is transformed according to the corresponding anyonic symmetry. For this reason, these domain walls are called transparent domain walls [178]. These are also called invertible domain walls. The set of all possible gapped domain walls between a topological order and itself can be found using Lagrangian subgroups, with the help of the folding trick [167]. Only a subset of these are transparent.

Now, if we push the surface towards the boundary as in Figure 6b, we end up with a new kind of object from the boundary point of view. The surface now acts on the entire spacetime, thus acts on the full boundary theory and can in principle change it to a completely different theory. In other words, 0 -form symmetries in $2+1 d$ corresponds to dualities between different $1+1 d$ theories. It is natural to call these ( -1 )-form symmetry operators (see also [179]). Note that these dualities are a vast generalization of the classic Kramers-Wannier duality [180,181].

It is instructive to reinterpret this spacetime logic from a spatial Hamiltonian/Hilbert space level. On a fixed-time slice, domain wall in Figure 6a corresponds to a line-like domain wall with the property


This is the standard view of transparent domain walls in the topological order literature [160, 162-164, 178]. However, if we bring this domain wall to the boundary as in Figure 6b, then we see that

i.e. boundary operators maps to other boundary operators

$$
\begin{equation*}
S_{d}(a, b) \longmapsto \widehat{\mathscr{D}}_{\sigma} \cdot S_{d}(a, b) \equiv S_{\sigma \cdot d}(a, b) \tag{64}
\end{equation*}
$$

This action has the following properties

$$
\begin{align*}
\widehat{\mathscr{D}}_{\sigma} \cdot \mathbb{I} & =\mathbb{I}, \\
\left(\widehat{\mathscr{D}}_{\sigma} \cdot S_{d}(a, b)\right)^{\dagger} & =\widehat{\mathscr{D}}_{\sigma} \cdot S_{d}(a, b)^{\dagger}, \\
\widehat{\mathscr{D}}_{\sigma} \cdot \sum_{i=1}^{n} c_{i} S_{d_{i}}\left(a_{i}, b_{i}\right) & =\sum_{i=1}^{n} c_{i} \widehat{\mathscr{D}}_{\sigma} \cdot S_{d_{i}}\left(a_{i}, b_{i}\right),  \tag{65}\\
\widehat{\mathscr{D}}_{\sigma} \cdot \prod_{i=1}^{n} S_{d_{i}}\left(a_{i}, b_{i}\right) & =\prod_{i=1}^{n} \widehat{\mathscr{D}}_{\sigma} \cdot S_{d_{i}}\left(a_{i}, b_{i}\right),
\end{align*}
$$

where $c_{i} \mathrm{~s}$ are constants. These imply that the map $\widehat{\mathscr{D}}_{\sigma}: \mathbb{S O A}[\mathrm{G}] \longmapsto \mathbb{S O A}[\mathrm{G}]$ is an algebra homomorphism. Furthermore, since it just permutes the generators of $\mathbb{S O A}[G]$ (64) while preserving (23) and (24), it is a non-trivial automorphism of the algebra of boundary operators
$S O A[G]$. It is useful to also consider how such dualities act on states by assuming the existence of a unitary operator on the Hilbert space with the property

$$
\begin{equation*}
U_{\sigma} S_{d}(a, b) U_{\sigma}^{\dagger}=\widehat{\mathscr{D}}_{\sigma} \cdot S_{d}(a, b)=S_{\sigma \cdot d}(a, b) . \tag{66}
\end{equation*}
$$

The existence of such unitary operator is guaranteed according to Theorem 3.3 of [182]. Here $\operatorname{SOA}[G]$ corresponds to our bond algebra. Note that all dualities we are discussing here are called self-dualities in the terminology of [182], since we are using a bond algebra large enough to contain any G -symmetric spin-chain Hamiltonian. We will briefly discuss action of dualities on non-symmetric theories in Section 3.7.

The unitary map preserves the trivial sector in (41) (see Appendix A). From (62) and (36), it then follows that the non-contractible operators transform according to

$$
\begin{equation*}
U_{\sigma} \Gamma_{d} U_{\sigma}^{\dagger}=\Gamma_{\sigma \cdot d}, \quad U_{\sigma} \mathscr{Y}_{d^{\prime}} U_{\sigma}^{\dagger}=\mathscr{Y}_{\sigma \cdot d^{\prime}} . \tag{67}
\end{equation*}
$$

In particular, when combined with (41), we see that the duality permutes the super-selection sectors non-trivially

$$
\begin{equation*}
U_{\sigma}: \mathcal{H}_{d^{\prime}} \longmapsto \mathcal{H}_{\sigma \cdot d^{\prime}} \tag{68}
\end{equation*}
$$

the same way as anyons are permuted. On the level of the sectors of the String Operator Algebra we thus have

$$
\begin{equation*}
\widehat{\mathscr{D}}_{\sigma} \cdot \mathbb{S O A}[\mathrm{G}]=\bigoplus_{d^{\prime} \in \mathcal{A}} U_{\sigma} \mathbb{S O}_{d^{\prime}}[\mathrm{G}] U_{\sigma}^{\dagger}=\bigoplus_{d^{\prime} \in \mathcal{A}} \mathbb{S O A}_{\sigma \cdot d^{\prime}}[\mathrm{G}] . \tag{69}
\end{equation*}
$$

Taking the transformation (67) together with the identifications (42) and (43), we see that symmetry sectors and boundary conditions get non-trivially mixed under these dualities. For example we have that the symmetry operator $\mathcal{U}_{\mathrm{g}}$ (42) maps to $\mathcal{U}_{\mathfrak{g}} \mathcal{T}_{\alpha \vee}$ where $\left(\mathrm{g}^{\vee}, \alpha^{\vee}\right)=\sigma \cdot(\mathrm{g}, 0)$. This is an alternate way of stating (68).

As a simple example consider the electric-magnetic duality $\sigma \cdot(\mathrm{g}, \alpha)=(\alpha, \mathrm{g})$ which exists for any finite Abelian group G. Under this duality $\mathcal{U}_{\mathrm{g}}$ and $\mathcal{T}_{\alpha}$ are swapped (see equation (67)). Transforming both states and operators, we find the following relation between matrix elements

$$
\begin{equation*}
\left\langle\mathrm{g}^{\prime}, \alpha^{\prime}\right| \mathcal{U}_{\mathrm{g}}\left|\mathrm{~g}^{\prime \prime}, \alpha^{\prime \prime}\right\rangle=\left\langle\alpha^{\prime}, \mathrm{g}^{\prime}\right| \mathcal{T}_{\alpha=\mathrm{g}}\left|\alpha^{\prime \prime}, \mathrm{g}^{\prime \prime}\right\rangle \tag{70}
\end{equation*}
$$

In the simplest case of $\mathrm{G}=\mathbb{Z}_{2}$, this relation can be checked explicitly using

$$
\begin{align*}
& \left.\mathcal{T}=\underset{\substack{ \\
\langle 1,0| \\
\langle 1,1|}}{\langle 0,1|} \begin{array}{cccc}
|0,0\rangle & |0,1\rangle & |1,0\rangle & |1,1\rangle \\
+\mathbb{I} & 0 & 0 & 0 \\
0 & +\mathbb{I} & 0 & 0 \\
0 & 0 & -\mathbb{I} & 0 \\
0 & 0 & 0 & -\mathbb{I}
\end{array}\right) . \tag{71}
\end{align*}
$$

The upper two blocks correspond to a periodic $\mathbb{Z}_{2}$-symmetric spin chain in the even and odd symmetry sectors. Similarly, the lower two blocks correspond to an anti-periodic spin chain.

### 3.6 Action of dualities on Hamiltonians

We have seen that how 0-form symmetries in the bulk act on the boundary Hilbert space, we can now turn to their actions on Hamiltonians. We will see that bulk 0 -form symmetries become dualities in the space of G -symmetries theories. As discussed above, any G -symmetric Hamiltonian $H$ in $1+1 d$ is constructed out of boundary operators $S_{d}(a, b)$, defined in (49), and hence is an element of $\operatorname{SOA}[G]$. Bringing the domain wall $\mathscr{D}_{\sigma}[\Sigma]$ to the boundary will therefore map $H$ to a dual Hamiltonian

$$
\begin{equation*}
H \longrightarrow H^{\vee} \equiv \widehat{\mathscr{D}}_{\sigma} \cdot H=U_{\sigma} H U_{\sigma}^{\dagger}, \tag{72}
\end{equation*}
$$

where in the second equality, we have used the fact that duality symmetry could be represented by a unitary operator $U_{\sigma}$ acting on the Hilbert space (see Section 3.5). More precisely, the action on a generic Hamiltonian of the form (49) becomes

$$
\begin{align*}
H^{\vee}\left[\left\{t_{d}\right\}\right] & =\sum_{d} \sum_{\ell} t_{d}(\ell)\left[\widehat{\mathscr{D}}_{\sigma} \cdot \mathcal{K}_{\boldsymbol{d}}(\ell)\right]+\text { h.c. } \\
& =\sum_{d} \sum_{\ell} t_{d}(\ell) \mathcal{K}_{\sigma \cdot d}(\ell)+\text { h.c. }  \tag{73}\\
& =\sum_{d} \sum_{\ell} t_{\sigma^{-1 \cdot d}}(\ell) \mathcal{K}_{\boldsymbol{d}}(\ell)+\text { h.c. } \\
& =H\left[\left\{t_{\sigma^{-1} \cdot d}\right\}\right],
\end{align*}
$$

where of course $U_{\sigma} \mathcal{K}_{d} U_{\sigma}^{\dagger}=U_{\sigma} S_{d_{1}} \ldots S_{d_{n}} U_{\sigma}^{\dagger}=S_{\sigma \cdot d_{1}} \ldots S_{\sigma \cdot d_{n}}=\mathcal{K}_{\sigma \cdot d}$, which is the consequence of a nontrivial action of dualities on global sectors, as given in (68). In other words, the duality acts on coupling constants and permutes twisted sectors as

$$
\begin{equation*}
H_{(\mathrm{g}, \alpha)}^{\vee}\left[\left\{t_{d}\right\}\right]=H_{\sigma \cdot(\mathrm{g}, \alpha)}\left[\left\{t_{\sigma^{-1} \cdot d}\right\}\right] . \tag{74}
\end{equation*}
$$

Since the Hamiltonians are related by a unitary map (72), their energy spectra are preserved up to a permutation of sectors

$$
\begin{equation*}
E_{n}^{(\mathrm{g}, \alpha)}\left[\left\{t_{d}\right\}\right]=E_{n}^{\sigma \cdot(\mathrm{g}, \alpha)}\left[\left\{t_{\sigma^{-1} \cdot d}\right\}\right], \tag{75}
\end{equation*}
$$

where $n$ labels the eigenvalues.
Furthermore, correlation functions of symmetric operators also transform naturally under the action of duality. Consider a correlation function of the following kind

$$
\begin{equation*}
\left\langle S_{d_{1}}\left(\ell_{1}\right) S_{d_{2}}\left(\left(\ell_{2}\right)\right) \ldots\right\rangle_{\beta, H_{d}}:=\operatorname{tr}_{\mathcal{H}}\left[S_{d_{1}}\left(\ell_{1}\right) S_{d_{2}}\left(\ell_{2}\right) \ldots e^{-\beta H_{g} P_{\alpha}}\right], \tag{76}
\end{equation*}
$$

where $S_{d}(\ell)$ is the boundary operator obtained from a topological line operator labelled by $d$ of length $\ell$. Since the the dyonic labels $d \in \mathcal{A}$ transform under duality, one obtains a dual correlation function with an equivalent expectation value

$$
\begin{equation*}
\left\langle S_{d_{1}} S_{d_{2}} \cdots\right\rangle_{\beta, H_{d}}=\left\langle S_{\sigma\left(d_{1}\right)} S_{\sigma\left(d_{2}\right)} \ldots\right\rangle_{\beta, H_{d}^{\nu}} . \tag{77}
\end{equation*}
$$

In this paper, we will show how these dualities are powerful tools to constrain and determine portions of the phase diagrams and compute exact conformal spectra of many non-trivial phase transitions.


Figure 9: Duality $\mathscr{D}_{\sigma}$ acting on part of boundary. When dragged over local nonsymmetric operators, $\mathcal{O}_{\alpha, i}$, the duality becomes non-local. The edge of the duality region can become a (possibly non-invertible) symmetry of the boundary, for boundaries that are self-dual under $\sigma$.

### 3.7 Action of dualities on non-symmetric theories

We have so far considered the action of dualities on the space of G-symmetric Hamiltonians which are constructed out of string operator algebra $\operatorname{SOA}[G]$. This is a subalgebra of the algebra of all linear operators $\mathcal{L}(\mathcal{H})$ on a Hilbert space $\mathcal{H}$, as discussed in Section 2.2. On the Hilbert space of the spin chain, string operators with charge $d=(0, \alpha)$ are given by

$$
\begin{equation*}
S_{(0, \alpha)}(\ell)=\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, j}, \tag{78}
\end{equation*}
$$

where $i$ and $j$ are the endpoints of the interval $\ell$. These operators are symmetric and belong to $\mathbb{S O A}[\mathrm{G}]$. However, $\mathcal{O}_{\alpha, i}$ itself is not symmetric and hence does not belong to $\mathbb{S O A}[\mathrm{G}]$, but it belongs to $\mathcal{L}(\mathcal{H})$. When a duality acts on $\mathbb{S O A}[G]$, it is local. By this, we mean that the support of symmetric operators (for example the interval $\ell$ in (78)) are preserved under duality. Due to this property, G-symmetric local Hamiltonians are mapped to dual local Hamiltonians, which are also G -symmetric.

However, nothing prevents us to act with duality on the space of all operators $\mathcal{L}(\mathcal{H})$. However, it turns out that the mapping of non-symmetric operators becomes non-local. In order to see this, first notice that under a duality $\sigma, S_{(0, \alpha)}(\ell)=\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, j}$ is mapped to $S_{\sigma \cdot(0, \alpha)}(\ell)$. Now consider acting duality on part of spacetime boundary. We see that when the boundary $\partial \Sigma$ of a duality domain wall $\mathscr{D}_{\sigma}[\Sigma]$ is moved across a non-symmetric operator, we find the following relation (see also Figure 9)


In other words, as a duality wall is dragged over a local operator, a non-local operator emerges. If the $1 d$ quantum spin chain was infinitely long, we could drag $\mathcal{O}_{j,-\alpha}$ to $j \rightarrow-\infty$ and the nonsymmetric local operator would be mapped to an operator with infinite support. For example, under electric-magnetic duality $(\mathrm{g}, \alpha) \mapsto(\alpha, \mathrm{g})$, we would have the map

$$
\begin{equation*}
\mathcal{O}_{\alpha=a, i} \longleftrightarrow \mathcal{O}_{\alpha=a, i}^{\vee}=\prod_{j=-\infty}^{i} \mathcal{O}_{\mathrm{g}=a, j} \tag{80}
\end{equation*}
$$

where local operators $\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1}$ are mapped to $\mathcal{O}_{\alpha, i}^{\vee} \mathcal{O}_{-\alpha, i+1}^{\vee}=\mathcal{O}_{\mathrm{g}=\alpha, i+1}$ which is local because the infinite lines cancel each other out. This is the conventional approach to the KramersWannier duality of the Ising spin chain $\left(G=\mathbb{Z}_{2}\right)$ where the duality mapping is non-local and defined by

$$
\begin{equation*}
\sigma_{i}^{z} \longmapsto \mu_{i}^{z}=\prod_{j=-\infty}^{i} \sigma_{j}^{x}, \quad \sigma_{i}^{x} \longmapsto \mu_{i}^{x}=\sigma_{i}^{z} \sigma_{i+1}^{z} \tag{81}
\end{equation*}
$$

If we restrict ourselves to $\mathbb{S O A}[G] \subset \mathcal{L}(\mathcal{H})$, the dualities are local and unitary-implementable as (66). Locality is important since local Hamiltonians are mapped to local Hamiltonians, and unitary-implementability is important for the arguments in Section 4, which are crucial for the application of dualities to explore phase diagrams of G -symmetric systems. However, if we extend the duality to $\mathcal{L}(\mathcal{H})$, generically, we lose both of these two properties. For example, non-symmetric Hamiltonians will be generally mapped to non-local and thus unphysical Hamiltonians, as can be seen from (81).

Note that non-symmetric operators also exist in the topological holography picture, which are given by line operators with charge $(0, \alpha)$ that are coming from infinity and end on the boundary. The zero-form G-symmetry of the boundary $\mathcal{U}_{\mathrm{g}}[\gamma]$ can detect these operators by


This is exactly how local operators $\mathcal{O}_{\alpha, i}$ transform when linking with symmetry operator $\mathcal{U}_{\mathrm{g}}[\gamma]$ as described in (5). But again, this operator is attached to an infinite line.

In $[183,184]$ a very similar construction was presented in the context of conformal field theories. Our discussion here applies to any $G$-symmetric system and in that sense a natural generalization of these results.

### 3.8 Emergence of non-invertible symmetries

Note that if we apply duality to half of the boundary spacetime as in Figure 9, we get a domain wall between two different dual theories. However, if this is done to a theory $H\left[\left\{t_{d}^{\star}\right\}\right]$ self-dual under $\sigma$, the domain wall can become a non-invertible topological line defect. ${ }^{16}$ Therefore, there will exist operators commuting with the Hamiltonian $H\left[\left\{t_{d}^{\star}\right\}\right]$ corresponding to new emergent symmetries. The symmetries of such self-dual Hamiltonians, in general, do not form a group, but rather a fusion category which extends the G global symmetry. For example, consider the critical point of the transverse-field Ising model which is self-dual under the above-mentioned Kramers-Wannier duality. At this point, besides being invariant under the $\mathbb{Z}_{2}$-symmetry $\mathcal{U}=\prod_{i} \sigma_{i}^{x}$, the theory will also be invariant under a new symmetry $\mathscr{D}$. Here, $\mathscr{D}$ is the edge of the Kramers-Wannier duality interface, or from the bulk point-of-view, a twist defect brought to the boundary. Their product is given by [94, 183, 185]

$$
\begin{equation*}
\mathscr{D} \times \mathscr{D}=\mathbb{I}+\mathcal{U} \tag{83}
\end{equation*}
$$

The theory now contains three topological operators labelled as $\mathbb{I}, \mathcal{U}$ and $\mathscr{D}$, which form the Ising fusion category, also known as the Tambara-Yamagami category of the group $\mathbb{Z}_{2}$ [186]. More generally, the $\sigma$ line in (79) is topological and can be non-invertible, thus an emergent symmetry in theories that are self-dual under $\sigma$. The action of such lines on local operators

[^12]as depicted in (79) has been studied in the context of conformal field theories [94, 183, 185]. However, our description holds for any self-dual theory which is not necessarily conformal or even gapless.

Concretely, the fusion rules of duality defects can be computed as follows. Consider a boundary theory that is self-dual under a duality $\sigma$. Now apply the duality $\mathscr{D}_{\sigma}[\Sigma]$ on a strip $\Sigma$ on the boundary. The edges of the strip $\partial \Sigma=\gamma_{1} \cup \gamma_{2}$ will correspond to two topological line defects $L_{\sigma}, \bar{L}_{\sigma}$. The fusion rule $L_{\sigma} \times \bar{L}_{\sigma}$ can be extracted by shrinking the strip to a line or by coarse-graining [97, 102, 187].

The above reasoning provides a holographic interpretation of two kinds of topological line defects in $1+1 d$ conformal field theories [94], (a) invertible line defects, associated with global symmetry G, originating from bulk one-form symmetries (anyonic lines), and (b) noninvertible line defects originating from edges of bulk zero-form symmetries.

A complimentary point of view is to consider a finite bulk domain wall $\mathscr{D}_{\sigma}[\Sigma]$ with a boundary $\partial \Sigma \neq \emptyset$, which could be seen as an interface between a non-trivial $\mathscr{D}_{\sigma}$ and a trivial domain wall $\mathscr{D}_{1}=\mathbb{I}$. Thinking of this situation from a Hamiltonian/spatial point of view (compare to Figure 7) we have

$$
\begin{equation*}
\mathscr{D}_{\sigma} \tag{84}
\end{equation*}
$$

where the end-points of the domain wall correspond to so-called extrinsic twist defects and have been extensively studied in the literature [160, 162-164]. It is known that they behave like anyons, but their fusion rules can be non-invertible (non-Abelian anyons) even if the underlying topological order is Abelian. From the spacetime point of view, it is clear that twist defects are line-like objects rather than point-like objects. Twist defects in the bulk are thus related to (potentially) non-invertible line defects on the boundary [134, 188], and these are responsible for duality-twisted boundary conditions [143, 189].

## 4 Topological holography: Applications

Thus far we have seen that a topological gauge theory with gauge groups G in $2+1 d$, holographically controls symmetry aspects of the space of G-symmetric $1+1 d$ theories. In particular line-like 1 -form symmetries correspond to 0 -form symmetries in $1+1 d$, and surface-like 0 -form symmetries correspond to dualities in the space of G-symmetric $1+1 d$ theories. In this section, we explore a few basic properties of these dualities and see how they can help explore and characterize features of the phase-diagram of G-symmetric $1+1 d$ theories. These insights will be used in section 5 to apply Topological Holography to the study of concrete spin chains with various symmetry groups.

The elements of the duality group $\mathcal{G}[G]$ are by definition automorphisms of $\mathbb{S O A}[G]$ and thus preserve the properties of the local operator algebra. The action of these dualites on Hamiltonians, as described in (64) and (72), will therefore give rise to dual Hamiltonians with similar properties. In particular, the behavior of correlation functions such as exponential and algebraic decay in gapped and critical systems, respectively, are preserved under the duality mapping. Therefore, if H is gapped or gapless then $\mathrm{H}^{\vee}$ will be also be gapped or gapless, respectively. However, the duality can act non-trivially on global symmetry properties such as symmetry sectors of the Hilbert space and twisted boundary conditions. Therefore, certain aspects of the boundary theory described by $H$ are not preserved. For example the partition function and hence the spectrum of the theory can change. We exploit this to compute the full spectra of conformal field theories describing the critical phenomena of several non-trivial phase transitions.

### 4.1 Gapped phases and web of dualities

The first question is how are gapped phases mapped to each other? Recall that gapped phases are classified by Lagrangian subgroups $\mathcal{L} \subset \mathcal{A}$, which are collections of charges $d=(\mathrm{g}, \alpha) \in \mathcal{A}$ that simultaneously condense in that phase. The action of anyonic symmetries $\sigma \in \mathcal{G}[\mathrm{G}]$ on anyonic charges can be lifted to sets of charges by acting elements-wise on each anyonic charge individually. Thus if $\mathcal{L}=\left\{d_{1}, d_{2}, \ldots\right\}$ then $\sigma \cdot \mathcal{L} \equiv\left\{\sigma \cdot d_{1}, \sigma \cdot d_{2}, \ldots\right\}$. Note that acting on a Lagrangian subgroup

$$
\begin{equation*}
\mathcal{L} \longmapsto \mathcal{L}^{\vee}=\sigma \cdot \mathcal{L} \tag{85}
\end{equation*}
$$

gives rise to another set of anyonic charges $\mathcal{L}^{\vee}$ which also satisfy the Lagrangian subgroup conditions as the action of $\sigma$ (by definition (56)) preserves the braiding and fusion properties of anyons ((19), (23), and (24)). In other words, maximal non-anomalous subgroups of the 1-form symmetry $\mathcal{A}$ (of the bulk topological order) are permuted amongst each other under the action of dualities. As discussed earlier, for each gapped phase we can write an exactly solvable fixed-point Hamiltonian (54). It then follows from (72) and (73) that the dualities in $\mathcal{G}$ [G] map fixed-point Hamiltonians in the gapped phase $\mathcal{L}$ to a dual Hamiltonian which is the fixed-point Hamiltonian of the gapped phase $\mathcal{L}^{\vee}=\sigma \cdot \mathcal{L}$

$$
\begin{equation*}
H_{\mathcal{L}} \longmapsto H_{\mathcal{L}}^{\vee}=\widehat{\mathscr{D}}_{\sigma} \cdot H_{\mathcal{L}}=H_{\mathcal{L}^{\vee}} \tag{86}
\end{equation*}
$$

However, how about a more generic non-fixed-point Hamiltonian $H\left[\left\{t_{d}\right\}\right]$ (49) that is Gsymmetric? By definition, each gapped phase is path-connected. This means that we can find a continuous one-parameter family $H_{\mathcal{L}}(s), s \in[0,1]$, of Hamiltonians in the gapped phase $\mathcal{L}$ where $H_{\mathcal{L}}(0)$ is the fixed-point Hamiltonian and $H_{\mathcal{L}}(1)$ is any arbitrary Hamiltonian in the same phase. After the duality transformation, the path $H_{\mathcal{L}}^{\vee}(s) \equiv \widehat{\mathscr{D}}_{\sigma} \cdot H_{\mathcal{L}}(s)$ is still a continuous function of $s$. This can be seen as follows: $H_{\mathcal{L}}(s)$ is a linear superposition of products of boundary operators $S_{d}(a, b)$ (49) where the coefficients $\left\{t_{d}(s)\right\}$ are continuous functions of $s \in[0,1]$. The duality acts term-wise as in (73) and hence coefficients are merely permuted, i.e. $t_{d}(s)$ are replaced by $t_{\sigma^{-1} \cdot d}(s)$, and thus are still continuous functions of $s$. Therefore, the path remains connected after the duality. Furthermore $H_{\mathcal{L}}^{\vee}(s)$ is a one-parameter family of gapped Hamiltonians since duality maps gapped phases onto gapped phases. This means that there are no second-order phase transition along the path after duality. This however does not rule out the possibility of first-order transitions. Note that the duality is unitarily implementable (72) and preserves the spectrum (75) along the path. Therefore, there cannot be any level-crossing along the path after the duality since there were none before the duality by assumption. This consequently excludes first-order transitions along the path. Finally, it follows from (86) that $H_{\mathcal{L}}^{\vee}(0)$ is a fixed-point Hamiltonian in $\mathcal{L}^{\vee}$ because $H_{\mathcal{L}}(0)$ is the fixed-point Hamiltonian in $\mathcal{L}$. From this argument, we can conclude that the whole path $H_{\mathcal{L}}^{\vee}(s)$ is in $\mathcal{L}^{\vee}$ as there is no phase transition along the path.

Note that if a generic Hamiltonian $H\left[\left\{t_{d}\right\}\right]$ (49) is gapped, it must either be in a phase labelled by a Lagrangian subgroup $\mathcal{L}$ or sits at a first-order transition and has ground-state degeneracies. We will see examples of this later. By gapped phase, we always exclude such first-order transitions.

We will call the group structure of a Lagrangian subgroup $\mathcal{L}$ the fusion structure of the corresponding gapped phase.To preempt any potential confusion, we want to emphasize that the term "fusion structure" here should not be confused with the fusion category underlying a gapped boundary phase. In the following, we will see that for a given finite Abelian group $G$ and the associated fusion group $\mathcal{A} \simeq G \times G$, the Lagrangian subgroups $\mathcal{L} \subset \mathcal{A}$ may have different group-like structures that are not necessarily isomorphic to $G$ (although as a group, they all have the same order as $G$ ). The name fusion structure refers to the fact that it encapsulates the fusion rules of the condensed anyons associated with the given phase. This
concept proves to be very useful in studying and constraining the action of dualities on various phases, as we will illustrate in the ensuing sections, and thus merits a special designation. Following the discussion around (55), we can interpret this fusion structure as the algebra of order parameters for the gapped phase. From the same line of argument as above, we can see that the two Lagrangian subgroups $\mathcal{L}$ and $\mathcal{L}^{\vee}=\sigma \cdot \mathcal{L}$ must be isomorphic as groups. In other words, we can conclude that only gapped phases with the same fusion structure can be dual to each other. Both of these phases have G-symmetric Hamiltonians but the symmetry could be spontaneously broken to subgroups with different SPT twists $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$ and $\left(\mathrm{H}_{\mathcal{L}^{\vee}}, \psi_{\mathcal{L}^{\vee}}\right)$. This information can be derived out of $\mathcal{L}$ and $\mathcal{L}^{\vee}$ and thus depends on more than their group structure; it depends on their specific embedding inside $\mathcal{A}$.

Let us explain how to extract $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$ from the Lagrangian subgroup $\mathcal{L}$. Consider the lowest-energy eigen-state $\left|\Psi_{d}^{(0)}\right\rangle$ of the fixed-point Hamiltonian $H_{\mathcal{L}}$ in the super-selection sector $d=(\mathrm{g}, \alpha) \in \mathcal{A}$. Now let us consider the action of a string operator $S_{\bar{d}}(\ell)$ on the state $\left|\Psi_{d}^{(0)}\right\rangle$ where $\bar{d}=(\overline{\mathrm{g}}, \bar{\alpha}) \in \mathcal{L}$. Since $\bar{d}$ is in the set of condensed dyons in the gapped phase labeled by $\mathcal{L}$, the true ground-state must satisfy

$$
\begin{equation*}
S_{\bar{d}}(\ell)\left|\Psi_{d}^{(0)}\right\rangle=\mathrm{R}_{\bar{\alpha}}(\mathrm{g}) \mathrm{R}_{\alpha}(\overline{\mathrm{g}})\left|\Psi_{d}^{(0)}\right\rangle \stackrel{!}{=}\left|\Psi_{d}^{(0)}\right\rangle, \quad \forall \bar{d} \in \mathcal{L} \tag{87}
\end{equation*}
$$

or in other words $\mathrm{R}_{\bar{\alpha}}(\mathrm{g}) \mathrm{R}_{\alpha}(\overline{\mathrm{g}})=1$ (see (18) for the definition of $\mathrm{R}_{\alpha}(\mathrm{g})$ ). This implies that the true ground-states belong to the twisted sectors $d \in \mathcal{L} \subset \mathcal{A}$. Define the magnetic projector $\Pi: \mathcal{A} \simeq G \times \operatorname{Rep}(\mathrm{G}) \rightarrow \mathrm{G}$ given by $\Pi(\mathrm{g}, \alpha)=\mathrm{g}$. In the gapped phase $\mathcal{L}$, the symmetry has been spontaneously broken down to $\Pi(\mathcal{L})=\mathrm{H}_{\mathcal{L}} \subset G$. The ground-states are thus given by $\left|G S_{\mathrm{h}, \alpha}\right\rangle \equiv\left|\Psi_{\mathrm{h}, \alpha}^{(0)}\right\rangle$ where $(\mathrm{h}, \alpha) \in \mathcal{L}$. These correspond to the ground-state with symmetrytwisted boundary condition $h \in \mathrm{H}_{\mathcal{L}}$. In order to compute the SPT twist $\Psi_{\mathcal{L}}$, consider the expectation value of the remaining-symmetry operators $\mathcal{U}_{\bar{h}}$ for $\overline{\mathrm{h}} \in \mathrm{H}$ in the ground-state

$$
\begin{equation*}
\left\langle G S_{\mathrm{h}, \alpha}\right| \mathcal{U}_{\overline{\mathrm{h}}}\left|\mathrm{GS}_{\mathrm{h}, \alpha}\right\rangle=\mathrm{R}_{\alpha}(\overline{\mathrm{h}})=\mathrm{R}_{\bar{\alpha}}^{-1}(\mathrm{~h}) . \tag{88}
\end{equation*}
$$

The last equality follows from $\mathrm{R}_{\bar{\alpha}}(\mathrm{g}) \mathrm{R}_{\alpha}(\overline{\mathrm{g}})=1$. Let us define the $\mathrm{U}(1)$ phase

$$
\begin{equation*}
\psi_{\mathcal{L}}(\mathrm{h}, \overline{\mathrm{~h}}) \equiv\left\langle\mathrm{GS}_{\mathrm{h}, \alpha}\right| \mathcal{U}_{\overline{\mathrm{h}}}\left|\mathrm{GS}_{\mathrm{h}, \alpha}\right\rangle=\mathrm{R}_{\alpha}(\overline{\mathrm{h}}) \tag{89}
\end{equation*}
$$

One can readily check that this satisfies the group 2-cocycle condition [43]. In fact, the cohomology class $\left[\psi_{\mathcal{L}}\right]$ belongs to the second group-cohomology group $H^{2}(\mathrm{H}, \mathrm{U}(1))$, which characterizes the SPT phase $\mathcal{L}[43,49]$ and the phase (89) is the topological response when the model is coupled to a background H -gauge field whose holonomy in the space and time directions are $\bar{h}$ and $h$ respectively. Since $H$ is finite and Abelian, it takes the general form $H=\prod_{i} \mathbb{Z}_{N_{i}}$ with the corresponding second cohomology group

$$
\begin{equation*}
H^{2}(\mathrm{H}, \mathrm{U}(1))=\prod_{i<j} \mathbb{Z}_{\operatorname{gcd}\left(N_{i}, N_{j}\right)} \tag{90}
\end{equation*}
$$

Concretely, any such SPT is labeled by a list of integers $p_{i j} \in \mathbb{Z}_{\operatorname{gcd}\left(N_{i}, N_{j}\right)}$. These numbers can be extracted by comparing (89) with the following representative 2 -cocycle

$$
\begin{equation*}
\psi(\mathrm{h}, \overline{\mathrm{~h}})=\exp \left(\sum_{i<j} \frac{2 \pi i p_{i j}}{\operatorname{gcd}\left(N_{i}, N_{j}\right)} \mathrm{h}_{i} \overline{\mathrm{~h}}_{j}\right) \tag{91}
\end{equation*}
$$

From this, we see that non-trivial SPT phases appear when the condensed generators of $\mathcal{L}$ are dyonic. The integers $p_{i j}$ correspond to which magnetic and electric charges are combined to form the dyons condensed in $\mathcal{L}$.

Another important observation from our construction is that certain Hamiltonians can have non-trivial emergent symmetries. First let us define the stabilizer subgroup of a gapped phase

$$
\begin{equation*}
\operatorname{Stab}(\mathcal{L}) \equiv\{\sigma \in \mathcal{G}[\mathrm{G}] \mid \sigma \cdot \mathcal{L}=\mathcal{L}\} \tag{92}
\end{equation*}
$$

By construction, any gapped Hamiltonian $H_{\mathcal{L}}\left[\left\{t_{d}\right\}\right]$ maps to another Hamiltonian $\widehat{\mathscr{D}}_{\sigma} \cdot H_{\mathcal{L}}\left[\left\{t_{d}\right\}\right]$ in the same phase under dualities $\sigma \in \operatorname{Stab}(\mathcal{L})$. However, there can exist points in a gapped phase $\mathcal{L}$ that are self-dual

$$
\begin{equation*}
H\left[\left\{t_{d}^{\star}\right\}\right]=\widehat{\mathscr{D}}_{\sigma} \cdot H\left[\left\{t_{d}^{\star}\right\}\right], \tag{93}
\end{equation*}
$$

for some $\sigma \in \operatorname{Stab}(\mathcal{L})$. Such self-dual Hamiltonians will have emergent symmetries beyond the global G-symmetry. These emergent symmetries can however be non-invertible and form a fusion category. They are edges of the duality walls coming from the bulk, related to twist defects, from the point of view of topological holography (see Figure 7). The largest such emergent symmetries happen at points that are self-dual under the full $\operatorname{Stab}(\mathcal{L})$.

As a simple example, consider $G=\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ where we have

$$
\begin{equation*}
\mathcal{A}=\left\{\left(\mathrm{g}_{1}, \mathrm{~g}_{2}, \alpha_{1}, \alpha_{2}\right) \mid \mathrm{g}_{1}, \alpha_{1}=0,1 \text { and } \mathrm{g}_{2}, \alpha_{2}=0,1,2,3\right\} \tag{94}
\end{equation*}
$$

There are ten Lagrangian subgroups labeled as $\mathcal{L}_{1}, \cdots, \mathcal{L}_{10}$ (see Section 5 for details) with the following fusion structures

$$
\begin{equation*}
\mathcal{L}_{1}, \cdots, \mathcal{L}_{8} \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{4}, \quad \mathcal{L}_{9}, \mathcal{L}_{10} \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} \tag{95}
\end{equation*}
$$

Therefore, there are two different types of fusion structures. So there only exist dualities between the gapped phases in the set $\left\{\mathcal{L}_{1}, \cdots, \mathcal{L}_{8}\right\}$ and similarly between the ones in $\left\{\mathcal{L}_{9}, \mathcal{L}_{10}\right\}$ but not between these sets. Beyond electric-magnetic dualities, there are other dualities mixing the $\mathbb{Z}_{2}$ and $\mathbb{Z}_{4}$ electric and magnetic charges. The duality group turns out to be $\mathcal{G}[\mathrm{G}]=\left(D_{4} \times D_{4}\right) \rtimes \mathbb{Z}_{2}$, which is a non-Abelian group of order 128 . We can draw a web of dualities that shows how gapped phases are related by dualities. A web of dualities can be drawn as follows: Represent each gapped phase by a node and for each $\sigma \in \mathcal{G}$ [G] draw a line connecting gapped phases mapped under this duality. We have illustrated the web of dualities for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ in Figure 10. As can be seen, the web of dualities is disconnected and each connected component corresponds to a fusion structure. More generally the set of possible fusion structures is given as follows: Any subgroup (up to isomorphism) F of $\mathcal{A} \simeq G \times G$ satisfying $|F|=|G|$ is a possible fusion structure. Each of these would then correspond to a connected component in a web-of-dualilties graph. ${ }^{17}$ In Figure (10), lines that connect a node $\mathcal{L}$ to itself correspond to elements of $\operatorname{Stab}(\mathcal{L})$. These are the source of emergent non-invertible symmetries as discussed above.

Another example is $G=\mathbb{Z}_{N}$. For any $p$ and $q$ such that $p q=N$, we have a fusion structure $\mathrm{F}=\mathbb{Z}_{p} \times \mathbb{Z}_{q}$. Furthermore, there is a Lagrangian subgroup for any $\mathrm{H} \subset \mathrm{G}$ which means that we have a Lagrangian subgroup given by $\mathcal{L}_{p} \simeq \mathbb{Z}_{p} \times \mathbb{Z}_{N / p}$. This phase spontaneously breaks $\mathbb{Z}_{N} \rightarrow \mathbb{Z}_{p}$. Clearly, any gapped phase $\mathcal{L}_{p}$ comes with a pair $\mathcal{L}_{N / p}$ with isomorphic fusion structure: $\mathcal{L}_{p} \simeq \mathcal{L}_{N / p}$. Under electric-magnetic duality, these are mapped into each other $\mathcal{L}_{p} \stackrel{\mathrm{EM}}{\longleftrightarrow} \mathcal{L}_{N / p}$. There cannot exist dualities that connect phases in other ways, as they have different fusion structures.

We believe that there always exist at least one duality between two gapped phases with the same fusion structure (which implies that number of connected component of a web-ofduality graph is equal to the number of fusion structures). We have implicitly assumed this in the discussion above and will assume this to be true in what follows.

Let us summarize the main points

[^13]

Figure 10: Web of dualities of $G=\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ : each node corresponds to a gapped phase and each line depicts a duality transformation between these phases. The web of dualities has two connected components, corresponding to the two possible fusion structures for theories with $\mathrm{G}=\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ global symmetry.

1. Properties of G -symmetric Hamiltonians $H\left[\left\{t_{d}\right\}\right]$ such as being gapped, gapless, critical, or at a first-order transition is preserved under duality transformations.
2. Each gapped phase $\mathcal{L}$ is characterized by a pair $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$, corresponding to a spontaneous symmetry-breaking down to a subgroup $\mathrm{H}_{\mathcal{L}} \subset \mathrm{G}$ together with an SPT twist $\psi_{\mathcal{L}} \in H^{2}\left(\mathrm{H}_{\mathcal{L}}, \mathrm{U}(1)\right)$. The data $\left(\mathrm{H}_{\mathcal{L}}, \psi_{\mathcal{L}}\right)$ can be conveniently obtained from the dyons in $\mathcal{L}$.
3. Each gapped phase has a fusion structure corresponding to the algebra of condensed order parameters $\mathcal{L} \subset \mathcal{A}$. Only gapped phases with isomorphic fusion structures $\mathcal{L} \simeq \mathcal{L}^{\prime}$ can be dual to each other. The web of dualities splits into connected components, one for each type of fusion structure.
4. For any gapped phase $\mathcal{L}$, one can associate a stabilizer subgroup $\operatorname{Stab}(\mathcal{L}) \subset \mathcal{G}[G]$. Any Hamiltonian in the gapped phase $\mathcal{L}$ will be dual to another Hamiltonian in the same phase under dualities $\sigma \in \operatorname{Stab}(\mathcal{L})$. Any such Hamiltonian at a self-dual point $H\left[\left\{t_{d}^{\star}\right\}\right]=\widehat{\mathscr{D}}_{\sigma} \cdot H\left[\left\{t_{d}^{\star}\right\}\right]$ has extra emergent symmetries. These symmetries can be noninvertible which form a fusion category rather than a group.

### 4.2 Gapless phases, phase transitions, and critical points

Having discussed some of the properties of dualities with regards to gapped phases, we will now turn to critical points between gapped phases. All these properties can help constrain and map out phase-diagrams as we will see in examples (see Section 5).

It is convenient to define $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ as the set of (multi-)critical points between gapped phases $\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}$. Here is a summary of various properties of dualities when acting on critical points:

1. Self-duality: If $H\left[\left\{t_{d}^{\star}\right\}\right]$ is self-dual under a duality $\sigma$ (or subgroup $\mathscr{S} \subset \mathcal{G}[\mathrm{G}]$ ) then it cannot be in any gapped phase $\mathcal{L}$ that is not self-dual under the same dualities $\sigma \cdot \mathcal{L} \neq \mathcal{L}$.

In particular, if no gapped phase is self-dual under $\sigma$ (or $\mathscr{S}$ ) then $H\left[\left\{t_{d}^{\star}\right\}\right]$ must either be gapless (critical or otherwise) or degenerate/at a first-order transition.
(a) If a critical point is self-dual under a subgroup $\mathscr{S} \subset \mathcal{G}[G]$ and $\mathcal{L}$ is a gapped phase connected to this critical point, then it is a critical point between at least $\left|\operatorname{Orb}_{\mathscr{S}}(\mathcal{L})\right|$ number of gapped phases.
(b) If a Hamiltonian $H\left[\left\{t_{d}^{\star}\right\}\right]$ (gapped or gapless) is self-dual under a subgroup $\mathscr{S}$ of dualities, then this implies that there are topological defect lines commuting with it and therefore has new emergent symmetries. These emergent symmetries can be non-invertible.
2. Criticality: Consider a critical point $\mathscr{C} \in \operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ and a duality $\sigma$ such that $\sigma \cdot \mathcal{L}_{i}=\mathcal{L}_{i}^{\vee}$. Then, the critical point will be mapped to $\mathscr{C}^{\vee} \equiv \sigma \cdot \mathscr{C} \in \operatorname{Crit}\left[\mathcal{L}_{1}^{\vee}, \cdots, \mathcal{L}_{k}^{\vee}\right]$. There are a few consequences:
(a) In fact, there will be a bijection between the set of all critical points $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ and $\operatorname{Crit}\left[\mathcal{L}_{1}^{\vee}, \cdots, \mathcal{L}_{k}^{\vee}\right]$ induced by any such duality $\sigma$.
(b) The set of critical points $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ depends only on the fusion structures. More precisely, there is a bijection

$$
\begin{equation*}
\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right] \simeq \operatorname{Crit}\left[\mathcal{L}_{1}^{\prime}, \cdots, \mathcal{L}_{k}^{\prime}\right] \tag{96}
\end{equation*}
$$

if $\mathcal{L}_{i} \simeq \mathcal{L}_{i}^{\prime}$ for all $i$ (same fusion structure). By this, we mean that for any critical point between $\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}$, there is one (and only one) critical point between $\mathcal{L}_{1}^{\prime}, \cdots, \mathcal{L}_{k}^{\prime}$. If $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ has lines or surfaces of critical points, then so will $\operatorname{Crit}\left[\mathcal{L}_{1}^{\prime}, \cdots, \mathcal{L}_{k}^{\prime}\right]$. Note that the conformal field theories mapped to each other under this bijection need not be equivalent and can have different scaling operators. But if one has a marginal operator, then so will the other.
(c) While a gapped phase is characterized by a fusion structure, a (multi-)critical point is characterized by a collection of fusion structures. The space of G-symmetric CFTs can be decomposed based on fusion structures.

Let us elaborate on some of these points. The first point follows from the discussion of the previous section. Imagine there exist a Hamiltonian $H\left[\left\{t_{d}^{\star}\right\}\right]$ which is self-dual under a subgroup $\mathscr{S}$, then which phase does it describe? Since dualities map gapped phases into each other according to (86), then any gapped phase that is not self-dual under $\mathscr{S}$ is forbidden. However, if no gapped phase is self-dual, then $H\left[\left\{t_{d}^{\star}\right\}\right]$ cannot be any gapped phase. It must therefore be gapless or at a first-order transition with ground-state degeneracy.

Point (1a) can be seen as follows: Consider a path $H_{\mathcal{L}}(s)$ connecting a gapped point $\left(H_{\mathcal{L}}(0)\right)$ in phase $\mathcal{L}$ to a critical point $\mathscr{C}\left(H_{\mathcal{L}}(1)\right)$. Under dualities in $\mathscr{S}, H_{\mathcal{L}}^{\vee}(1)=H_{\mathcal{L}}(1)$, under the assumption of self-duality of $\mathscr{C}$. However, the gapped portion of the path can be mapped to other gapped phases. Let us define the orbit of the action of $\mathscr{S}$ on $\mathcal{L}$ as

$$
\begin{equation*}
\operatorname{Orb}_{\mathscr{S}}(\mathcal{L}) \equiv\{\sigma \cdot \mathcal{L}, \forall \sigma \in \mathscr{S}\} \tag{97}
\end{equation*}
$$

We can therefore connect any pair of gapped phases in $\operatorname{Orb}_{\mathscr{S}}(\mathcal{L})$ with a continuous path of Hamiltonians going through $\mathscr{C}$. Thus we conclude that $\mathscr{C}$ is a multi-critical point between all gapped phases in $\operatorname{Orb}_{\mathscr{S}}(\mathcal{L})$. However, there could be other gapped phases attached to $\mathscr{C}$ with different fusion structures.

Point (1b) follows from the discussion in previous section, which naturally holds for any self-dual Hamiltonian and not just gapped ones.

The second point can be argued as follow. By assumption, we have tuned a Hamiltonian $H_{\mathscr{C}}\left[\left\{t_{d}\right\}\right]$ to a critical point $\mathscr{C} \in \operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$. Under a duality transformation $H_{\mathscr{C}}^{\vee}\left[\left\{t_{\boldsymbol{d}}\right\}\right]=\widehat{\mathscr{D}}_{\sigma} \cdot H_{\mathscr{C}}\left[\left\{t_{\boldsymbol{d}}\right\}\right]$, the critical point $\mathscr{C}$ is mapped to another critical point $\mathscr{C}^{\vee} \equiv \sigma \cdot \mathscr{C}$. The question is, which transition does $\mathscr{C}^{\vee}$ describe? Consider a path $H(s)$ going from $\mathcal{L}_{1}$, through $\mathscr{C}$, to $\mathcal{L}_{2}$. After duality, this path maps into a path going from $\mathcal{L}_{1}^{\vee}$, through $\mathscr{C}^{\vee}$, to $\mathcal{L}_{2}^{\vee}$, where $\mathcal{L}_{i}^{\vee}=\sigma \cdot \mathcal{L}$.


Repeating this for all pairs in the set $\left\{\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right\}$ proves that $\mathscr{C}^{\vee} \in \operatorname{Crit}\left[\mathcal{L}_{1}^{\vee}, \cdots, \mathcal{L}_{k}^{\vee}\right]$. The above discussion implies that a duality induces a map between spaces $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right] \rightarrow \operatorname{Crit}\left[\mathcal{L}_{1}^{\vee}, \cdots, \mathcal{L}_{k}^{\vee}\right]$. This map was not one-to-one then $\sigma \cdot \mathscr{C}_{1}=\sigma \cdot \mathscr{C}_{2}$. However, this is not possible since the duality just permutes the coefficients (49) and therefore is trivially invertible. The surjectivity of the map can be argued as follows. Assume that there is phase $\mathscr{C}^{\prime} \in \operatorname{Crit}\left[\mathcal{L}_{1}^{\vee}, \cdots, \mathcal{L}_{k}^{\vee}\right]$ that is not the image of a point in $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ under a duality $\sigma$. However, applying $\sigma^{-1}$ to $\mathscr{C}^{\prime}$ would necessarily give us a point in the set $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$. This can be seen by taking a continuous path from $\mathcal{L}_{1}^{\vee}$ and $\mathcal{L}_{2}^{\vee}$ that passes through $\mathscr{C}^{\prime}$. The image of this path under $\sigma^{-1}$ would be a path from $\mathcal{L}_{1}$ to $\mathcal{L}_{2}$ and passes through a critical phase between them. Hence $\sigma^{-1} \cdot \mathscr{C}^{\prime} \in \operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$. This shows point (2a).

To elaborate point (2b) and (2c), let Fus[G] $=\left\{\mathrm{F}_{1}, \cdots, \mathrm{~F}_{r}\right\}$ be the set of possible fusion structures of gapped phases of G-symmetric systems and define $\operatorname{Crit}\left[F_{i_{1}}, \cdots, F_{i_{k}}\right]$ with $i_{1} \leq \cdots \leq i_{k}$ to be the set of critical phases between gapped phases with fusion structures $\mathrm{F}_{i_{1}}, \cdots, \mathrm{~F}_{i_{k}}$. This space is bigger than $\operatorname{Crit}\left[\mathcal{L}_{1}, \cdots, \mathcal{L}_{k}\right]$ since it also contains all critical points $\operatorname{Crit}\left[\mathcal{L}_{1}^{\prime}, \cdots, \mathcal{L}_{k}^{\prime}\right]$ satisfying $\mathcal{L}_{j} \simeq \mathcal{L}_{j}^{\prime} \simeq \mathrm{F}_{i_{j}}$. We can decompose the subset of critical points within the space of G -symmetric systems as

$$
\begin{equation*}
\operatorname{Crit}[\mathrm{G}]=\bigcup_{\substack{k \geq 2}} \bigcup_{\substack{i_{1}, \cdots, i_{k}=1 \\ i_{1} \leq \cdots \leq i_{k}}}^{r} \operatorname{Crit}\left[\mathrm{~F}_{i_{1}}, \cdots, \mathrm{~F}_{i_{k}}\right] . \tag{98}
\end{equation*}
$$

Dualities can only map critical points within each block Crit $\left[F_{i_{1}}, \cdots, F_{i_{k}}\right]$ but not between different blocks.

### 4.3 Conformal spectroscopy from dualities

In previous section, we discussed which kinds of global constraints dualities in $\mathcal{G}$ [G] impose on the space of G-symmetric Hamiltonians. It is instructive to see how these dualities act in a spacetime formulation, or in other words on the level of partition functions. Since partition functions contain the full spectrum of a theory, it can be a powerful tool when combined with dualities. For example, we will see that it can be used to compute the conformal spectrum of many non-trivial phase transitions relatively easily if we know the conformal spectrum on one side of the duality. The conformal spectrum contains information about scaling dimensions of the universality class of the phase transitions .

In order to see the action of dualities on partition functions, it is useful to define a generalized twisted partition function as [89]

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}}=\operatorname{tr}_{\mathcal{H}}\left(\mathcal{U}_{\mathrm{h}} e^{-\beta H_{\mathrm{g}}}\right) \tag{99}
\end{equation*}
$$



Figure 11: The insertion of symmetry line defects along space and time directions.
where $\mathcal{U}_{\mathrm{h}}$ is the G symmetry operator and $H_{\mathrm{g}}$ is a G -symmetric Hamiltonian with symmetrytwisted boundary condition labeled by g . One can think of this as being a normal partition function with the insertion of a symmetry operator $\mathcal{U}_{\mathrm{h}}$ in the space direction and a $\mathcal{U}_{\mathrm{g}}$ in the time direction (see Figure 11). To see how the presence of a defect in the time direction leads to a twisted boundary condition (see Appendix D). We are considering the generalized partition functions because dualities mix all sectors non-trivially, as we will see.

The projection operator to symmetry sector $\alpha \in \operatorname{Rep}(\mathrm{G})$ is given by

$$
\begin{equation*}
P_{\alpha}=\frac{1}{|\mathrm{G}|} \sum_{\mathrm{h} \in \mathrm{G}} \mathrm{R}_{\alpha}^{-1}(\mathrm{~h}) \mathcal{U}_{\mathrm{h}} . \tag{100}
\end{equation*}
$$

One can readily confirm that $P_{\alpha}^{2}=P_{\alpha}$ and $P_{\alpha}^{\dagger}=P_{\alpha}$. Conversely, the symmetry operator can be written in terms of projectors $P_{\alpha}$

$$
\begin{equation*}
\mathcal{U}_{\mathrm{h}}=\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} \mathrm{R}_{\alpha}(\mathrm{h}) P_{\alpha} . \tag{101}
\end{equation*}
$$

Using the projectors, G-twisted characters are defined as

$$
\begin{equation*}
\chi_{d}=\operatorname{tr}_{\mathcal{H}}\left(P_{\alpha} e^{-\beta H_{\mathrm{g}}}\right)=\operatorname{tr}_{\mathcal{H}_{\alpha}}\left(q^{H_{(g, \alpha)}}\right), \tag{102}
\end{equation*}
$$

where $d=(\mathrm{g}, \alpha), q \equiv e^{-\beta}$, and $\mathcal{H}_{\alpha}=P_{\alpha} \mathcal{H}$. Due to the projection operator, this object contains the spectrum of our Hamiltonian with twisted boundary condition g in the symmetry sector $\alpha$. Using (100) and (101), we can express the partition functions and characters in terms of one another via

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}}=\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} \mathrm{R}_{\alpha}(\mathrm{h}) \chi_{d=(\mathrm{g}, \alpha)}, \tag{103}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{d}=\frac{1}{|\mathrm{G}|} \sum_{\mathrm{h} \in \mathrm{G}} \mathrm{R}_{\alpha}^{-1}(\mathrm{~h}) \mathcal{Z}_{\mathrm{g}, \mathrm{~h}} . \tag{104}
\end{equation*}
$$

Under a duality $\sigma$, Hamiltonian $H_{\mathrm{g}}$ transforms to $H_{(\mathrm{g}, \alpha)}^{\vee}\left[\left\{t_{d}\right\}\right]=H_{\sigma \cdot(\mathrm{g}, \alpha)}\left[\left\{t_{\sigma^{-1 \cdot d}}\right\}\right]$ (see equation (74)). By inserting this in (102), the characters transform as

$$
\begin{equation*}
\chi_{d} \quad \longmapsto \quad \chi_{d}^{\vee}=\operatorname{tr}_{\mathcal{H}}\left(q^{H_{(\mathrm{g}, \alpha)}}\right)=\operatorname{tr}_{\mathcal{H}}\left(q^{H_{\sigma \cdot(\mathrm{g}, \alpha)}}\right)=\chi_{\sigma \cdot(\mathrm{g}, \alpha)} . \tag{105}
\end{equation*}
$$

Therefore, the dual twisted partition functions are given by

$$
\begin{align*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{\vee} & =\sum_{\alpha^{\vee} \in \operatorname{Rep}(\mathrm{G})} \mathrm{R}_{\alpha^{\vee}}\left(\mathrm{h}^{\vee}\right) \chi_{d^{\vee}}^{\vee} \\
& =\sum_{\alpha^{\vee} \in \operatorname{Rep}(\mathrm{G})} \mathrm{R}_{\alpha^{\vee}}\left(\mathrm{h}^{\vee}\right) \chi_{(\widehat{\mathrm{g}, \widehat{\alpha})}}, \tag{106}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
(\widehat{\mathrm{g}}, \widehat{\alpha})=\sigma \cdot\left(\mathrm{g}^{\vee}, \alpha^{\vee}\right) \tag{107}
\end{equation*}
$$

Using (104), this can be written as

$$
\begin{align*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{\vee} & =\frac{1}{|\mathrm{G}|} \sum_{\alpha^{\vee}} \mathrm{R}_{\alpha^{\vee}}\left(\mathrm{h}^{\vee}\right) \sum_{\mathrm{h}} \mathrm{R}_{\widehat{\alpha}}^{-1}(\mathrm{~h}) \mathcal{Z}_{\widehat{\mathrm{g}, \mathrm{~h}}} \\
& =\frac{1}{|\mathrm{G}|} \sum_{\mathrm{g}, \mathrm{~h}, \alpha^{\vee}} \mathrm{R}_{\alpha^{\vee}}\left(\mathrm{h}^{\vee}\right) \mathrm{R}_{\widehat{\alpha}}^{-1}(\mathrm{~h}) \delta_{\mathrm{g}, \widehat{\mathrm{~g}}} \mathcal{Z}_{\mathrm{g}, \mathrm{~h}} \tag{108}
\end{align*}
$$

In other words, under a duality generalized twisted partition functions transform linearly

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}}^{\vee}=\frac{1}{|\mathrm{G}|} \sum_{\mathrm{g}, \mathrm{~h} \in \mathrm{G}} \eta\left(\mathrm{~g}, \mathrm{~h}, \mathrm{~g}^{\vee}, \mathrm{h}^{\vee}\right) \mathcal{Z}_{\mathrm{g}, \mathrm{~h}} \tag{109}
\end{equation*}
$$

where the coefficients are

$$
\begin{equation*}
\eta\left(\mathrm{g}, \mathrm{~h}, \mathrm{~g}^{\vee}, \mathrm{h}^{\vee}\right) \equiv \sum_{\alpha^{\vee} \in \operatorname{Rep}(\mathrm{G})} \mathrm{R}_{\alpha^{\vee}}\left(\mathrm{h}^{\vee}\right) \mathrm{R}_{\widehat{\alpha}}^{-1}(\mathrm{~h}) \delta_{\mathrm{g}, \hat{\mathrm{~g}}} \tag{110}
\end{equation*}
$$

Starting from a model with periodic boundary condition, the partition function is given by $\mathcal{Z}_{0,0}$ and the partition function of the dual theory is given by $\mathcal{Z}_{0,0}^{\vee}$. However, it is clear from (109) that the dual partition function $\mathcal{Z}_{0,0}^{\vee}$ depends on all generalized twisted partition functions $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}$ of the original theory. This is another manifestation of how dualities act on twisted sectors.

Physically, the factor $\eta_{\sigma}$ corresponds to the partition function of a theory living on the duality wall $\mathscr{D}_{\sigma}[\Sigma]$ living in the $2+1 d$ bulk TQFT (see Figure $6 b$ ). In terms of $\eta$ factors, the fusion of domain walls (20) in the bulk is given

$$
\begin{equation*}
\eta_{\sigma_{1} \sigma_{2}}\left(\mathrm{~g}, \mathrm{~h}, \mathrm{~g}^{\prime \prime}, \mathrm{h}^{\prime \prime}\right)=\frac{1}{|\mathrm{G}|} \sum_{\mathrm{g}^{\prime}, \mathrm{h}^{\prime}} \eta_{\sigma_{1}}\left(\mathrm{~g}, \mathrm{~h}, \mathrm{~g}^{\prime}, \mathrm{h}^{\prime}\right) \eta_{\sigma_{2}}\left(\mathrm{~g}^{\prime}, \mathrm{h}^{\prime}, \mathrm{g}^{\prime \prime}, \mathrm{h}^{\prime \prime}\right) \tag{111}
\end{equation*}
$$

While (109) holds for any G-symmetric theory, it is particularly powerful at critical points with conformal symmetry. In such cases, the partition functions are expressed in terms of Virasoro characters of the primary fields in the theory. From (109), we can therefore directly compute the spectrum of a dual conformal field theory from any other with known partition functions. We will exploit this formula to explicitly predict the conformal spectrum of nontrivial phase transitions and confirm these predictions numerically.

### 4.4 Duality: A gauging perspective

The relation between twisted partition functions $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}$ and dual twisted partition functions $\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h} \vee}^{\vee}$ (109) can often be conveniently expressed as a generalized gauging of the global G symmetry. We first note that, $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}$ can be equivalently understood as the partition functions of the model described by the Hamiltonian $H$ coupled to a background G gauge field whose holonomies in the space and time directions of the spacetime torus are $g$ and $h$ respectively. Since gauge fields for finite groups have a vanishing field strength, the gauge equivalence


Figure 12: A gauge field corresponding to a finite Abelian group $G$ is given by a G coloring of 1 -simplices (in black) or equivalently a network of symmetry domain walls (in green). The cocycle condition for the gauge field $A$ translates to a consistent group composition of the symmetry domain walls.
classes of such gauge fields can be labelled the holonomies around non-contractible cycles of the manifold. Therefore we may write

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}} \equiv \mathcal{Z}[A], \quad \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{\vee} \equiv \mathcal{Z}\left[A^{\vee}\right] . \tag{112}
\end{equation*}
$$

Then the duality expression, (108), can be expressed as

$$
\begin{equation*}
\mathcal{Z}\left[A^{\vee}\right]=\frac{1}{|\mathrm{G}|} \sum_{A} \mathcal{Z}[A] \eta\left(A, A^{\vee}\right) . \tag{113}
\end{equation*}
$$

We will find that in several duality transformations, the object $\eta\left(A, A^{\vee}\right)$ reduces to a topological term in terms of the backgrounds $A$ and $A^{\vee}$. Such topological terms are expressed most conveniently in terms of gauge fields defined on oriented triangulations of the spacetime manifold as illustrated in Fig. 3. A gauge field is defined via a coloring of the 1 -simplices by group labels such that the composition of the group labels on the boundary of any 2 -simplex or plaquette evaluates to the identity element in G . This is nothing but the cocycle or flatness condition for the gauge field A . The gauge field $A$ can be dualized to obtain a network of G symmetry domain wall. Concretely, the gauge field $A_{i j} \in \mathrm{G}$ assigned to the 1 -simplex $\langle i j\rangle$ dualizes to a symmetry domain wall corresponding to the same group element living on the 1 -simplex of the dual triangulation. Furthermore, the cocycle condition simply translates to the fact that the symmetry domain walls fuse according the group product in G (see Fig. 12). Note that, if in $d+1$ dimensions, a $d$-simplex would be dual to a 1 -simplex and therefore the symmetry domain walls would be defined on $d$-simplices, which as described earlier, is the correct dimension for 0 -form symmetry defects (see Appendix E for details).

In two dimensions, the types of topological terms that appear are typically of the form

$$
\begin{equation*}
S_{\mathrm{top}} \propto \int_{\Sigma} A_{1} \cup A_{2}, \tag{114}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are some discrete gauge fields. A generic topological term would contain a sum of terms of the form (114). When $\Sigma$ is a two torus, the topological term $S_{\text {top }}$ can be expressed in terms of the holonomies of $A_{1,2}$ as

$$
\begin{equation*}
\int_{\Sigma} A_{1} \cup A_{2}=\left(\operatorname{hol}_{x}\left(A_{1}\right) \operatorname{hol}_{t}\left(A_{2}\right)-\operatorname{hol}_{x}\left(A_{2}\right) \operatorname{hol}_{t}\left(A_{1}\right)\right) \tag{115}
\end{equation*}
$$

where $\operatorname{hol}_{x, t}\left(A_{i}\right)$ is the holonomy of the gauge field $A_{i}$ along the $x, t$ cycle respectively.
In Sec. 3.5 , we described how the 0 -form symmetry group of $2+1 d$ topological gauge gauge theories is generated by three kinds of symmetry transformations, namely (i) universal kinematical symmetries, (ii) universal dynamical symmetries and (iii) partial electric-magnetic dualities. In turn, there are correspondingly three kinds of generators of the duality group acting on the space of G -symmetric quantum systems. These three families of generators have a natural action on the twisted partition functions $\mathcal{Z}[A]$.

1. Universal kinematical symmetries: These dualities are labelled by elements of the automorphism group of G . An automorphism $\varphi$, maps a generator $\mathrm{g}_{j}$ of the group G into a new group element $\varphi\left(\mathrm{g}_{j}\right)$ of the same order. Correspondingly, the automorphism group acts on the background gauge field by mapping $A_{j}$ to $A_{j}^{\vee}=\varphi\left(A_{j}\right)$. More precisely, the dual partition function has the form

$$
\begin{equation*}
\sigma_{\varphi}: \mathcal{Z}[A] \longmapsto \mathcal{Z}^{\vee}\left[A^{\vee}\right]=\sum_{A \in H^{1}(\Sigma, G)} \mathcal{Z}[A] \delta_{A, \varphi\left(A^{\vee}\right)} \tag{116}
\end{equation*}
$$

where $\varphi(A)=\left(\varphi\left(A_{1}\right), \varphi\left(A_{2}\right), \ldots\right)$.
2. Universal dynamical symmetries: These dualities are labelled by elements $\mathfrak{c}_{\ell} \in H^{2}(G, U(1))$, which also labels $1+1 d \mathrm{G}$ SPTs. In particular, the partition function of a G-SPT, coupled to a background $G$ gauge field $A$ is (in the topological limit) a pure $U(1)$ phase. Concretely, for a finite group $G=\prod_{i} \mathbb{Z}_{N_{i}}$, the group cocyles are given in (59). The corresponding topological response theory of the SPT labelled by $\mathfrak{c}_{\ell}$ coupled to a G background $A$ is

$$
\begin{equation*}
\mathcal{Z}_{\text {SPT }-c_{l}}[A]=\exp \left\{2 \pi i \sum_{i<j} \int_{\Sigma} \frac{\ell_{i j}}{\operatorname{gcd}\left(N_{i}, N_{j}\right)} A_{i} \cup A_{j}\right\} . \tag{117}
\end{equation*}
$$

Then the duality $\sigma_{\mathrm{c}_{\ell}}$ acts on the twisted partition functions as

$$
\begin{equation*}
\sigma_{\mathfrak{c}_{\ell}}: \mathcal{Z}[A] \longmapsto \mathcal{Z}[A] \mathcal{Z}_{\text {SPT }-c_{\ell}}[A] . \tag{118}
\end{equation*}
$$

Therefore the universal dynamical symmetries correspond to pasting G-SPTs.
3. Partial electric-magnetic dualities: These are generalized Kramers-Wannier dualities [92, $185,190]$ that are obtained by gauging a certain $\mathbb{Z}_{N_{j}}$ factor in the group $G$. The resulting theory has a dual (or quantum) G global symmetry. The twisted partition functions transform as follows under such duality operations

$$
\begin{equation*}
\mathcal{Z}^{\vee}\left[\cdots, A_{j}^{\vee}, \cdots\right]=\frac{1}{N_{j}} \sum_{A_{j} \in H^{1}\left(\Sigma, \mathbb{Z}_{N_{j}}\right)} \exp \left(\frac{2 \pi i}{N_{j}} \int_{\Sigma} A_{j} \cup A_{j}^{\vee}\right) \mathcal{Z}\left[\cdots, A_{j}, \cdots\right], \tag{119}
\end{equation*}
$$

More general duality operation can be obtained by taking various combinations of these kinds of duality generators. These often take the form of generalized gauging in the presence of topological terms. Such interpretations would be discussed in more detail in subsequent sections. It should be noted that gauging in the presence of an SPT or topological twist has been known in the string theory and conformal field theory literature for more than thirty years as orbifolding in the presence of discrete torsion [191, 192].

## 5 Examples

In this section, we study the space of quantum spin chains for specific examples of global symmetry G using the formalism of topological holography introduced in prior sections. In particular, we will describe all gapped phases, their order parameters, and fundamental excitations. We will write down certain minimal Hamiltonians that capture all the essential (symmetry related) features of such systems. Using dualities, we predict phase diagrams of these models, and numerically verify the theoretical predictions. Finally, we analytically compute and numerically verify the conformal spectrum of various non-trivial topological phase transitions.

The dualities discussed in this paper are particularly powerful for global symmetries G that have large duality groups but very few fusion structures. As explained in Sections 4.1 and 4.2, gapped phases and critical points with different fusion structures cannot be mapped onto each other under duality. Having a single fusion structure and many dualities can vastly constrain the possible phase diagram. Groups like $\mathbb{Z}_{N}$ belong to the opposite limit where there are few dualities and many fusion structures. Therefore, dualities put modest constraints on possible phase diagrams. Nonetheless, we will start by the examples of $\mathbb{Z}_{2}$ and $\mathbb{Z}_{N}$ as they are the building blocks of more interesting examples.

On the other limit, global symmetries such as $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ or $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ have only a single fusion structure but a large duality group. Hence, these examples are particularly well-suited to be studied using topological holography.

For a basic derivation of topological holography using an exactly-solvable model in the bulk, see Appendix C.

## $5.1 \mathbb{Z}_{2}$ symmetric quantum spin chains

Let us consider the simplest finite Abelian group $G=\mathbb{Z}_{2}$. We are interested in analyzing the phase diagram of $\mathbb{Z}_{2}$ symmetric quantum systems using the holographic approach outlined in previous sections. To this end, we consider an auxillary bulk $2+1 d$ theory which hosts the $\mathbb{Z}_{2}$ topological order whose topological line operators are labelled by

$$
\begin{equation*}
\mathcal{A}\left[\mathbb{Z}_{2}\right]=\{1, e, m, f\}=\mathbb{Z}_{2} \times \operatorname{Rep}\left(\mathbb{Z}_{2}\right) \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}, \tag{120}
\end{equation*}
$$

where we have associated the group elements $\{(0,0),(0,1),(1,0),(1,1)\} \in \mathcal{A}\left[\mathbb{Z}_{2}\right]$ with the label set $\{1, e, m, f\}$. In other words, the lines corresponding to the group elements $(1,0)$ and $(0,1)$ in $\mathcal{A}\left[\mathbb{Z}_{2}\right]$ are the magnetic and electric line operators while the $(1,1)$ element corresponds to the dyonic line obtained via a fusion of the electric and magnetic lines labelled as $f$. The $\mathbb{Z}_{2}$ topological order has a 0 -form global symmetry group

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2}\right]=\mathbb{Z}_{2}=\{i d, \sigma\}, \tag{121}
\end{equation*}
$$

whose generator acts as an outer automorphism on the 1 -form symmetry group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, that exchanges $e \leftrightarrow m$ and leaves the product $f=e m$ invariant. The $\mathbb{Z}_{2}$ gauge theory admits two gapped boundaries corresponding to the $\mathbb{Z}_{2}$ subgroups of $\mathcal{A}\left[\mathbb{Z}_{2}\right]$ generated by $e$ and $m$. These two gapped boundaries condense the magnetic and electric excitations respectively and will be denoted as $\mathcal{L}_{e}=\{1, e\}$ and $\mathcal{L}_{m}=\{1, m\}$.

The phase diagram of $1+1 d \mathbb{Z}_{2}$ symmetric quantum systems can be captured by an effective spin chain that arises at the lattice on the regularized boundary of the $\mathbb{Z}_{2}$ topological order defined on a semi-infinite cylinder [143]. As discussed in Sec. 3.2, the action of the open $e$ and $m$ operators restricted to the boundary can be captured by a quantum spin chain defined on a 1D lattice with a local Hilbert space $\mathcal{H}_{i}=\mathbb{C}^{2}$. From (46), it can be seen that the minimal
operators subtended from the bulk topological magnetic and electric operators are

$$
\begin{equation*}
S_{m}=A_{i}=\sigma_{i}^{x}, \quad S_{e}=B_{i, i+1}=\sigma_{i}^{z} \sigma_{i+1}^{z} \tag{122}
\end{equation*}
$$

where $\sigma_{i}^{\mu}$ are Pauli operators acting on the local Hilbert space $\mathcal{H}_{i}$. Applying electric-magnetic duality (121) swaps electric and magnetic lines $S_{m} \leftrightarrow S_{e}$, which in turn becomes the wellknown Kramers-Wannier duality on the spin chain, which acts on symmetry operators as (64)

$$
\begin{equation*}
\widehat{\mathscr{D}}_{\sigma} \cdot\left(\sigma_{i}^{z} \sigma_{i+1}^{z}\right)=\sigma_{i+1}^{x}, \quad \widehat{\mathscr{D}}_{\sigma} \cdot\left(\sigma_{i}^{x}\right)=\sigma_{i}^{z} \sigma_{i+1}^{z} \tag{123}
\end{equation*}
$$

One immediately recognizes these operators as those appearing in the transverse field Ising (TFI) model, which is the paradigmatic quantum spin chain with a global $\mathbb{Z}_{2}$ symmetry. The fixed point Hamiltonians that describe the two gapped phases, i.e., the ferromagnetic and the paramagnetic phase of the TFI model are obtained as the Hamiltonians corresponding to the electric and magnetic gapped boundaries of the $\mathbb{Z}_{2}$ gauge theory

$$
\begin{equation*}
H_{e}=-\sum_{i=1}^{L} \sigma_{i}^{z} \sigma_{i+1}^{z}, \quad H_{m}=-\sum_{i=1}^{L} \sum_{i} \sigma_{i}^{x} \tag{124}
\end{equation*}
$$

The simplest Hamiltonian capable of capturing the phase diagram of $\mathbb{Z}_{2}$ symmetric quantum systems is simply a linear combination of these two fixed point Hamiltonians

$$
\begin{equation*}
H(\lambda)=\lambda H_{m}+(1-\lambda) H_{e} . \tag{125}
\end{equation*}
$$

Next, we organize the Hilbert space of the TFI model using the bulk topological considerations. Firstly, since all the non-contractible line operators $\Gamma_{d}$ with $d \in \mathcal{A}\left[\mathbb{Z}_{2}\right]$ commute with all the boundary operators $\mathcal{O}_{g, i}$ and $\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1}$, we may simultaneously diagonalize all the $\Gamma_{d}$ operators, which leads to a decomposition of the boundary Hilbert space into super-selection sectors

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{d^{\prime} \in \mathcal{A}\left[\mathbb{Z}_{2}\right]} \mathcal{H}_{d^{\prime}}, \quad \text { where }\left.\quad \Gamma_{d}\right|_{\mathcal{H}_{d^{\prime}}}=e^{i \theta_{d d^{\prime}}}=(-1)^{\mathrm{g} \alpha^{\prime}+\mathrm{g}^{\prime} \alpha} \tag{126}
\end{equation*}
$$

where $\exp \left\{i \theta_{d d^{\prime}}\right\}$ is the Hopf-linking phase between the $d=(\mathrm{g}, \alpha)$ and $d^{\prime}=\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)$ topological line operators (bulk anyons). Furthermore, we can diagonalize a maximal commuting subalgebra of boundary operators to define a basis for $\mathcal{H}_{d^{\prime}}$. We choose to diagonalize the operators $\mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1}=\sigma_{i}^{z} \sigma_{i+1}^{z}$. Doing so, we may construct the basis $\left\{\left|\boldsymbol{a}, d^{\prime}\right\rangle\right\}$, with $\boldsymbol{a} \in C^{1}\left(\Lambda, \mathbb{Z}_{2}\right)$, the space of $\mathbb{Z}_{2}$ valued 1-cochains defined on the regularized boundary lattice $\Lambda$. The various finite local operators in eq. (122) act on the basis states as

$$
\begin{equation*}
\sigma_{i}^{z} \sigma_{i+1}^{z}\left|\boldsymbol{a}, d^{\prime}\right\rangle=(-1)^{a_{i, i+1}}\left|\boldsymbol{a}, d^{\prime}\right\rangle, \quad \prod_{i}\left(\sigma_{i}^{x}\right)^{\lambda_{i}}\left|\boldsymbol{a}, d^{\prime}\right\rangle=\left|\boldsymbol{a}+\delta \lambda, d^{\prime}\right\rangle \tag{127}
\end{equation*}
$$

where $\lambda \in C^{0}\left(\Lambda, \mathbb{Z}_{2}\right)$. Here, $a_{i, i+1}=0,1$ corresponds to a domain-wall configuration in the spin chain. For example, $a_{i, i+1}=\sigma_{i+1}-\sigma_{i}$, where $\sigma_{i}=0,1$ are labels of up and down spins. The action of $\sigma_{i}^{x}$ flips a spin $\sigma_{i} \rightarrow \sigma_{i}+1$ at site $i$, which in turn flips two domain walls attached to it. This is encoded in the notation $\boldsymbol{a} \rightarrow \boldsymbol{a}+\delta \boldsymbol{\lambda}$, which explicitly means $a_{i, i+1} \rightarrow a_{i, i+1}+\lambda_{i+1}-\lambda_{i}$. In other word, $\boldsymbol{a}$ can be thought of as a $\mathbb{Z}_{2}$ gauge field and $\boldsymbol{a} \rightarrow \boldsymbol{a}+\delta \boldsymbol{\lambda}$ as a gauge transformation. Similarly, the non-contractible line operators in the bulk become the symmetry operator $\Gamma_{(\mathrm{g}, 0)} \equiv \mathcal{U}_{\mathrm{g}}$ and the boundary condition twist operator $\Gamma_{(0, \alpha)} \equiv \mathcal{T}_{\alpha}$ as defined in (47). More explicitly, these operators are given by

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}=\left(\prod_{i=1}^{L} \sigma_{i}^{x}\right)^{\mathrm{g}}, \quad \mathcal{T}_{\alpha}=\left(\prod_{i=1}^{L} \sigma_{i}^{z} \sigma_{i+1}^{z}\right)^{\alpha} \tag{128}
\end{equation*}
$$

Note that the Kramers-Wannier duality $\sigma$ (123) swaps these operators. These act on the basis states as

$$
\begin{align*}
\mathcal{U}_{\mathrm{g}}\left|\boldsymbol{a}, d^{\prime}\right\rangle & =(-1)^{\mathrm{g} \alpha^{\prime}}\left|\boldsymbol{a}, d^{\prime}\right\rangle, \\
\mathcal{T}_{\alpha}\left|\boldsymbol{a}, d^{\prime}\right\rangle & =(-1)^{\mathrm{g}^{g^{\prime} \alpha}}\left|\boldsymbol{a}, d^{\prime}\right\rangle=(-1)^{\operatorname{hol}(\boldsymbol{a}) \alpha}\left|\boldsymbol{a}, d^{\prime}\right\rangle, \tag{129}
\end{align*}
$$

where in the second line, we have used $\operatorname{hol}(\boldsymbol{a}):=\sum_{i} a_{i, i+1}=\mathrm{g}^{\prime}$. Here, the holonomy hol $(\boldsymbol{a})$ can be thought of as the flux $\oint_{\gamma} \boldsymbol{a}$ of $\mathbb{Z}_{2}$ gauge field $\boldsymbol{a}$, where $\gamma$ is a loop around the spatial direction. The flux $\operatorname{hol}(\boldsymbol{a})=\mathrm{g}^{\prime}$ is created by the insertion of symmetry operator $\mathcal{U}_{\mathrm{g}^{\prime}}$ in the time direction, which gives rise to the boundary condition above.

Finally, the endpoint of the semi-infinite operators $\mathscr{W}_{d}$ serve to toggle between superselection sectors. This can be readily seen from the commutation relations between the semiinfinite lines $\mathscr{Y}_{d}$ and the non-contractible bulk line operators $\Gamma_{d}$ (37) and (38). The operator $\mathscr{Y}_{e}$, ending on the site $i$ on the effective spin chain, anticommutes with $\sigma_{i}^{x}$, and therefore effectively acts as the $\sigma_{i}^{z}$ operator (see (82)). As a consequence, it modifies the charge, i.e., $\mathcal{U}_{\mathrm{g}}$ eigenvalue of the superselection sector. Similarly, the semi-infinite line $\mathscr{\mathscr { F }}_{m}$ ending on the link $(L, 1)$ on the effective spin chain, anticommutes with a single link operator $\sigma_{L}^{z} \sigma_{1}^{z}$. As a consequence, this modifies the eigenvalue of the $\mathcal{T}_{\alpha}$. More explicitly, from (128) we have $\mathcal{T}_{\alpha}=\left(\sigma_{L}^{z} \sigma_{L+1}^{z}\right)^{\alpha}$. The presence of an infinite $\mathscr{\mathscr { G }}_{\left(\mathrm{g}^{\prime}, 0\right)}=\left(\mathscr{Y}_{m}\right)^{\mathfrak{g}^{\prime}}$ ending on the link $(L, 1)$ imposes the twisted boundary condition

$$
\begin{equation*}
\sigma_{L+1}^{z}=(-1)^{\mathrm{g}^{\prime}} \sigma_{1}^{z} . \tag{130}
\end{equation*}
$$

To summarize, the semi-infinite line operators act on the Hilbert space sectors as

$$
\begin{equation*}
\mathscr{Y}_{d}: \mathcal{H}_{d^{\prime}} \longmapsto \mathcal{H}_{d+d^{\prime}} . \tag{131}
\end{equation*}
$$

In addition to the boundary Hilbert space, the space of local operators on the spin chain admits a decomposition into superselection sectors labelled by $d \in \mathcal{A}$, since the local operators in (122) commute with $\Gamma_{d}$ for all $d$. In particular, the Hamiltonian admits a decomposition $H(\lambda)=\oplus_{d} H_{d}(\lambda)$.

The spectrum of Hamiltonian $H_{d}(\lambda)$ can be obtained by coupling the model to a background $\mathbb{Z}_{2}$ gauge field and computing the partition function. Different gauge inequivalent configurations of a $\mathbb{Z}_{2}$ gauge field $A$ are labelled by the holonomies $(\mathrm{g}, \mathrm{h}) \in H^{1}\left(T^{2}, \mathbb{Z}_{2}\right)$ of $A$ in the space and time direction, respectively. The partition function in a symmetry twisted sector or equivalently coupled to a background $\mathbb{Z}_{2}$ gauge field $A=(\mathrm{g}, \mathrm{h})$ is

$$
\begin{equation*}
\mathcal{Z}[A, \lambda] \equiv \mathcal{Z}_{\mathrm{g}, \mathrm{~h}}(\lambda)=\operatorname{Tr}_{\mathcal{H}}\left[\mathcal{U}_{\mathrm{h}} e^{-\beta H_{\mathrm{g}}(\lambda)}\right] . \tag{132}
\end{equation*}
$$

Then, the twisted characters, which contain a trace of states in a sector labelled by $d=(\mathrm{g}, \alpha) \in \mathcal{A}\left[\mathbb{Z}_{2}\right]$ is

$$
\begin{equation*}
\chi_{d}(\lambda)=\operatorname{Tr}_{\mathcal{H}}\left[P_{\alpha} e^{-\beta H_{g}(\lambda)}\right]=\frac{1}{2} \sum_{\mathrm{h} \in \mathbb{Z}_{2}}(-1)^{\alpha \mathrm{h}} \mathcal{Z}_{\mathrm{g}, \mathrm{~h}}, \tag{133}
\end{equation*}
$$

where $P_{\alpha}$ is a projector, defined in (100), onto $\alpha \in \operatorname{Rep}\left(\mathbb{Z}_{2}\right)$. These characters transform under the action of the generator $\sigma$ of the 0 -form symmetry group $\mathcal{G}[\mathrm{G}]$ (121) of the bulk as $\chi_{d}(\lambda) \longmapsto \chi_{d}^{\vee}(\lambda)$, where

$$
\begin{equation*}
\chi_{d}^{\vee}(\lambda)=\operatorname{Tr}_{\mathcal{H}}\left[P_{\alpha^{\vee}} e^{-\beta H_{g^{\vee}}^{\vee}(\lambda)}\right], \tag{134}
\end{equation*}
$$

with $\sigma \cdot(\mathrm{g}, \alpha)=\left(\mathrm{g}^{\vee}, \alpha^{\vee}\right)$. The Hamiltonian $H^{\vee}$ is obtained from the action (123) on (125). From this we obtain $H^{\vee}(\lambda)=U_{P} H(1-\lambda) U_{P}^{\dagger}$, where $U_{P}$ is a permutation of super-selection sectors. When decomposed into the sectors (126), this explicitly becomes

$$
\left(\begin{array}{llll}
H_{P+}^{\vee} & & &  \tag{135}\\
& H_{P-}^{\vee} & & \\
& & H_{A+}^{\vee} & \\
& & & H_{A-}^{\vee}
\end{array}\right)(\lambda)=\left(\begin{array}{llll}
H_{P+} & & & \\
& H_{A+} & & \\
& & H_{P-} & \\
& & & H_{A-}
\end{array}\right)(1-\lambda) .
$$

Here $P$ and $A$ label periodic and anti-periodic boundary conditions, respectively, while + and - label the even and odd $\mathbb{Z}_{2}$ symmetry sectors. A physical consequence of the duality is that the spectrum of the Hamiltonians, $H(\lambda)$ and $H^{\vee}(\lambda)$, on either side of the duality are the same but are permuted (see also (74) and (75)). From this, we can see that characters transform as

$$
\begin{equation*}
\chi_{d}(\lambda) \longmapsto \chi_{d}^{\vee}(\lambda)=\chi_{\sigma \cdot d}(\sigma \cdot \lambda), \quad \sigma \cdot \lambda=1-\lambda, \tag{136}
\end{equation*}
$$

where $\sigma \cdot(\mathrm{g}, \alpha)=(\alpha, \mathrm{g})$.
It is also useful to see how the twisted partition functions transform under duality. To do so, we first write the twisted characters $\chi_{d}$, in terms of the twisted partition functions $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}$ explicitly

$$
\begin{array}{ll}
\chi_{1}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{0,0}(\lambda)+\mathcal{Z}_{0,1}(\lambda)\right), & \chi_{e}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{0,0}(\lambda)-\mathcal{Z}_{0,1}(\lambda)\right), \\
\chi_{m}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{1,0}(\lambda)+\mathcal{Z}_{1,1}(\lambda)\right), & \chi_{f}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{1,0}(\lambda)-\mathcal{Z}_{1,1}(\lambda)\right), \tag{137}
\end{array}
$$

which implies the equality of the following combinations of twisted partition functions

$$
\begin{align*}
& \chi_{1}^{\vee}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{0,0}^{\vee}(\lambda)+\mathcal{Z}_{0,1}^{\vee}(\lambda)\right)=\frac{1}{2}\left(\mathcal{Z}_{0,0}(1-\lambda)+\mathcal{Z}_{0,1}(1-\lambda)\right)=\chi_{1}(\sigma \cdot \lambda) \\
& \chi_{e}^{\vee}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{0,0}^{\vee}(\lambda)-\mathcal{Z}_{0,1}^{\vee}(\lambda)\right)=\frac{1}{2}\left(\mathcal{Z}_{1,0}(1-\lambda)+\mathcal{Z}_{1,1}(1-\lambda)\right)=\chi_{m}(\sigma \cdot \lambda)  \tag{138}\\
& \chi_{m}^{\vee}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{1,0}^{\vee}(\lambda)+\mathcal{Z}_{1,1}^{\vee}(\lambda)\right)=\frac{1}{2}\left(\mathcal{Z}_{0,0}(1-\lambda)-\mathcal{Z}_{0,1}(1-\lambda)\right)=\chi_{e}(\sigma \cdot \lambda) \\
& \chi_{f}^{\vee}(\lambda)=\frac{1}{2}\left(\mathcal{Z}_{1,0}^{\vee}(\lambda)-\mathcal{Z}_{1,1}^{\vee}(\lambda)\right)=\frac{1}{2}\left(\mathcal{Z}_{1,0}(1-\lambda)-\mathcal{Z}_{1,1}(1-\lambda)\right)=\chi_{f}(\sigma \cdot \lambda)
\end{align*}
$$

Finally, the transformation of twisted sectors can be expressed as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \alpha^{\vee}}^{\vee}=\frac{1}{2} \sum_{\mathrm{g}, \mathrm{~g}=0}^{1}(-1)^{\mathrm{g}^{\vee} \mathrm{h}-\mathrm{h}^{\vee} \mathrm{g}} \mathcal{Z}_{\mathrm{g}, \mathrm{~h}}, \tag{139}
\end{equation*}
$$

which is a special case of (109). This is nothing but a discrete Fourier transform of twisted partition functions. Written in the language of gauging and cup products, this can be succinctly written as

$$
\begin{equation*}
\mathcal{Z}^{\vee}\left[A^{\vee}, \lambda\right]=\frac{1}{\sqrt{\left|H^{1}\left(T^{2}, \mathbb{Z}_{2}\right)\right|}} \sum_{A}(-1)^{\int_{T^{2}} A U A^{\vee}} \mathcal{Z}[A, 1-\lambda] . \tag{140}
\end{equation*}
$$

This is a well-known modern perspective on Kramers-Wannier duality [92, 190].
The two Lagrangian subgroups $\mathcal{L}_{e}$ and $\mathcal{L}_{m}$ correspond to ferromagnetic and paramagnetic phases of $\mathbb{Z}_{2}$-symmetric quantum system. The Kramers-Wannier duality maps $\mathcal{L}_{e} \leftrightarrow \mathcal{L}_{m}$ and thus ferromagnetic to paramagnetic phase and vice versa. The order parameter $S_{e}=\sigma_{i}^{z} \sigma_{j}^{z}$ for condensing e satisfies

$$
\left.\begin{array}{l}
\lim _{|i-j| \rightarrow \infty}\left\langle\mathrm{GS}_{\mathrm{FM}}\right| \sigma_{i}^{z} \sigma_{j}^{z} \mid \mathrm{GS} \\
\left.\lim _{\mathrm{FM}}\right\rangle \neq 0,  \tag{141}\\
|i-j| \rightarrow \infty
\end{array} \mathrm{GS}_{\mathrm{PM}}\left|\sigma_{i}^{z} \sigma_{j}^{z}\right| \mathrm{GS}_{\mathrm{PM}}\right\rangle=0, ~ l
$$

and thus becomes the order parameter for the ferromagnetic phase, detecting the long-range spin order after spontaneous breaking of $\mathbb{Z}_{2}$ symmetry. The order parameter $S_{m}=\prod_{k=i}^{j} \sigma_{k}^{x}$ for condensing $m$ satisfies

$$
\begin{align*}
& \lim _{|i-j| \rightarrow \infty}\left\langle\mathrm{GS}_{\mathrm{FM}}\right| \prod_{k=i}^{j} \sigma_{k}^{x}\left|\mathrm{GS}_{\mathrm{FM}}\right\rangle=0,  \tag{142}\\
& \lim _{|i-j| \rightarrow \infty}\left\langle\mathrm{GS}_{\mathrm{PM}}\right| \prod_{k=i}^{j} \sigma_{k}^{x}\left|\mathrm{GS}_{\mathrm{PM}}\right\rangle \neq 0,
\end{align*}
$$

and becomes the disorder parameter for the ferromagnetic phase. As expected, the order and disorder parameters are swapped under Kramer's Wannier duality.

Let us now consider the Kramers-Wannier self-dual region between ferromagnetic and paramagnetic phases. The self-dual point/region of the phase diagram of $\mathbb{Z}_{2}$-symmetric quantum systems cannot be in a phase corresponding to either of the two Lagrangian subgroups, i.e, in either of the two gapped phases. As a consequence, it must be either gapless, critical or a first-order transition (gapped but with degeneracy). The minimal self-dual point $\lambda=1 / 2$ in the Hamiltonian (125) is well-known to be in universality class of the Ising CFT with central charge $c=\frac{1}{2}$. This is the simplest non-trivial minimal model $\mathcal{M}(4,3)$. There are three primary operators in the critical Ising CFT: The identity operator $\mathbb{I}$, the spin field $\sigma$, and the energy operator $\epsilon$ with conformal dimensions ( $h, \bar{h}$ ) being ( 0,0 ), $\left(\frac{1}{16}, \frac{1}{16}\right.$ ), and ( $\frac{1}{2}, \frac{1}{2}$ ), respectively [193]. Therefore, the partition function in the untwisted sector $(\mathrm{g}, \mathrm{h})=(0,0)$ is given by

$$
\begin{equation*}
\mathcal{Z}_{0,0}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}+\left|\chi_{\frac{1}{16}}\right|^{2} \tag{143}
\end{equation*}
$$

The Ising CFT has a $\mathbb{Z}_{2}$ global symmetry or equivalently a $\mathbb{Z}_{2}$ topological defect line under which the eigenvalues of the three primaries are $+1,-1$ and +1 , respectively. Therefore, the partition functions with the insertion of $\mathbb{Z}_{2}$ symmetry line in the spatial direction is given by [89]

$$
\begin{equation*}
\mathcal{Z}_{0,1}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}-\left|\chi_{\frac{1}{16}}\right|^{2} \tag{144}
\end{equation*}
$$

Here $\left|\chi_{i}\right|^{2}=\chi_{i} \bar{\chi}_{i}$ is the (product of) Virasoro characters of the Ising CFT obtained by tracing over the conformal tower obtained from a primary operator of conformal dimension $(i, i)$, not to be confused with the twisted $\mathbb{Z}_{2}$ characters defined in (133). In terms of the $\mathbb{Z}_{2}$ twisted characters, these take the form

$$
\begin{equation*}
\chi_{1}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}, \quad \chi_{e}=\left|\chi_{\frac{1}{16}}\right|^{2} \tag{145}
\end{equation*}
$$

Additionally, the theory has a $\mathbb{Z}_{2}$ twisted Hilbert space, known as the defect Hilbert space in the CFT literature. In the lattice model, this is realized within the Hamiltonian with anti-periodic boundary conditions. The defect Hilbert space too has three primary operators denoted as $\psi, \bar{\psi}$ and $\mu$ with conformal dimensions $\left(\frac{1}{2}, 0\right),\left(0, \frac{1}{2}\right)$ and $\left(\frac{1}{16}, \frac{1}{16}\right)$. The $\mathbb{Z}_{2}$ eigenvalues of these three primary operators are $-1,-1$ and +1 respectively. Therefore the $\mathbb{Z}_{2}$ twisted sectors with antiperiodic boundary conditions take the form

$$
\begin{equation*}
\mathcal{Z}_{1,0}=\left|\chi_{\frac{1}{16}}\right|^{2}+\chi_{0} \bar{\chi}_{\frac{1}{2}}+\chi_{\frac{1}{2}} \bar{\chi}_{0}, \mathcal{Z}_{1,1}=\left|\chi_{\frac{1}{16}}\right|^{2}-\chi_{0} \bar{\chi}_{\frac{1}{2}}-\chi_{\frac{1}{2}} \bar{\chi}_{0} \tag{146}
\end{equation*}
$$

The $\mathbb{Z}_{2}$ twisted characters, in the anti-periodic sector are

$$
\begin{equation*}
\chi_{m}=\left|\chi_{\frac{1}{16}}\right|^{2}, \quad \chi_{f}=\chi_{0} \bar{\chi}_{\frac{1}{2}}+\chi_{\frac{1}{2}} \bar{\chi}_{0} \tag{147}
\end{equation*}
$$

The fact that $\chi_{e}=\chi_{m}$ is a direct consequence of the Kramers-Wannier self-duality of the Ising critical point.

Finally, we note, that the holographic approach can be used to analyze more general Hamiltonians, i.e., those which are subtended from non-minimal bulk strings. For instance, consider the Hamiltonian built from, bulk $e$ and $m$ string operators of length 2. On the boundary Hilbert space, these act as

$$
\begin{equation*}
\mathcal{O}_{\mathrm{g}, j} \mathcal{O}_{\mathrm{g}, j+1}=\sigma_{j}^{x} \sigma_{j+1}^{x}, \quad \mathcal{O}_{\alpha, j} \mathcal{O}_{-\alpha, j+2}=\sigma_{j}^{z} \sigma_{j+2}^{z} \tag{148}
\end{equation*}
$$

The Hamiltonian obtained upon including these deformations to the transverse field Ising model is known as the anisotropic next-nearest-neighbor Ising (ANNNI) model [194-196]

$$
\begin{equation*}
H_{\mathrm{ANNNI}}(\lambda, \tau)=\lambda H_{m}+(1-\lambda) H_{e}-\tau \sum_{j}\left[\sigma_{j}^{x} \sigma_{j+1}^{x}+\sigma_{j}^{z} \sigma_{j+2}^{z}\right] . \tag{149}
\end{equation*}
$$

Note that the model is self-dual for any $\tau$, when $\lambda=\frac{1}{2}$. Along the self-dual line, this model has a rich phase diagram which contains an extended $c=1 / 2$ Ising critical phase as well as the tri-critical Ising fixed point, Lifshitz transition and degenerate gapped regions (first-order transitions). This is consistent with the possible phases along the self-dual line as constrained by considerations mentioned in Sec. 4.2. Namely that the gapped phases $\mathcal{L}_{e}$ and $\mathcal{L}_{m}$ cannot exist along this line. Instead, this line contains different types of transitions between these two phases. In particular, by varying $\lambda$ we can exit the self-dual line and enter one of the gapped phases $\mathcal{L}_{e}$ or $\mathcal{L}_{m}$.

Another class of non-minimal Kramers-Wannier self-dual deformations of the Ising model are generated by the operators

$$
\begin{equation*}
\mathcal{O}_{\mathrm{g}, j} \mathcal{O}_{\alpha, j+1} \mathcal{O}_{-\alpha, j+2}+\mathcal{O}_{\alpha, j} \mathcal{O}_{-\alpha, j+1} \mathcal{O}_{\mathrm{g}, j+2}=\sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z}+\sigma_{j}^{z} \sigma_{j+1}^{z} \sigma_{j+2}^{x} \tag{150}
\end{equation*}
$$

The corresponding model, known as Fendeley-O'Brien model [196, 197], also hosts the tricritical Ising critical point. The tri-critical Ising (TCI) model corresponds to the minimal model $\mathcal{M}(4,5)$, with central charge $c=7 / 10$. These models clearly also have a $\mathbb{Z}_{2}$ global symmetry and can therefore be organized a twisted $\mathbb{Z}_{2}$ characters labelled by $d \in \mathcal{A}\left[\mathbb{Z}_{2}\right]$. These twisted characters take the form [198, 199]

$$
\begin{align*}
& \chi_{1}^{\mathrm{TCI}}=\left|\chi_{0}\right|^{2}+\left|\chi_{1 / 10}\right|^{2}+\left|\chi_{\frac{3}{5}}\right|^{2}+\left|\chi_{\frac{3}{2}}\right|^{2}, \\
& \chi_{e}^{\mathrm{TCI}}=\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2},  \tag{151}\\
& \chi_{m}^{\mathrm{TCI}}=\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}, \\
& \chi_{f}^{\mathrm{TCI}}=\chi_{\frac{6}{10}} \bar{\chi}_{\frac{1}{10}}+\chi_{\frac{1}{10}} \bar{\chi}_{\frac{6}{10}}+\chi_{\frac{3}{2}} \bar{\chi}_{0}+\chi_{0} \bar{\chi}_{\frac{3}{2}} .
\end{align*}
$$

The Kramers-Wannier self-duality is manifest from the fact that $\chi_{e}=\chi_{m}$. We note that the TCI model realizes an emergent $\mathcal{N}=1$ superconformal algebra. The algebra is generated by two primaries, i.e., supercharges with scaling dimensions $(3 / 2,0)$ and $(0,3 / 2)$. As can be seen from (151), these appear in the $\mathbb{Z}_{2}$ twisted Hilbert space sector, i.e., in the lattice model with anti-periodic boundary conditions with respect to the $\mathbb{Z}_{2}$ symmetry and furthermore transform under a non-trivial $\mathbb{Z}_{2}$ representation.

## $5.2 \mathbb{Z}_{N}$ symmetric quantum spin chains

As discussed in Sec. 4.1, the symmetry group $G=\mathbb{Z}_{N}$ has in general several different fusion structures and few dualities. Therefore, it belongs to the limit of examples where topological holography is not very powerful and constraining. Nonetheless, it is instructive to go through some details as these become useful for more general examples. For a more powerful application of topological holography, the reader can skip to the next example with $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

Any such finite Abelian group $G$ can be decomposed into a product of finite Abelian groups of prime power order, i.e.,

$$
\begin{equation*}
\mathbb{Z}_{N}=\mathbb{Z}_{p_{1}^{\ell_{1}}} \times \mathbb{Z}_{p_{2}^{\ell_{2}}} \times \ldots, \tag{152}
\end{equation*}
$$

where $p_{i}$ are all distinct prime numbers and $\ell_{i} \in \mathbb{Z}_{\geq 0}$. In order to organize our understanding of $G$ symmetric quantum systems, we follow the outlined strategy of first studying a Gtopological order in $2+1 d$. The topological line operators of the $G$ topological order are labelled by elements in the group

$$
\begin{equation*}
\mathcal{A}\left[\mathbb{Z}_{N}\right]=\mathbb{Z}_{N} \times \operatorname{Rep}\left(\mathbb{Z}_{N}\right) \simeq \mathbb{Z}_{N} \times \mathbb{Z}_{N}=\left\langle m, e \mid m^{N}=e^{N}=1\right\rangle \tag{153}
\end{equation*}
$$

The 0-form symmetry group of the $\mathbb{Z}_{N}$ gauge theory is given by [177]

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{N}\right]=\operatorname{Aut}\left(\mathbb{Z}_{N}\right) \rtimes \mathbb{Z}_{2}=\mathbb{Z}_{N}^{\times} \rtimes \mathbb{Z}_{2} \tag{154}
\end{equation*}
$$

where the $\mathbb{Z}_{2}$ subgroup is generated by the electromagnetic duality which acts as

$$
\begin{equation*}
\sigma: e \longleftrightarrow m \tag{155}
\end{equation*}
$$

while $\mathbb{Z}_{N}^{\times}$is the group under multiplication modulo $N$ formed by the set of integers which are coprime with respect to $N$. Some examples are $\mathbb{Z}_{4}^{\times}=\mathbb{Z}_{2}, \mathbb{Z}_{8}^{\times}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathbb{Z}_{9}^{\times}=\mathbb{Z}_{6}$ and $\mathbb{Z}_{27}^{\times}=\mathbb{Z}_{18}$. For any prime number $p, \mathbb{Z}_{p}^{\times}=\mathbb{Z}_{p-1}$. A useful relation for later purposes is

$$
\begin{equation*}
\operatorname{Aut}\left(\mathbb{Z}_{N}\right)=\left(\operatorname{Aut}\left(\mathbb{Z}_{p_{1}}^{\times}\right) \times \operatorname{Aut}\left(\mathbb{Z}_{p_{2}^{\ell_{2}}}^{\times}\right) \times \ldots\right) \tag{156}
\end{equation*}
$$

The group $\mathbb{Z}_{N}^{\times}$acts on $\mathbb{Z}_{N}$ by mapping its generator to some other element of order $N$. Concretely, for $\mathbb{Z}_{N}=\{0,1, \ldots, N\}$, let a generator $s$ of $\mathbb{Z}_{N}^{\times}$act as $s(1)=j$, where $\operatorname{gcd}(j, N)=1$. Then the action of $s$ on the line operators of the $\mathbb{Z}_{N}$ gauge theory is given by

$$
\begin{equation*}
s: e^{a} m^{b} \longmapsto e^{j a} m^{f(j) b} \tag{157}
\end{equation*}
$$

where $j \times f(j)=1 \bmod N$. For the case, where $N$ itself is prime, the generator of $\mathbb{Z}_{N}^{\times}$takes the form

$$
\begin{equation*}
s: e^{a} m^{b} \longmapsto e^{2 a} m^{\left(\frac{N-1}{2}\right) b} \tag{158}
\end{equation*}
$$

Note that $(N-1) / 2 \in \mathbb{Z}$ for all primes except $N=2$, for which $\mathbb{Z}_{2}^{\times}$is trivial.
Next, we move onto the gapped boundaries for $\mathbb{Z}_{N}$ gauge theory. As discussed in section 3.4, the possible $\mathbb{Z}_{N}$ symmetric gapped phases are in bijective correspondence to the subgroups of $\mathbb{Z}_{N}$. To see this, we write the group in terms of a product of indecomposable groups

$$
\begin{equation*}
\mathbb{Z}_{N}=Z_{p_{1}^{\ell_{1}} p_{2}^{\ell_{2} \ldots p_{M}^{\ell_{M}}}} \tag{159}
\end{equation*}
$$

Subgroups then take the form

$$
\begin{equation*}
\mathrm{H}_{r}=Z_{p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{M}^{r_{M}} \subseteq Z_{p_{1}^{\ell_{1}} p_{2}^{\ell_{2} \ldots p_{M}^{\ell_{M}}}}=\mathbb{Z}_{N}, ~, ~}^{\text {, }} \tag{160}
\end{equation*}
$$

where $0 \leq r_{i} \leq \ell_{i}$. Consequently, the number of subgroups are $\prod_{i=1}^{M}\left(\ell_{i}+1\right)$ and are labelled by an $M$ component vector $r$. We similarly, can label Lagrangian subgroups by an $r$, which take the form

$$
\begin{equation*}
\mathcal{L}_{r}=\left\langle e^{\alpha(r)}, m^{\mathrm{g}(r)}\right\rangle:=\left\langle e^{\prod_{i} p_{i}^{r_{i}}, m \prod_{i} p_{i}^{\ell_{i}-r_{i}}}\right\rangle \tag{161}
\end{equation*}
$$

Having described the line operators (1-form symmetries) labelled by $\mathcal{A}\left[\mathbb{Z}_{N}\right]$, the 0 -form symmetries $\mathcal{G}[\mathrm{G}]$ and the set of gapped boundaries of the $G=\mathbb{Z}_{N}$ gauge theory, we are now in a position to discuss the phase space of $\mathbb{Z}_{N}$ symmetric quantum systems.

Using the approach defined previously, we can obtain an effective spin chain on the $1 D$ boundary of the topological gauge theory defined on a spatial semi-infinite cylinder. The effective spin chain, is defined on a lattice whose sites are endowed with a local Hilbert space $\mathcal{H}_{i} \simeq \mathbb{C}^{N}$. The space of local operators $\mathcal{L}\left(\mathcal{H}_{i}\right)$ are spanned by $X_{i}$ and $Z_{i}$, which satisfy the $\mathbb{Z}_{N}$ clock algebra (see section 2.2)

$$
\begin{equation*}
X_{i}^{a} Z_{j}^{b}=\omega_{N}^{a b \delta_{i j}} Z_{j}^{b} X_{i}^{a} \tag{162}
\end{equation*}
$$

where $a, b=0, \cdots, N-1$ and $\omega_{N} \equiv \exp (2 \pi i / N)$. The local operator $\mathcal{O}_{\alpha, i}=Z_{i}^{\alpha}$ transforms in the representation $\alpha \in \operatorname{Rep}\left(\mathbb{Z}_{N}\right)$, while the global $\mathbb{Z}_{N}$ symmetry is generated by the operator $\mathcal{U}_{\mathrm{g}}=\prod_{i} X_{i}^{\mathrm{g}}$. The minimal operators subtended from the bulk topological magnetic and electric operators, $m^{\mathrm{g}}$ and $e^{\alpha}$ respectively are (46)

$$
\begin{equation*}
\mathcal{O}_{g, i}=X_{i}^{\mathrm{g}}, \quad \mathcal{O}_{\alpha, i} \mathcal{O}_{-\alpha, i+1}=Z_{i}^{\alpha} Z_{i+1}^{-\alpha} \tag{163}
\end{equation*}
$$

More, generally an open dyonic line operator labelled by $d=(\mathrm{g}, \alpha) \in \mathcal{A}\left[\mathbb{Z}_{N}\right]$ and with its two ends on the 1D boundary subtends the following string operator on the effective spin-chain

$$
\begin{equation*}
\mathcal{S}_{(\mathrm{g}, \alpha)}(\ell)=Z_{i_{1}}^{\alpha}\left(\bigotimes_{k=1}^{n-1} X_{i_{k}}^{\mathrm{g}}\right) Z_{i_{n}}^{-\alpha} . \tag{164}
\end{equation*}
$$

These operators satisfy certain important properties that encode the topological data of the bulk $\mathbb{Z}_{N}$ gauge theory. By using the graphical notation for string operators

$$
\begin{equation*}
S_{d}(\ell)=\bullet \xrightarrow{\text { d }} \bullet \tag{165}
\end{equation*}
$$

one can readily check that these string operators satisfy the following algebraic relations

where $\exp \left\{i \theta_{d d^{\prime}}\right\}=\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathrm{R}_{\alpha^{\prime}}(\mathrm{g})$. In the above equations we have use the shorthand

$$
\begin{equation*}
\stackrel{\xrightarrow{d_{1}}}{\stackrel{d_{2}}{\bullet}} \equiv \mathcal{S}_{d_{2}}(\ell) \mathcal{S}_{d_{1}}(\ell) . \tag{167}
\end{equation*}
$$

Additionally, if we consider three oriented segments $\ell_{1,2,3}$ as in Figure 13, which share a common initial point, the corresponding string operators satisfy the algebraic relation [200]

$$
\begin{equation*}
\mathcal{S}_{d}\left(\ell_{1}\right) \mathcal{S}_{d}\left(\ell_{2}\right) \mathcal{S}_{d}\left(\ell_{3}\right)=e^{i \theta_{d}} \mathcal{S}_{d}\left(\ell_{3}\right) \mathcal{S}_{d}\left(\ell_{2}\right) \mathcal{S}_{d}\left(\ell_{1}\right), \tag{168}
\end{equation*}
$$

where $\exp \left\{i \theta_{d}\right\}=\mathrm{R}_{\alpha}(\mathrm{g})$. The algebra generated by these string operators is the String Operator Algebra (SOA)

$$
\begin{equation*}
\operatorname{SOA}\left[\mathbb{Z}_{N}\right]=\operatorname{Spac}_{\mathbb{C}}\left\{S_{d}(\ell) \mid \forall d \text { and } \forall \ell\right\}, \tag{1199}
\end{equation*}
$$

which is the algebra of local $\mathbb{Z}_{N}$-symmetric operators that are the building blocks of $\mathbb{Z}_{N}{ }^{-}$ symmetric Hamiltonians. To see this, note that the most general $\mathbb{Z}_{N}$-symmetric operator on a segment $\ell$ is spanned by operators of the form

$$
\begin{equation*}
\mathcal{K}(\ell)=\mathcal{O}_{\alpha_{1}, i_{1}} \mathcal{O}_{\mathrm{g}_{1}, i_{1}} \ldots \mathcal{O}_{\alpha_{n}, i_{n}} \mathcal{O}_{\mathrm{g}_{n}, i_{n}}, \tag{170}
\end{equation*}
$$

with the constraint that $\sum_{k=1}^{n} \alpha_{i_{k}}=0 \bmod N$. Such operators are elements of the SOA since we can always decompose these (up to a $\mathrm{U}(1)$ phase) into a product of string operators as (See also figure 14).


Figure 13: Configuration of string operators corresponding to the algebra (168) computing self-statistics of bulk anyonic excitations from boundary spin chain.

$$
\begin{equation*}
\mathcal{K}(\ell)=\left(\prod_{k=1}^{n-1} \mathcal{S}_{d_{k}}\left(\ell_{i_{k}}\right)\right) S_{\left(\mathrm{g}_{n}^{\prime}, 1\right)}\left(i_{n}\right), \tag{171}
\end{equation*}
$$

where $d_{k}=\left(g_{k}, \sum_{j=1}^{k} \alpha_{j}\right)$ and $\ell_{i}$ correspond to a single link $\ell_{i}=\{i, i+1\}$. The decomposition of symmetric operators $\mathcal{K}(\ell)$ into links (171) may not be the most economical as it assigns a ' $d$ ' label to each link. Often $\mathcal{K}(\ell)$ can be decomposed using longer string operators and thus fewer labels. For any symmetric operator $\mathcal{K}(\ell)$, there is always a minimal decomposition, which contains the minimum number of string operators. Thus any symmetric operator can be labeled by its corresponding set of minimal labels $\boldsymbol{d} \equiv\left(d_{1}, \ldots, d_{n}\right)$ as

$$
\begin{equation*}
\mathcal{K}_{\boldsymbol{d}}(\ell)=S_{d_{1}}\left(\ell_{1}\right) \ldots S_{d_{n}}\left(\ell_{n}\right), \tag{172}
\end{equation*}
$$

where $\ell_{i}$ are non-overlapping sub-segments of $\ell$ of various lengths such that $\ell=\cup_{i} \ell_{i}$.
As described in the previous section, the gapped phases/ground states realized in G symmetric quantum systems are in correspondence with gapped boundaries of a G topological gauge theory, classified by Lagrangian subgroups. Furthermore, we can construct the fixedpoint Hamiltonian within each phase directly from the operators corresponding to the line operators allowed to end on a given gapped boundary $\mathcal{L}_{r}$ in eq. (161). Such a fixed point Hamiltonian takes the form

$$
\begin{equation*}
H_{r}=-\sum_{j}\left[Z_{j}^{\alpha(r)} Z_{j+1}^{-\alpha(r)}+X_{j}^{\mathrm{g}(r)}+\text { h.c. }\right] . \tag{173}
\end{equation*}
$$



Figure 14: Any $\mathbb{Z}_{N}$-symmetric operator acting on a finite region can be decomposed into a product of string operators.

The ground state realized for a Hamiltonian labelled by $r$, breaks the global symmetry down to the subgroup $H_{r}$ in eq. (160). This can be seen from the fact that the expectation value

$$
\begin{equation*}
\lim _{|i-j| \rightarrow \infty}\left\langle Z_{i}^{\alpha(r)} Z_{j}^{-\alpha(r)}\right\rangle \neq 0 \tag{174}
\end{equation*}
$$

Furthermore, from the property of cluster decomposition, this implies that

$$
\begin{equation*}
\left\langle Z_{i}^{\alpha(r)}\right\rangle \neq 0, \tag{175}
\end{equation*}
$$

which transforms non-trivially under $\mathbb{Z}_{N} / H_{r}$. Meanwhile, it can be readily checked that the ground state is invariant under the subgroup $\mathrm{H}_{r} \subseteq \mathbb{Z}_{N}$ generated by $\mathcal{U}_{\mathrm{g}(r)}$. A general Hamiltonian capable of realizing all the gapped phases is simply obtained by adding terms corresponding to each Lagrangian subgroup

$$
\begin{equation*}
H(\lambda)=\sum_{r} \lambda_{r} H_{r} . \tag{176}
\end{equation*}
$$

Finally, let us point out that the critical transitions $\mathscr{C}_{p, q}$ between two gapped phases $\mathcal{L}_{p}$ and $\mathcal{L}_{q}$ labeled by two integers $p$ and $q$ such that $p q=N$ is electric-magnetic self-dual. Using (108) and the electric-magnetic duality $\sigma:(\mathrm{g}, \alpha)=(\alpha, \mathrm{g})$, we see that $\left(\omega=\exp \left(\frac{2 \pi \mathrm{i}}{N}\right)\right.$ )

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}}^{\vee}\left(\mathscr{C}_{p, q}\right)=\frac{1}{N} \sum_{\mathrm{g}, \mathrm{~h}=0}^{N-1} \omega^{\mathrm{g}^{\vee} \mathrm{h}-\mathrm{h}^{\vee} \mathrm{g}} \mathcal{Z}_{\mathrm{g}, \mathrm{~h}}\left(\mathscr{C}_{p, q}\right) . \tag{177}
\end{equation*}
$$

It is known that the critical transition between ferromagnetic and paramagnetic phases of $N$-state Potts model is described by $\mathbb{Z}_{N}$ parafermion CFT [201] and hence $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}\left(\mathscr{C}_{p, q}\right)$ is the generalized twisted partition function of this CFT. The relation (177) is exactly the sum rule for twisted partition functions of the parafermion CFTs, which reflects the self-duality [202,203] (for a brief review, see appendix A of [203]. The relevant sum rule is given in equation (A.8)).

## $5.3 \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum spin chains

The dualities discussed in this paper are most useful when the duality group is large as compared with the number of possible fusion structures. In the case of $\mathbb{Z}_{N}$, we have the opposite limit, there are few dualities but many fusion structures. Hence, dualities are not very powerful in constraining the phase diagram.

In this section, we consider quantum systems with $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ global symmetry, which belong to the opposite limit; there is a non-Abelian duality group of order 72 and six gapped phases with the same fusion structure. We will see that this can help us to determine the rich phase diagram of models with $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ global symmetry. In particular, there will be interesting critical points and lines, as well as regions with large emergent symmetries. Besides constraining and predicting a phase diagram using topological holography, our construction provides order parameters that we will use to numerically verify the theoretically obtained phase diagram.

Parts of this phase-diagram was analysed long ago using topological holography and nonabelian dualities in [144,145]. The ideas in this paper were inspired by and developed shortly after the work in [144, 145], though it remained unpublished until now.

## Dualities

In the holographic bulk, we consider a $2+1 d \mathrm{G}$ topological gauge theory whose line operators are labelled by elements (anyons) in $\mathcal{A}$ where

$$
\begin{equation*}
\mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\mathbb{Z}_{2}^{2} \times \operatorname{Rep}\left(\mathbb{Z}_{2}\right) \simeq \mathbb{Z}_{2}^{2} \times \mathbb{Z}_{2}^{2}=\left\langle m_{L}, m_{R}, e_{L}, e_{R}\right\rangle . \tag{178}
\end{equation*}
$$

Here the $\left(\mathrm{g}_{1}, \mathrm{~g}_{2}, \alpha_{1}, \alpha_{2}\right)$ charge of each anyon is $m_{L}=(1,0,0,0), m_{R}=(0,1,0,0), e_{L}=(0,0,1,0)$ and $e_{R}=(0,0,0,1)$. Let us now explore the 0 -form symmetry group $\mathcal{G}[\mathrm{G}]$. Three symmetry operations are immediately obtained as the electromagnetic duality $\sigma_{L}$ and $\sigma_{R}$ on the two $\mathbb{Z}_{2}$ "layers" denoted as $L$ and $R$ respectively, along with the layer-swapping $L \leftrightarrow R$ denoted as $f$ such that

$$
\begin{align*}
\sigma_{L} & :\left\{m_{L} \mapsto e_{L}, e_{L} \mapsto m_{L}\right\}, \\
\sigma_{R} & :\left\{m_{R} \mapsto e_{R}, e_{R} \mapsto m_{R}\right\},  \tag{179}\\
f & :\left\{m_{L} \mapsto m_{R}, m_{R} \mapsto m_{L}, e_{L} \mapsto e_{R}, e_{R} \mapsto e_{L}\right\},
\end{align*}
$$

where all the other generators of $\mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ that have not been shown are invariant. Together, $\sigma_{L}, \sigma_{R}$ and $f$ form the group $D_{4}=\mathbb{Z}_{4} \rtimes \mathbb{Z}_{2}$. However the duality group turns out to be significantly larger. Here, we present the generators that will turn out to be useful in understanding the phase-diagram of the model.

$$
\begin{align*}
& h_{1}:\left\{m_{R} \mapsto m_{L} m_{R}, e_{L} \mapsto e_{L} e_{R}\right\}, \\
& h_{2}:\left\{m_{L} \mapsto m_{L} m_{R}, e_{R} \mapsto e_{L} e_{R}\right\},  \tag{180}\\
& h_{3}:\left\{m_{L} \mapsto m_{R}, m_{R} \mapsto m_{L}, e_{L} \mapsto e_{R}, e_{R} \mapsto e_{L}\right\},
\end{align*}
$$

and

$$
\begin{align*}
& k_{1}:\left\{m_{L} \mapsto m_{L} e_{R}, m_{R} \mapsto m_{R} e_{L}\right\}, \\
& k_{2}:\left\{e_{L} \mapsto e_{L} m_{R}, e_{R} \mapsto e_{R} m_{L}\right\},  \tag{181}\\
& k_{3}:\left\{m_{L} \mapsto e_{R}, m_{R} \mapsto e_{L}, e_{L} \mapsto m_{R}, e_{R} \mapsto m_{L}\right\} .
\end{align*}
$$

The transformations $h_{1}, h_{2} h_{3}, k_{1}$ and $k_{2} k_{3}$ generate the group $S_{3} \times S_{3}$ as

$$
\begin{align*}
& S_{3}=\left\langle k_{1}, k_{2} k_{3} \mid k_{1}^{2}=1,\left(k_{2} k_{3}\right)^{3}=1, k_{1}\left(k_{2} k_{3}\right) k_{1}^{-1}=\left(k_{2} k_{3}\right)^{-1}\right\rangle,  \tag{182}\\
& S_{3}=\left\langle h_{1}, h_{2} h_{3} \mid h_{1}^{2}=1,\left(h_{2} h_{3}\right)^{3}=1, h_{1}\left(h_{2} h_{3}\right) h_{1}^{-1}=\left(h_{2} h_{3}\right)^{-1}\right\rangle,
\end{align*}
$$

and $h_{i} k_{j}=k_{j} h_{i}$ for $i, j=1,2,3$. The previous generators $\sigma_{L, R}$ and $f$ are related to these generators via the relations

$$
\begin{equation*}
h_{3}=f, \quad k_{3}=\sigma_{L} \sigma_{R} f, \tag{183}
\end{equation*}
$$

implying that $\sigma_{R}$ and $f$ can be expressed in terms of these generators, and we only need to add $\sigma_{L}$ to the set of generators. The $\mathbb{Z}_{2}$ group generated by $\sigma_{L}$ act on $S_{3} \times S_{3}$, by swapping the two $S_{3}$ copies

$$
\begin{equation*}
\sigma_{L} k_{i} \sigma_{L}^{-1}=h_{i}, \quad i=1,2,3 \tag{184}
\end{equation*}
$$

Therefore the full 0 -form symmetry group $\mathcal{G}[G]$ is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left\langle\sigma_{L}, h_{1}, k_{1}, h_{2} h_{3}, k_{2} k_{3}\right\rangle=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2} . \tag{185}
\end{equation*}
$$

This is a group of order

$$
\begin{equation*}
\left|\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]\right|=(3!)^{2} \times 2=72 . \tag{186}
\end{equation*}
$$

These bulk 0 -form symmetries in $2+1$ dimensions become dualities in $1+1$ dimensions. This group can be generated by fewer generators, however we have chosen these as they reveal the structure of the phase-diagram more transparently.

## Gapped phases, order parameters, and excitations

The bulk topological gauge theory admits a set of six gapped boundaries as enumerated in Table 1. Each gapped boundary can be labelled equivalently by a tuple $(\mathrm{H}, \psi)$, where

Table 1: Table of Lagrangian subgroups (gapped phases) for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. Here, $\mathbb{Z}_{2}^{L}, \mathbb{Z}_{2}^{R}$ and $\mathbb{Z}_{2}^{D}$ denote the left, the right and the diagonal $\mathbb{Z}_{2}$ subgroups of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, respectively. All gapped phases have the same fusion structure $\mathcal{L}_{i} \simeq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ for all i. H and $\psi$ are the unbroken subgroup of G and the SPT twist of the given phase respectively. These can be extracted from the corresponding Lagrangian subgroup (see Section 4.1).

| Lagrangian <br> subgroups | Generating <br> set | Image of $\Pi$ | H | $\psi\left(\mathrm{h}_{1}, \mathrm{~h}_{2}\right)$ | Gapped <br> phase |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{L}_{1}$ | $e_{L}, e_{R}$ | $1_{L}, 1_{R}$ | $\mathbb{I}$ | 1 | SSB |
| $\mathcal{L}_{2}$ | $m_{L}, e_{R}$ | $m_{L}$ | $\mathbb{Z}_{2}^{L}$ | 1 | $\mathrm{PSB}_{L}$ |
| $\mathcal{L}_{3}$ | $e_{L}, m_{R}$ | $m_{R}$ | $\mathbb{Z}_{2}^{R}$ | 1 | $\mathrm{PSB}_{R}$ |
| $\mathcal{L}_{4}$ | $e_{L} e_{R}, m_{L} m_{R}$ | $m_{L} m_{R}$ | $\mathbb{Z}_{2}^{D}$ | 1 | $\mathrm{PSB}_{D}$ |
| $\mathcal{L}_{5}$ | $e_{L} m_{R}, m_{L} e_{R}$ | $m_{R}, m_{L}$ | $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{2}^{R}$ | $(-1)^{h_{1, L} h_{2, R}}$ | $\mathrm{SPT}_{1}$ |
| $\mathcal{L}_{6}$ | $m_{L}, m_{R}$ | $m_{R}, m_{L}$ | $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{2}^{R}$ | 1 | $\mathrm{SPT}_{0}$ |

$H \subseteq \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ and $\psi \in H^{2}(H, U(1))$. The subgroups corresponding to each of the six Lagrangian subgroups are given in Table 1 . The cohomology group $H^{2}\left(\mathbb{Z}_{2}, U(1)\right)=\mathbb{Z}_{1}$, while $H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \cup(1)\right)=\mathbb{Z}_{2}$. Therefore, there are two Lagrangian subgroups $\mathcal{L}_{5}$ and $\mathcal{L}_{6}$ corresponding to $\mathrm{H}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. In particular, $\mathcal{L}_{5}$ and $\mathcal{L}_{6}$ are labelled by the non-trivial and trivial cohomology class in $H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathrm{U}(1)\right)$, respectively.

Having described the properties of the bulk $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ gauge theory that are of interest, we now analyze the phase diagram of 1 D quantum systems with $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ global symmetry. As before, it is useful to have a quantum spin system in mind, both for concreteness as well as to be able to numerically verify various theoretical predictions. The effective spin chain is obtained at the boundary of a 2D G gauge theory defined on a semi-infinite cylinder. The Hilbert space of the 1D quantum system decomposes into a tensor product of local Hilbert spaces $\mathcal{H}_{i} \simeq \mathbb{C}_{L}^{2} \otimes \mathbb{C}_{R}^{2}$ assigned to the site $i$. The local operators acting on the spin chain are obtained by bringing minimal-length bulk line operators to the open boundary. The generators of $\mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ become the following operators when brought to the 1 D boundary (see (45) and (46))

$$
\begin{array}{ll}
e_{L} \longrightarrow \sigma_{i, L}^{z} \sigma_{i+1, L}^{z}, & m_{L} \longrightarrow \sigma_{i, L}^{x}, \\
e_{R} \longrightarrow \sigma_{i, R}^{z} \sigma_{i+1, R}^{z}, & m_{R} \longrightarrow \sigma_{i, R}^{x} \tag{187}
\end{array}
$$

The symmetry generator is given by

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}_{L}, \mathrm{~g}_{R}}=\bigotimes_{i}^{L}\left(\sigma_{i, L}^{x}\right)^{\mathrm{g}_{L}} \otimes\left(\sigma_{i, R}^{x}\right)^{\mathrm{g}_{R}} \tag{188}
\end{equation*}
$$

The fixed-point Hamiltonians corresponding to the different gapped phases can be read off from the generators of the corresponding Lagrangian subgroups. Note that some of the Lagrangian subgroups, in $\mathcal{L}_{4}$ and $\mathcal{L}_{5}$ are generated by dyons which are not in the generator set of $\mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$. We need to additionally specify the operators that are subtended on the boundary by corresponding minimal length bulk dyonic operators. The generators of $\mathcal{L}_{4}$ can be immediately obtained by taking a product of generators of $\mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$, i.e.

$$
\begin{equation*}
e_{L} e_{R} \longrightarrow \sigma_{i, L}^{z} \sigma_{i, R}^{z} \sigma_{i+1, L}^{z} \sigma_{i+1, R}^{z}, \quad m_{L} m_{R} \longrightarrow \sigma_{i, L}^{x} \sigma_{i, R}^{x} \tag{189}
\end{equation*}
$$

The generators of $\mathcal{L}_{5}$ require slight care such that the operators corresponding to $e_{L} m_{R}$ commute with the operators corresponding to $e_{R} m_{L}$ regardless of their location. For a more systematic construction of the spin chain and string operators see Appendix A. The minimal operators
take the form

$$
\begin{equation*}
e_{L} m_{R} \longrightarrow \sigma_{i, L}^{z} \sigma_{i+1, L}^{z} \sigma_{i+1, R}^{x}, \quad m_{L} e_{R} \longrightarrow \sigma_{i, L}^{x} \sigma_{i, R}^{z} \sigma_{i+1, R}^{z} \tag{190}
\end{equation*}
$$

Having defined the set of operators, which correspond to the generators of each of the Lagrangian subgroups, we can straightforwardly write down the fixed-point Hamiltonian (54) for each of the gapped phases

$$
\begin{align*}
& H_{1}=-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, L}^{z}+\sigma_{i, R}^{z} \sigma_{i+1, R}^{z}\right] \\
& H_{2}=-\sum_{i}\left[\sigma_{i, L}^{x}+\sigma_{i, R}^{z} \sigma_{i+1, R}^{z}\right] \\
& H_{3}=-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, L}^{z}+\sigma_{i, R}^{x}\right] \\
& H_{4}=-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i, R}^{z} \sigma_{i+1, L}^{z} \sigma_{i+1, R}^{z}+\sigma_{i, L}^{x} \sigma_{i, R}^{x}\right]  \tag{191}\\
& H_{5}=-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, L}^{z} \sigma_{i+1, R}^{x}+\sigma_{i, L}^{x} \sigma_{i, R}^{z} \sigma_{i+1, R}^{z}\right] \\
& H_{6}=-\sum_{i}\left[\sigma_{i, L}^{x}+\sigma_{i, R}^{x}\right]
\end{align*}
$$

From the point of view of the bulk topological order, the different gapped boundaries are characterized by condensation of anyons in their corresponding Lagrangian subgroups (55). To detect condensation of $e_{L}, e_{R}$, and $e_{L} e_{R}$, we have the order parameters

$$
\begin{equation*}
S_{e_{L}}(i, j)=\sigma_{i, L}^{z} \sigma_{j, L}^{z}, \quad S_{e_{R}}(i, j)=\sigma_{i, R}^{z} \sigma_{j, R}^{z}, S_{e_{L} e_{R}}(i, j)=\sigma_{i, L}^{z} \sigma_{i, R}^{z} \sigma_{j, L}^{z} \sigma_{j, R}^{z} \tag{192}
\end{equation*}
$$

A non-zero vacuum expectation-value for these operators for $|i-j| \rightarrow \infty$ implies long-range spin-spin correlations and thus long-range order. Since these operators are bi-local, the property of cluster decomposition of correlation functions induces genuinely local order parameters. Thus the local order parameters $\sigma_{i, L}^{z}, \sigma_{i, R}^{z}$ and $\sigma_{i, L}^{z} \sigma_{i, R}^{z}$ can be used to detect the spontaneous symmetry-breaking. Holographically, the condensation of electric excitations, imply that the corresponding symmetry is broken. Similarly, the condensation of $m_{L}, m_{R}$, and $m_{L} m_{R}$ are detected by the condensation of the following string operators

$$
\begin{equation*}
S_{m_{L}}(i, j)=\prod_{k=i}^{j} \sigma_{k, L}^{x}, \quad S_{m_{R}}(i, j)=\prod_{k=i}^{j} \sigma_{k, R}^{x}, S_{m_{L} m_{R}}(i, j)=\prod_{k=i}^{j} \sigma_{k, L}^{x} \sigma_{k, R}^{x} \tag{193}
\end{equation*}
$$

These are the disorder parameters, relative to the spin order parameters in (192). Thus the condensation of magnetic excitations imply that the corresponding symmetry is unbroken. Finally, the condensation of the dyons $e_{L} m_{R}$ and $m_{L} e_{R}$ for the gapped phase $\mathcal{L}_{5}$ can be detected by

$$
\begin{align*}
& S_{e_{L} m_{R}}(i, j)=\sigma_{i, L}^{z}\left(\bigotimes_{k=i+1}^{j} \sigma_{k, R}^{x}\right) \sigma_{j, L}^{z} \\
& S_{m_{L} e_{R}}(i, j)=\sigma_{i, R}^{z}\left(\bigotimes_{k=i}^{j-1} \sigma_{k, L}^{x}\right) \sigma_{j, R}^{z} \tag{194}
\end{align*}
$$

These are the non-local string order-parameters for SPT phases [66, 204, 205]. Thus the condensation of dyonic excitations (for Lagrangian subgroups that are generated by dyonic generators) implies that the corresponding phase is an SPT phase. We emphasize that all order parameters for all possible gapped phases naturally emerge out of the holographic construction.

The next question is: What are the fundamental excitations of a given gapped phase? For example, consider the gapped phase $\mathcal{L}_{1}$. In this phase, the anyons in $\mathcal{L}_{1}=\left\{1, e_{L}, e_{R}, e_{L} e_{R}\right\}$ are condensed and become the order parameters (192), as explained above. On the other hand, it costs finite energy to create anyons that are confined on the boundary and thus such confined anyons correspond to excitations. However, any two anyon that differ by a condensed anyon correspond to identical boundary excitations. The equivalence classes of boundary excitations are thus given by

$$
\begin{align*}
\phi_{1}^{\mathrm{SSB}} & =\left\{1, e_{L}, e_{R}, e_{L} e_{R}\right\}, \\
\phi_{m_{L}}^{\text {SSB }} & =\left\{m_{L}, m_{L} e_{L}, m_{L} e_{R}, m_{L} e_{L} e_{R}\right\}, \\
\phi_{m_{R}}^{\text {SSB }} & =\left\{m_{R}, m_{R} e_{L}, m_{R} e_{R}, m_{R} e_{L} e_{R}\right\},  \tag{195}\\
\phi_{m_{L} m_{R}}^{\mathrm{SSB}} & =\left\{m_{L} m_{R}, m_{L} m_{R} e_{L}, m_{L} m_{R} e_{R}, m_{L} m_{R} e_{L} e_{R}\right\} .
\end{align*}
$$

Together $\phi_{1}^{\text {SSB }}, \phi_{m_{L}}^{\text {SSB }}, \phi_{m_{R}}^{\text {SSB }}$ and $\phi_{m_{L} m_{R}}^{\text {SSS }}$ are the objects of the category of excitations $V^{\text {ec }}{ }_{\mathbb{Z}_{2} \times \mathbb{Z}_{2}}$ within the gapped phase corresponding $\mathcal{L}_{1}$. Physically, these excitations are nothing but string operators (193) corresponding to $m_{L}, m_{R}$ and $m_{L} m_{R}$, i.e., the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry operators restricted to a finite segment. Since the ground-state spontaneously breaks the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry, these symmetry operators create domain-walls which are the familiar excitations within this phase. Similarly, the fundamental excitations within other gapped phases $\mathcal{L}_{i}$ can be obtained straightforwardly.

## The minimal Hamiltonian and its phase diagram

A minimal Hamiltonian capable of accessing all the gapped phases arising within $\mathbb{Z}_{2}^{2}$ symmetric quantum systems is obtained as a sum of the six fixed point Hamiltonians given in (191)

$$
\begin{equation*}
H(\lambda)=\sum_{a=1}^{6} \lambda_{a} H_{a} . \tag{196}
\end{equation*}
$$

The phase diagram of this model is parameterized by six real parameters $\lambda_{1}, \cdots, \lambda_{6}$. We can develop an understanding of the topology of the phase diagram as well as the nature of transitions realized by using dualities inherited from the 0-form symmetry group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ of the corresponding topological order.

The action of the duality group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$, can be conveniently understood by partitioning the set of gapped phases into 2 disjoint subsets with Lagrangian subgroups $T_{1}=\left\{\mathcal{L}_{2}, \mathcal{L}_{3}, \mathcal{L}_{4}\right\}$ and $T_{2}=\left\{\mathcal{L}_{1}, \mathcal{L}_{5}, \mathcal{L}_{6}\right\}$. The first $S_{3}$ subgroup, generated by $h_{i}, i=1,2,3$ (182), acts as the permutation of the three Lagrangian subgroups in $T_{1}$ while leaving the Lagrangian subgroups in $T_{2}$ invariant. The second $S_{3}$ subgroup, generated by $k_{i}, i=1,2,3$ (182), acts as the permutation of the three Lagrangian subgroups in $T_{2}$ while leaving the Lagrangian subgroups in $T_{1}$ invariant.

Finally, the transformation $\sigma_{L}$, which generates a $\mathbb{Z}_{2}$ subgroup of $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$, acts via an outer automorphism on $S_{3} \times S_{3}$, which exchanges the two copies of $S_{3}$. Naturally it also acts by exchanging the two sets of gapped phases,

$$
\begin{equation*}
\mathcal{L}_{1} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{2}, \quad \mathcal{L}_{5} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{4}, \quad \mathcal{L}_{6} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{3} . \tag{197}
\end{equation*}
$$

From this,we see that the action of the duality group on the set of Lagrangian subgroups is geometrically the symmetries of two triangles (See Figure 15). One might wonder whether this abstract symmetry reflects a geometrical structure within the phase diagram. As discussed previously, these symmetries act on the set of anyons which induces an action on operators in the spin chain (64). In particular, the fixed-point Hamiltonians transform as their corresponding Lagrangian subgroups which in turn induces a permutation of coupling constants $\lambda_{a}$ in (196).


Figure 15: Duality mapping between different gapped phases. The gapped phases labelled by Lagrangian subgroups in the set $T_{2}=\left\{\mathcal{L}_{1}, \mathcal{L}_{5}, \mathcal{L}_{6}\right\}$ and $T_{1}=\left\{\mathcal{L}_{2}, \mathcal{L}_{3}, \mathcal{L}_{4}\right\}$ transform under duality subgroup $S_{3}=\left\langle k_{1}, k_{2}, k_{3}\right\rangle$ (depicted in solid lines) and $S_{3}=\left\langle h_{1}, h_{2}, h_{3}\right\rangle$ (depicted in dashed lines) respectively. The order two duality generator $\sigma_{L}$ maps between the two sets.

In summary, the dualities of the Hamiltonian (196) for a fixed set of parameters $\lambda_{a}$ are as follows: There is a dual Hamiltonian for (1) any permutation of $\left\{\lambda_{2}, \lambda_{3}, \lambda_{4}\right\}$, (2) any permutation of $\left\{\lambda_{1}, \lambda_{5}, \lambda_{6}\right\}$, and (3) any mapping of parameters between these sets. Since a six-dimensional phase diagram is hard to visualize, we will break it down to interesting subspaces. Let us focus on the three phases in $T_{1}$ by setting $\lambda_{1}=\lambda_{5}=\lambda_{6}=0$,

$$
\begin{equation*}
H_{T_{1}}\left(\lambda_{2}, \lambda_{3}, \lambda_{4}\right)=\lambda_{2} H_{2}+\lambda_{3} H_{3}+\lambda_{4} H_{4} . \tag{198}
\end{equation*}
$$

Here $H_{2}, H_{3}$, and $H_{4}$ are the fixed-point Hamiltonian for the partially spontaneously-broken phases corresponding to $\mathrm{H}=\mathbb{Z}_{2}^{L}, \mathrm{H}=\mathbb{Z}_{2}^{R}$, and $\mathrm{H}=\mathbb{Z}_{2}^{D}$ (see Table 1 and equation (191)).

This Hamiltonian is dual to any other Hamiltonian related by a permutation of its coefficients. Since the overall scaling of the Hamiltonian has no physical consequences, we can express $\lambda_{2}, \lambda_{3}$, and $\lambda_{4}$ in spherical coordinates [144]

$$
\begin{equation*}
\lambda_{2}=\sin \theta \cos \phi, \quad \lambda_{3}=\sin \theta \sin \phi, \quad \lambda_{4}=\cos \theta . \tag{199}
\end{equation*}
$$

For $(\theta, \phi)=(\pi / 2,0),(\theta, \phi)=(\pi / 2, \pi / 2)$, and $(\theta, \phi)=(0,0)$, we get the fixed-point (exactlysolvable) Hamiltonians for the gapped phases $\mathcal{L}_{2}, \mathcal{L}_{3}$, and $\mathcal{L}_{4}$, respectively. The quadrant of the sphere spanned by these three points has a particularly nice structure and is easiest visualized through projection of $(\theta, \phi)$ onto the plane $\lambda_{2}+\lambda_{3}+\lambda_{4}=1$. Any point on this triangle corresponds to a particular set of parameters in the Hamiltonian (198), its corners are the fixed-point Hamiltonians and symmetry of the triangle maps parameters $\lambda_{a}$ to dual parameters $\lambda_{a}^{\vee}$. We can use the properties of dualities described in Section 4 to sketch out a phase diagram. We assume that only the three gapped phases $\mathcal{L}_{2}, \mathcal{L}_{3}$, and $\mathcal{L}_{4}$ can appear in this $2 d$-slice of the phase diagram.

Dualities are a powerful tool to make non-perturbative statement which constrain the possible phase diagram. A possible way of reasoning using dualities is as follows ${ }^{18}$

1. The center of the triangle is self-dual under $S_{3} \times S_{3}$, thus it cannot be in any of the six gapped phases and must be a phase transition.

[^14]

Figure 16: Illustration of a triangle on the plane $\lambda_{2}+\lambda_{3}+\lambda_{4}=1$ and $\lambda_{1}=\lambda_{5}=\lambda_{6}=0$. The $S_{3}$ subgroup of dualities generated $h_{1}, h_{2}$, and $h_{3}$ acts on the Hamiltonains in this region as the symmetries of the triangle. The colored lines correspond to self-dual points under the various reflections while the red point is self-dual under the full $S_{3}$ subgroup.
2. Note that

$$
\begin{equation*}
H_{T_{1}}(1,1,0)=-\sum_{i}\left[\sigma_{i, L}^{x}+\sigma_{i, L}^{z} \sigma_{i+1, L}^{z}+\sigma_{i, R}^{x}+\sigma_{i, R}^{z} \sigma_{i+1, R}^{z}\right] \tag{200}
\end{equation*}
$$

is the Hamiltonian of the two decoupled copies of the critical Ising chain. Therefore, it is a second-order phase transition described by a conformal field theory with central charge $c=1$ and nine primary fields corresponding to pair-wise combinations of Ising primaries $\mathbb{I}$, $\epsilon$, and $\sigma$ with conformal weights $(0,0)$, $\left(\frac{1}{2}, \frac{1}{2}\right)$, and $\left(\frac{1}{16}, \frac{1}{16}\right)$, respectively. This corresponds to the point $\mathscr{C}_{23}$ in Figure 16. By duality, this point is mapped to the points $\mathscr{C}_{24}$ and $\mathscr{C}_{34}$. From the properties discussed in Section 4, these two other points must therefore also be critical with central charge $c=1$.
3. The corners of the triangle are fixed-point Hamiltonians and thus are guaranteed to be gapped. The line that goes from the $\mathcal{L}_{2}$ corner to $\mathscr{C}_{34}$ is self-dual under the reflection of the triangle that swaps $\mathcal{L}_{3}$ and $\mathcal{L}_{4}$. Due to this self-duality, only the gapped phase $\mathcal{L}_{2}$ or a phase-transition is allowed on this line. Repeating this argument for the other reflection-self-dual lines in Figure 16, it is reasonable to expect that the dashed parts of the lines are gapped while the solid parts are phase-transitions, either first-order or second-order.
4. At the $\operatorname{Ising}{ }^{2}$ transition $\mathscr{C}_{23}$, there exist a spinless marginal operator $\epsilon_{L} \epsilon_{R}$ with conformal weight $(1,1)$. Deforming the theory with this marginal operator

$$
\begin{equation*}
S(\lambda)=S_{\text {Ising }^{2}}+\lambda \int \mathrm{d}^{2} z \epsilon_{L}(z) \epsilon_{R}(z) \tag{201}
\end{equation*}
$$

it remains conformal and all scaling dimensions change continuously as long as the $\epsilon_{L} \epsilon_{R}$ perturbation remains marginal. On the spin-chain level, this corresponds to deforming the theory (200) from $\mathscr{C}_{23}$ towards the center of the triangle $\mathscr{C}_{234}$

$$
\begin{equation*}
H_{T_{1}}(1,1, \lambda)=H_{T_{1}}(1,1,0)-\lambda \sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i, R}^{z} \sigma_{i+1, L}^{z} \sigma_{i+1, R}^{z}+\sigma_{i, L}^{x} \sigma_{i, R}^{x}\right] \tag{202}
\end{equation*}
$$

Assuming that this line remains marginal until the center, the solid parts of the lines in Figure 16 must be critical with $c=1$.


Figure 17: Phase diagram on two different planes in the six-dimensional parameter space ( $T_{1}$ on the right and $T_{2}$ on the left). The edges of the triangles are gapped fixed points, the colored regions are gapped phases, while the red points and lines are $c=1$ critical transitions.

Note that the same arguments can be made for the triangle $T_{2}$, though the triangle now lives on the plane $\lambda_{2}=\lambda_{3}=\lambda_{4}=0$ within the six-dimensional phase-diagram

$$
\begin{equation*}
H_{T_{2}}\left(\lambda_{1}, \lambda_{5}, \lambda_{6}\right)=\lambda_{1} H_{1}+\lambda_{5} H_{5}+\lambda_{6} H_{6} . \tag{2203}
\end{equation*}
$$

A possible phase diagram based on these arguments is shown in Figure 17, where the red lines correspond to a critical line described by $c=1$ conformal field theories and the colored regions are the various gapped phases. The $\mathscr{C}_{56}$ transition corresponds to a critical point that goes beyond the Landau paradigm, since such a transition ought to be "Landau-forbidden" [ 206,207 ]. However, here the "Landau-allowed" and "Landau-forbidden" transitions appear on an equal footing. In particular, there is a duality-mapping between Ising ${ }^{2}$ transitions $\mathscr{C}_{16}$ or $\mathscr{C}_{23}$ to the topological criticality $\mathscr{C}_{56}$, which we will exploit to compute the exact conformal spectrum of this transition shortly.

So far, we have constructed a potential phase diagram on two different planes in sixdimensional parameter space. We can in principle go beyond this and explore other regions in the phase diagram. Dualities prove useful in this regard as well. Let us look at the known critical point $\mathscr{C}_{23}$. The only $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric relevant operators at this critical point are $\epsilon_{L}$ and $\epsilon_{R}$ both with conformal weight $\left(\frac{1}{2}, \frac{1}{2}\right)$, which can be thought of as energy-density operators of the form

$$
\begin{align*}
& \epsilon_{L} \sim \sigma_{i, L}^{z} \sigma_{i+1, L}^{z}-\sigma_{i, L}^{x}, \\
& \epsilon_{R} \sim \sigma_{i, R}^{z} \sigma_{i+1, R}^{z}-\sigma_{i, R}^{x} . \tag{204}
\end{align*}
$$

The relative sign comes from the fact that $\epsilon \rightarrow-\epsilon$ under Kramers-Wannier duality. Perturbing the $\mathscr{C}_{23}$ critical point (200) with these two relevant operators

$$
\begin{equation*}
H=H_{T_{1}}(1,1,0)+\delta_{L} \sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, L}^{z}-\sigma_{i, L}^{x}\right]+\delta_{R} \sum_{i}\left[\sigma_{i, R}^{z} \sigma_{i+1, R}^{z}-\sigma_{i, R}^{x}\right] \tag{205}
\end{equation*}
$$

we see that this flows to four different gapped phases; (1) $\operatorname{PSB}_{L}\left(\delta_{L}<0, \delta_{R}>0\right)$, (2) $\operatorname{PSB}_{R}$ ( $\delta_{L}>0, \delta_{R}<0$ ), (3) SSB ( $\delta_{L}>0, \delta_{R}>0$ ), (4) $\mathrm{SPT}_{0}\left(\delta_{L}<0, \delta_{R}<0\right)$. Thus, $\mathscr{C}_{23}$ is a multi-critical point between four phases and only the first two transitions lie on the plane. This analysis is done purely using decoupled Ising chains, but all other critical points related to $\mathscr{C}_{23}$ by duality, will also be multicritical points with two relevant operators. Therefore, the

(a)
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Figure 18: (a) The web of dualities of $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. Nodes correspond to gapped phases while lines denote the action of dualities on gapped phases. The highlighted red lines correspond to order-3 dualities, revealing the asymmetry amongst the six phases. (b) The visualization of order-4 dualities.
gapped phases of the two triangle meet in the region between the triangles. The structure of the region interpolating between triangles can be further constrained using dualities. For example, consider the following plane in (196)

$$
\begin{equation*}
H(\lambda, \tilde{\lambda}, \tilde{\lambda}, \tilde{\lambda}, \lambda, \lambda)=\lambda\left(H_{1}+H_{5}+H_{6}\right)+\tilde{\lambda}\left(H_{2}+H_{3}+H_{4}\right) . \tag{206}
\end{equation*}
$$

Since the overall scaling does not matter, without loss of generality, we will restrict ourselves to the line $\lambda+\tilde{\lambda}=1$. This line is self-dual under $S_{3} \times S_{3}$ and the center point $\lambda=\widetilde{\lambda}=\frac{1}{2}$ is self-dual under the full duality group $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$. Since no gapped phase is self-dual under these subgroups, the whole line must correspond to phase transitions. In particular, note that this line interpolates between the critical points $\mathscr{C}_{156}(\lambda=1, \widetilde{\lambda}=0)$ and $\mathscr{C}_{234}(\lambda=0, \widetilde{\lambda}=1)$. Therefore, the centers of the two triangles (see Figure 17) are connected by a critical line and the center of the line $\mathscr{C}_{123456}$ is a multi-critical point connecting all gapped phases (see Figure 19).

One might wonder whether there exist other $S_{3}$ subgroups of dualities permuting three different gapped phases and thus creating a similar structure in the phase diagram as in Figure 17. This possibility can be excluded by examining the web of dualities shown in Figure 18a where the action of dualities on the six gapped phases are illustrated by lines. The red lines correspond to order-3 group elements, from which, it is clear that any other $S_{3}$ subgroup connect the same sets of gapped phases.

In Figure 18b, we have illustrated the action of order-4 elements. These order-4 elements map between corners of one triangle and the corners of the other triangle, and thus establish connections between the triangles. They are part of $D_{4}$ subgroups of dualities which are symmetries of squares. One example is as follows

where $\mathcal{L}_{3}, \mathcal{L}_{4}, \mathcal{L}_{5}$, and $\mathcal{L}_{6}$ form a square. There exists a $D_{4}$ subgroup corresponding to the symmetries of this square ( $D_{4}$ contains two order 4 elements, pure rotation and reflectionrotation). The two other gapped boundaries just map onto each other under these $D_{4}$ dualites, thus no gapped phase is self-dual under these dualities. There are 18 order 4 dualities, corresponding to the 9 different possible squares we can form between the corners of the triangles.

We can use self-duality to find critical points between the two triangles. For example, consider these Hamiltonians that are self-dual under a $\mathbb{Z}_{2} \subset D_{4}$ that swap $i \leftrightarrow j$ corners between the two triangles

$$
\begin{equation*}
H_{i j}=H_{i}+H_{j}, \quad i=2,3,4, j=1,5,6 . \tag{208}
\end{equation*}
$$

In particular, consider $H_{21}$ which is nothing but a critical Ising chain with $c=\frac{1}{2}$ coupled to a trivially-gapped chain. Between any pair of gapped phases of the two triangles, there is a $c=\frac{1}{2}$ transition, self-dual under various $\mathbb{Z}_{2}$ dualites. One can think of the interpolation of the two triangles in Figure 17 in different ways. Consider $H_{36}$ and $H_{45}$ : There exists a plane with a triangle with the $c=\frac{1}{2}$ transitions $H_{36}$ and $H_{45}$ as two of the corners and $\mathscr{C}_{123456}$ its center. The last corner is gapped (the transition exists, but on a rotated plane). This plane can for example be parametrized using Hamiltonian (196) as

$$
\left(\begin{array}{c}
\lambda_{1}  \tag{209}\\
\lambda_{2} \\
\lambda_{3} \\
\lambda_{4} \\
\lambda_{5} \\
\lambda_{6}
\end{array}\right)=\left(\begin{array}{c}
a+b-1 \\
a+b-1 \\
a \\
a \\
b \\
b
\end{array}\right)
$$

where $(a, b)=(1,0)$ and $(a, b)=(0,1)$ are the two $c=\frac{1}{2}$ points and $(a, b)=(1,1)$ is $\mathscr{C}_{123456}$. The $c=1$ point $\mathscr{C}_{123456}$ is therefore surrounded by $c=\frac{1}{2}$ points, corresponding to various different interpolations between the two triangles in the six-dimensional space. See figure 19. Furthermore, there are also points that are self-dual under the full $D_{4}$ subgroup corresponding to the square formed by $i_{1}, i_{2}, j_{1}, j_{2}$

$$
H_{i_{1} i_{2}, j_{1} j_{2}}=H_{i_{1}}+H_{i_{2}}+H_{j_{1}}+H_{j_{2}}, \quad \begin{align*}
& i_{1}, i_{2}=2,3,4,  \tag{210}\\
& j_{1}, j_{2}=1,5,6 .
\end{align*}
$$

This critical point $\mathscr{C}_{3456}$ also lies on the plane (209) with $(a, b)=\left(\frac{1}{2}, \frac{1}{2}\right)$ (see Figure 19) and its central charge is $c=1$.

As discussed in section 3.8, self-dual Hamiltonians will have new emergent symmetries. For example, this implies that the gapped and gapless Hamiltonians along the self-dual lines in Figure 16 should have emergent symmetries. In particular, let us consider the line from $\mathscr{C}_{23}$ to $\mathscr{C}_{234}$ (the Hamiltonian in (202)), which is self-dual under $h_{3}$. This Hamiltonian is clearly symmetric under $\mathcal{U}_{L}=\prod_{i} \sigma_{i, L}^{x}, \mathcal{U}_{R}=\prod_{i} \sigma_{i, R}^{x}$, and $h_{3}$, which swaps the two chains. Together,


Figure 19: Sketch of critical lines in the six-dimensional parameter space for (196). All red lines correspond to $c=1$ conformal field theories. The lines on the left triangle are self-dual under the subgroup of dualities $\mathbb{Z}_{2} \times S_{3}$, generated by $h_{1}, h_{2}, h_{3}$ and one single $k_{i}$ (depending on line). The red lines on the right triangle are self-dual under $S_{3} \times \mathbb{Z}_{2}$, with $k$ and $h$ swapped. The line between the triangles correspond to (206) and is self-dual under $S_{3} \times S_{3}$ while the point $\mathscr{C}_{123456}$ is self-dual under the full duality group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$. This fully self-dual point is a multicritical point connecting all six gapped phases. The orange points are self-dual under $\mathbb{Z}_{2}$ subgroups that map between the triangles and correspond to $c=\frac{1}{2}$ transitions. There is such a transition in the six-dimensional parameter space between any two gapped phases belonging to different triangles. These $c=\frac{1}{2}$ transitions lie pairwise on triangles (dashed lines) around the fully self-dual point. Finally, the point $\mathscr{C}_{3456}$ is self-dual under the $D_{4}$ symmetry of the bottom square. This is a multi-critical point between four gapped phases. There are nine such critical points around $\mathscr{C}_{123456}$, corresponding to the different squares. Although it is not illustrated in the figure, the line connecting the bottom critical points of the two triangles through $\mathscr{C}_{3456}$ is also critical. Crossing the center triangles along different regions also lead to transitions.
these form the enhanced symmetry group $D_{4}$. Furthermore, the Hamiltonian is self-dual under $\sigma_{L} \sigma_{R}$, which is nothing but a simultaneous Kramers-Wannier duality on both chains. These further enhance the symmetries with non-invertible symmetries, as discussed in section 3.8. In fact, the specific Hamiltonian (202) is nothing but the Ashkin-Teller model where it is known to have $D_{4}$ global symmetry. For $\lambda \in[0,1]$, the model is in the universality class of the $c=1$ $\mathbb{Z}_{2}$-orbifold compact boson CFT with orbifold radius

$$
\begin{equation*}
R_{O}^{2}=\frac{\pi}{2}[\arccos (-\lambda)]^{-1} \tag{211}
\end{equation*}
$$

For $\lambda=0, R_{O}=1$, which corresponds to the Ising ${ }^{2}$ point [208], while $\lambda=1$ corresponds to $R_{O}=1 / \sqrt{2}$, known as the KT point.

Topological holography implies that there are many more emergent symmetries in these models. We will explore these emergent non-invertible symmetries further in [187].

## Numerical verification of phase diagram

So far, we have used dualities to construct a potential phase diagram for the minimal $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric lattice Hamiltonian. Since topological holography provides us with various tools such as order parameters for each gapped phase, we can numerically verify the proposed phase


Figure 20: Numerical calculation of correlation functions of (198) on the plane $\lambda_{2}+\lambda_{3}+\lambda_{4}=1\left(0 \leq \lambda_{i} \leq 1\right)$ using DMRG algorithm. The code was implemented in Julia using iTensor library [209]. The simulation was done on a spin chain with $N=2 \times 100$ spin- $\frac{1}{2}$ sites with open boundary conditions. In order to avoid cat states in spontaneously-broken phase due to finite-size effects, the symmetry was weakly-broken at the boundary using a small pinning field with strength $\eta<0.05$. In order to capture long-range correlations while avoiding boundary effects, we chose $|i-j|=\frac{1}{2} L$.
diagram. We have performed DMRG calculations on the Hamiltonian (196) and computed various order parameters on the planes of the triangles 17 . We numerically computed the three order parameters that can distinguish the three gapped phases of the triangle $T_{1}$ in Figure 17 and the results are shown in Figure 20. Each gapped phase has two order parameters but we only shown the simplest ones as they are enough to distinguish phases. The points on the triangles denote parameters of the Hamiltonian (198) on the plane $\lambda_{2}+\lambda_{3}+\lambda_{4}=1$, and the color denotes the value of correlation function. We clearly see that the order parameters associated to each gapped phase is equal to 1 (or non-zero) in the predicted gapped regions of Figure 17. From the point of view of topological order, the non-zero expectation values of the order parameters correspond to the condensation of various anyons in the Lagrangian subgroups for the given gapped phase.

Along the predicted gapless lines, there is faint silhouette in the numerical calculation of Figure 20. These are again consistent with the predictions as the DMRG algorithm converges slower near critical points. We further verify these critical lines by computing their entangle-


Figure 21: Numerical computation of the central charge along two different lines: (a) the line inside a triangle, from $\mathscr{C}_{23}(y=0)$ to the center of the triangle $\mathscr{C}_{234}$ $(y=1)$ and then a bit further out, and (2) the line between the centers of the two triangles $\mathscr{C}_{234}(x=-0.5)$ and $\mathscr{C}_{156}(x=0.5)$. The point $x=0$ is the fully self-dual point $\mathscr{C}_{123456}$. In the gapped regions near criticality we have $c=0$, but see a decay on these plots due to finite-size effects and slow convergence of the DMRG algorithm.
ment entropy and extracting their central charge using the Cardy Formula [210]

$$
\begin{equation*}
S_{L}(x)=\frac{c}{3}\left[\frac{L}{\pi} \sin \left(\frac{\pi x}{L}\right)\right]+C^{\prime} \tag{212}
\end{equation*}
$$

Here, $L$ is the length of the chain, $x$ is the entanglement cut, $c$ is the central charge, and $C^{\prime}$ is a non-universal constant. This formula holds for periodic boundary conditions. DMRG converges slower for periodic boundary conditions but for the computation of central charge, it is known to converge faster. We have computed the entanglement entropy along two lines: (1) from $\mathscr{C}_{23}$ to the center of the triangle $\mathscr{C}_{234}$ and then a bit further out, and (2) the line between the centers of the two triangles $\mathscr{C}_{234}$ and $\mathscr{C}_{156}$, as described below (206) (see figure 19). In Figure 21, the numerically-computed value of the central charge is shown along these two lines. We see that $c$ is equal to 1 to high level of accuracy, exactly in the regions predicted. As an example of how these values are extracted from entanglement entropy, the entropy of the fully $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$ self-dual point $\mathscr{C}_{123456}\left(\lambda=\widetilde{\lambda}=\frac{1}{2}\right.$ in (206)) is shown in figure 22 .


Figure 22: Numerical computation of entanglement entropy for the fully $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$ self-dual point (equation (206) for $\left.\lambda=\tilde{\lambda}\right)$, using DMRG. The spin-chain has $N=2 \times 80$ sites with periodic boundary conditions. When fitted to the function (212), we find the central charge $c \approx 1.0040$.

## Conformal spectrum of critical points

In the previous sections, using topological holography, we constructed a potential phase diagram and verified its gapped and critical regions numerically. In this section, we will further use the vast web of dualities to compute the full conformal spectra of various transitions.

Let us remind the reader of the logic of Section 4.3 in a simpler setting. The generalized twisted partition functions of the Hamiltonian (196) are given by

$$
\begin{align*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}}(\lambda) & =\operatorname{Tr}_{\mathcal{H}}\left(\mathcal{U}_{\mathrm{h}} e^{-\beta H_{\mathrm{g}}(\lambda)}\right) \\
& =\sum_{\alpha_{L}, \alpha_{R}=0}^{1} e^{i \pi\left[\alpha_{L} \mathrm{~h}_{L}+\alpha_{R} \mathrm{~h}_{R}\right]} \chi_{d=(\mathrm{g}, \alpha)}(\lambda), \tag{213}
\end{align*}
$$

where $\mathrm{g}=\left(\mathrm{g}_{L}, \mathrm{~g}_{R}\right)$ and $\mathrm{h}=\left(\mathrm{h}_{L}, \mathrm{~h}_{R}\right)$ are $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ elements corresponding to inserting a symmetry line-operator along time and space directions, respectively. $H_{\mathrm{g}}(\lambda)$ is the Hamiltonian with twisted boundary condition $g$ and $\mathcal{U}_{\mathrm{h}}$ is the symmetry operator. There is a sector for each bulk anyon $d=(\mathrm{g}, \alpha) \in \mathcal{A}$ corresponding to twisted boundary condition g and symmetry sector $\alpha$ and the spectrum in this sector is given by the character $\chi_{d}(\lambda)$. Under a duality $\sigma \in \mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$, the characters transform as

$$
\begin{equation*}
\chi_{d}(\lambda)=\operatorname{Tr}_{\mathcal{H}}\left[P_{\alpha} e^{-\beta H_{\mathrm{g}}(\lambda)}\right]=\operatorname{Tr}_{\mathcal{H}}\left[P_{\alpha^{\vee}} e^{-\beta H_{\mathrm{g}} \vee(\sigma \cdot \lambda)}\right]=\chi_{\sigma \cdot d}^{\vee}(\sigma \cdot \lambda) \tag{214}
\end{equation*}
$$

where $\sigma \cdot \lambda$ corresponds to the permuted parameters under duality. Therefore, knowing the spectrum in all twisted sectors at the point $\lambda$, we can compute the spectrum at the point $\sigma \cdot \lambda$ using dualities. Using this, we can also compute the partition function for the dual theory using (106) and (108).

Let us start with the critical point $\mathscr{C}_{16}$ between the ferromagnetic (fully-broken) and paramagnetic (unbroken) gapped phases which is described by two decoupled critical Ising chains. The generalized twisted partition functions of a single Ising CFT is given by [89, 193]

$$
\begin{array}{ll}
\mathcal{Z}_{0,0}^{\text {Ising }}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}+\left|\chi_{\frac{1}{16}}\right|^{2}, & \mathcal{Z}_{1,0}^{\text {Ising }}=\chi_{0} \bar{\chi}_{\frac{1}{2}}+\chi_{\frac{1}{2}} \bar{\chi}_{0}+\left|\chi_{\frac{1}{16}}\right|^{2}  \tag{215}\\
\mathcal{Z}_{0,1}^{\text {Ising }}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}-\left|\chi_{\frac{1}{16}}\right|^{2}, & \mathcal{Z}_{1,1}^{\text {Ising }}=\left|\chi_{\frac{1}{16}}\right|^{2}-\chi_{0} \bar{\chi}_{\frac{1}{2}}-\chi_{\frac{1}{2}} \bar{\chi}_{0}
\end{array}
$$

and the $\mathbb{Z}_{2}$ characters in terms of the Virasoro characters are given by

$$
\begin{array}{ll}
\chi_{1}^{\text {Ising }}=\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}, & \chi_{e}^{\text {Ising }}=\left|\chi_{\frac{1}{16}}\right|^{2},  \tag{216}\\
\chi_{m}^{\text {Ising }}=\left|\chi_{\frac{1}{16}}\right|^{2}, & \chi_{e m}^{\text {Ising }}=\chi_{0} \bar{\chi}_{\frac{1}{2}}+\chi_{\frac{1}{2}} \bar{\chi}_{0} .
\end{array}
$$

The generalized twisted partition functions at $\mathscr{C}_{16}$ are thus given by

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}}\left(\mathscr{C}_{16}\right)=\mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~h}_{L}}^{\text {Ising }} \times \mathcal{Z}_{\mathrm{g}_{R}, \mathrm{~h}_{R}}^{\text {Ising }} \tag{217}
\end{equation*}
$$

Similarly, the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ characters can be written in terms of Virasoro characters as

$$
\begin{equation*}
\chi_{d=(\mathrm{g}, \alpha)}\left(\mathscr{C}_{16}\right)=\chi_{\mathrm{g}_{L}, \alpha_{L}}^{\mathrm{Ising}} \times \chi_{\mathrm{g}_{R}, \alpha_{R}}^{\mathrm{Ising}} \tag{218}
\end{equation*}
$$

The partition function and spectrum of any critical point related to $\mathscr{C}_{16}$ by duality can be readily computed using the above data.

To illustrate our approach, we use this transition and the duality maps $k_{2}$ and $k_{1}$ to obtain the universality classes of the $\mathscr{C}_{56}$ and $\mathscr{C}_{15}$ transitions, respectively (see Figure 17). Since the duality operation $k_{2}$ leaves $\mathcal{L}_{6}$ invariant and maps $\mathcal{L}_{1}$ and $\mathcal{L}_{5}$ into each other, it maps between $\mathscr{C}_{16}$ and $\mathscr{C}_{56}$. Similarly, $k_{1}$ leaves $\mathcal{L}_{1}$ invariant and maps $\mathcal{L}_{6}$ and $\mathcal{L}_{5}$ into each other, therefore
it maps $\mathscr{C}_{16}$ and $\mathscr{C}_{15}$ into each other. Denoting the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ characters at the transition $\mathscr{C}_{i j}$ as $\chi_{d}\left(\mathscr{C}_{i j}\right)$ with $d \in \mathcal{A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ we have the relations

$$
\begin{equation*}
\chi_{d}\left(\mathscr{C}_{56}\right)=\chi_{k_{2}(d)}\left(\mathscr{C}_{16}\right), \quad \chi_{d}\left(\mathscr{C}_{15}\right)=\chi_{k_{1}(d)}\left(\mathscr{C}_{16}\right) \tag{219}
\end{equation*}
$$

From (216), the characters of these two transitions can be be immediately read off. They take the following explicit form for the $\mathscr{C}_{56}$ transition

$$
\begin{align*}
\chi_{1}\left(\mathscr{C}_{56}\right) & =\chi_{1}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right)^{2} \\
\chi_{e_{L}}\left(\mathscr{C}_{56}\right) & =\chi_{e_{L} m_{R}}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{\frac{1}{16}}\right|^{2}\right)^{2} \\
\chi_{e_{R}}\left(\mathscr{C}_{56}\right) & =\chi_{e_{R} m_{L}}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{\frac{1}{16}}\right|^{2}\right)^{2}  \tag{220}\\
\chi_{m_{L}}\left(\mathscr{C}_{56}\right) & =\chi_{m_{L}}\left(\mathscr{C}_{16}\right)=\left|\chi_{\frac{1}{16}}\right|^{2}\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right), \\
\chi_{m_{R}}\left(\mathscr{C}_{56}\right) & =\chi_{m_{R}}\left(\mathscr{C}_{16}\right)=\left|\chi_{\frac{1}{16}}\right|^{2}\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right),
\end{align*}
$$

etc., and similarly for the $\mathscr{C}_{15}$ transition

$$
\begin{align*}
\chi_{1}\left(\mathscr{C}_{15}\right) & =\chi_{1}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right)^{2} \\
\chi_{e_{L}}\left(\mathscr{C}_{15}\right) & =\chi_{e_{L}}\left(\mathscr{C}_{16}\right)=\left|\chi_{\frac{1}{16}}\right|^{2}\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right) \\
\chi_{e_{R}}\left(\mathscr{C}_{15}\right) & =\chi_{e_{R}}\left(\mathscr{C}_{16}\right)=\left|\chi_{\frac{1}{16}}\right|^{2}\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\right)  \tag{221}\\
\chi_{m_{L}}\left(\mathscr{C}_{15}\right) & =\chi_{m_{L} e_{R}}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{\frac{1}{16}}\right|^{2}\right)^{2} \\
\chi_{m_{R}}\left(\mathscr{C}_{15}\right) & =\chi_{m_{R} e_{L}}\left(\mathscr{C}_{16}\right)=\left(\left|\chi_{\frac{1}{16}}\right|^{2}\right)^{2}
\end{align*}
$$

Note that the identity sector $\chi_{1}$ is invariant under all dualities since dualities descend from global symmetries of the $G$ topological gauge theory under which the identity (transparent) line operator always remains invariant. We can also explicitly compute the exact partition functions of these critical points using (106). For example, the partition function of the critical point $\mathscr{C}_{56}$ for, say, periodic boundary condition, is given by

$$
\begin{equation*}
\mathcal{Z}_{(0,0),(0,0)}\left(\mathscr{C}_{56}\right)=\frac{1}{4} \sum_{h_{h_{L}, h_{R}}}^{\alpha_{L}^{\prime}, \alpha_{R}^{\prime}}<(-1)^{-\alpha_{L}^{\prime} h_{L}-\alpha_{R}^{\prime} h_{R}} \mathcal{Z}_{\alpha_{R}^{\prime}, \alpha_{L}^{\prime}}^{\text {Ising }} \mathcal{Z}_{\mathrm{h}_{L}, \mathrm{~h}_{R}}^{\text {Ising }} \tag{222}
\end{equation*}
$$

Substituting Ising partition functions in terms of Virasoro characters, this expression gives

$$
\begin{equation*}
\mathcal{Z}_{(0,0),(0,0)}\left(\mathscr{C}_{56}\right)=\left|\chi_{0}\right|^{4}+\left|\chi_{\frac{1}{2}}\right|^{4}+2\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{2}}\right|^{2}+2\left|\chi_{\frac{1}{16}}\right|^{4}+\chi_{0}^{2} \bar{\chi}_{\frac{1}{2}}^{2}+2\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{2}}\right|^{2}+{\overline{\chi_{0}}}^{2} \chi_{\frac{1}{2}}^{2} \tag{223}
\end{equation*}
$$

Interestingly, $\mathscr{C}_{56}$ is a "Landau-forbidden" transition, corresponding to a topological criticality between trivial and non-trivial SPT phases. The full conformal spectrum, including information about which operator drives this transition was gained from the simple Ising CFT together with a duality.

The conformal spectrum of the topological transition $\mathscr{C}_{56}$ was recently computed in [207] using a lattice map specific to a spin-chain model. They found the following expression

$$
\begin{equation*}
\mathcal{Z}_{(0,0),(0,0)}^{\prime}\left(\mathscr{C}_{56}\right)=\frac{1}{2} \sum_{\mathrm{g}_{L}, \mathrm{~g}_{R}} \mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~g}_{R}}^{\text {Ising }} \mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~g}_{R}}^{\text {Ising }} \tag{224}
\end{equation*}
$$

Despite looking very different from (222), they are both exactly equal to (223). The reason two very different expression give rise to the same partition function is due to the fact that there are several dualities mapping $\mathscr{C}_{16}$ to $\mathscr{C}_{56}$. Note that the method used in [207] is specific to the model while our derivation is not model specific and is therefore applicable in a much


Figure 23: The figure shows a comparison between the analytically-computed conformal spectrum of the transition between the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric SPT and PM and the numerically-obtained spectrum for the Hamiltonian $H_{56}$ in (208) using exact diagonalization. All the numerics have been performed for spin chains of length $L=12$, i.e., spin-chains containing $24 \mathbb{Z}_{2}$-spins using the Python package QuSpin [211]. The subplots (a)-(d) correspond to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ eigensectors ( ++ ), ( -+ ), ( +- ) and ( -- ) and with periodic boundary conditions. Single and double degenerate states in the conformal towers are depicted using plus signs and squares respectively. For all other boundary conditions, the numerical and analytical results match as well.
wider context. Similarly, the conformal spectrum of the other transitions $\mathscr{C}_{i j}$ can be computed using our method.

In order to numerically verify the analytical results above, we use exact diagonalization of the Hamiltonian (196) at various critical points $\lambda=\lambda_{c}$ and assign a momentum to each eigenstate. As an example, the spectrum of the topological criticality $\mathscr{C}_{56}$, decomposed into different symmetry eigensectors, is shown in Figure 23. The crosses are the numerically-computed spectrum while the other points are the analytical results given in (220). As one can see, the two are in good agreement, even for relatively small system sizes. See Appendix. G for a comparison between the numerically obtained and theoretically predicted conformal spectrum at the $\mathscr{C}_{15}, \mathscr{C}_{34}$ and $\mathscr{C}_{24}$ transitions.

As discussed above, the spectrum along the Ashkin-Teller line is known to belong to the $c=1 \mathbb{Z}_{2}$-orbifold compact boson universality class at various compactification radii. The conformal spectrum of this CFT is given a U(1) current operator and vertex operators [208]. From this, we can again use dualities to find the conformal spectrum along any point of the critical lines in Figure 17.

## Beyond minimal $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ spin chain models

So far we have studied the minimal model, i.e., those containing operators subtended from the shortest possible strings, in quite some detail. Our construction, however, works for any $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric spin chain, since any such Hamiltonian is an element of the string operator algebra $\mathbb{S O A}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$. To illustrate this, it is instructive to briefly study the simplest nonminimal $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric Hamiltonians.

For simplicity, let us start with the following minimal Hamiltonian

$$
\begin{equation*}
H_{16}=-\sum_{\mu=L, R} \sum_{i}\left[S_{e_{\mu}}(i, i+1)+S_{m_{\mu}}(i)\right] \tag{225}
\end{equation*}
$$

which from (191) and (208) we see are two decoupled critical Ising chains. There are two simple extensions we could consider: (1) by using longer string operators or (2) the products of two minimal operators. Using these operators, let us consider two possible deformations of (225)

$$
\begin{align*}
\Delta H_{\mathrm{ANNNI}, \mu} & =-\sum_{i}\left[S_{e_{\mu}}(i, i+2)+S_{m_{\mu}}(i, i+1)\right] \\
& =-\sum_{i}\left[\sigma_{i, \mu}^{z} \sigma_{i+2, \mu}^{z}+\sigma_{i, \mu}^{x} \sigma_{i+1, \mu}^{x}\right] \\
\Delta H_{\mathrm{F}-\mathrm{O}^{\prime} \mathrm{B}, \mu} & =-\sum_{i}\left[S_{e_{\mu}}(i, i+1) S_{m_{\mu}}(i+2)+S_{m_{\mu}}(i) S_{e_{\mu}}(i, i+1)\right]  \tag{226}\\
& =-\sum_{i}\left[\sigma_{i, \mu}^{z} \sigma_{i+1, \mu}^{z} \sigma_{i+2, \mu}^{x}+\sigma_{i, \mu}^{x} \sigma_{i+1, \mu}^{z} \sigma_{i+2, \mu}^{z}\right]
\end{align*}
$$

where $\mu=L, R$. With these deformations, the model is still self-dual under electric-magnetic dualities and the two chains remain decoupled. These are the ANNNI and the Fendley-O'Brien models, respectively [194-197]. On a single chain, these models realize various interesting points such as the $c=7 / 10$ tri-critical Ising (TCI) universality class, a $c=3 / 2$ critical phase that realizes decoupled Ising and Luttinger Liquid phases as well as two and four-fold degenerate ground states [195]. Using these terms, $\mathscr{C}_{16}$ has a four-dimensional parameter space of deformations parametrized as

$$
\begin{equation*}
H_{16}^{\mathrm{def}}\left(\left\{t_{\mu}, s_{\mu}\right\}\right)=H_{16}+\sum_{\mu=L, R}\left(t_{\mu} \Delta H_{\mathrm{ANNNI}, \mu}+s_{\mu} \Delta H_{\mathrm{F}-\mathrm{O} \mathrm{~B}, \mu}\right) . \tag{227}
\end{equation*}
$$

This parameter space therefore contains interesting critical points, Lifshitz transitions, etc between the paramagnetic $\left(\mathrm{SPT}_{0}\right)$ and ferromagnetic (SSB) phases, realized as decoupled chains. Using dualities, we can find novel transitions between any other gapped phases. As an example, we can use the duality $k_{2}$ (see Figure 17), to obtain a four-dimensional space of deformations of the topological critical transition between $\mathrm{SPT}_{0}$ and $\mathrm{SPT}_{1} \mathscr{C}_{56}$. The dual Hamiltonian has the form

$$
\begin{equation*}
H_{56}^{\mathrm{def}}\left(\left\{t_{\mu}, s_{\mu}\right\}\right)=H_{56}+\sum_{\mu=L, R}\left[t_{\mu} \Delta H_{\mathrm{ANNNI}, \mu}^{\vee}+s_{\mu} \Delta H_{\mathrm{F}-\mathrm{O}^{\prime} \mathrm{B}, \mu}^{\vee}\right] \tag{228}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta H_{\mathrm{ANNNI}, L}^{\vee} & =-\sum_{i}\left[S_{e_{L} m_{R}}(i, i+2)+S_{m_{L}}(i, i+1)\right] \\
& =-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, R}^{x} \sigma_{i+2, L}^{z} \sigma_{i+2, R}^{x}+\sigma_{i, L}^{x} \sigma_{i+1, L}^{x}\right] \\
\Delta H_{\mathrm{ANNNI}, R}^{\vee} & =-\sum_{i}\left[S_{m_{L} e_{R}}(i, i+2)+S_{m_{R}}(i, i+1)\right] \\
& =-\sum_{i}\left[\sigma_{i, R}^{x} \sigma_{i+1, R}^{x}+\sigma_{i, L}^{x} \sigma_{i, R}^{z} \sigma_{i+1, L}^{x} \sigma_{i+2, R}^{z}\right]  \tag{229}\\
\Delta H_{\mathrm{F}-\mathrm{O} \mathrm{~B}, L}^{\vee} & =-\sum_{i}\left[S_{e_{L} m_{R}}(i, i+1) S_{m_{L}}(i+2)+S_{m_{L}}(i) S_{e_{L} m_{R}}(i+1, i+2)\right] \\
& =-\sum_{i}\left[\sigma_{i, L}^{z} \sigma_{i+1, L}^{z} \sigma_{1+1, R}^{x} \sigma_{i+2, L}^{x}+\sigma_{i, L}^{x} \sigma_{i+1, L}^{z} \sigma_{i+2, L}^{z} \sigma_{i+2, R}^{x}\right]
\end{align*}
$$

$$
\begin{aligned}
\Delta H_{\mathrm{F}-\mathrm{O}^{\prime}, R}^{\vee} & =-\sum_{i}\left[S_{m_{L} e_{R}}(i, i+1) S_{m_{R}}(i+2)+S_{m_{R}}(i) S_{m_{L} e_{R}}(i+1, i+2)\right] \\
& =-\sum_{i}\left[\sigma_{i, L}^{x} \sigma_{i, R}^{z} \sigma_{1+1, R}^{z} \sigma_{i+2, R}^{x}+\sigma_{i, R}^{x} \sigma_{i+1, L}^{x} \sigma_{i+1, R}^{z} \sigma_{i+2, R}^{z}\right]
\end{aligned}
$$

For any point $\left(t_{L}, t_{R}, s_{L}, s_{R}\right)$ corresponding to an interesting transition in (227), we can find a topological transition in (228). Among the interesting points, consider the doubled tri-critical Ising CFT at four different points

$$
\begin{equation*}
\left(t_{L}, t_{R}, s_{L}, s_{R}\right) \in\left\{\left(t^{*}, t^{*}, 0,0\right),\left(t^{*}, 0,0, s^{*}\right),\left(0, t^{*}, s^{*}, 0\right),\left(0,0, s^{*}, s^{*}\right)\right\} \tag{230}
\end{equation*}
$$

where $t^{*} \approx 246$ and $s^{*}=0.428$ [195, 196]. For the above parameters, the model (228) realizes (non-minimal) topological transitions between the trivial and non-trivial SPT phases with central charge $c=7 / 5$. The conformal spectrum (or partition function) in all the different $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ twisted sectors can readily be obtained using this duality. The conformal spectrum of this topological transition in a few example sectors are given by

$$
\begin{align*}
& \chi_{1}^{\vee}=\left(\chi_{1}^{\mathrm{TCI}}\right)^{2}=\left(\left|\chi_{0}\right|^{2}+\left|\chi_{1 / 10}\right|^{2}+\left|\chi_{\frac{3}{5}}\right|^{2}+\left|\chi_{\frac{3}{2}}\right|^{2}\right)^{2} \\
& \chi_{e_{L}}^{\vee}=\chi_{e}^{\mathrm{TCI}} \chi_{m}^{\mathrm{TCI}}=\left(\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}\right)^{2}, \\
& \chi_{e_{R}}^{\vee}=\chi_{e}^{\mathrm{TCI}} \chi_{m}^{\mathrm{TCI}}=\left(\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}\right)^{2}  \tag{231}\\
& \chi_{m_{L}}^{\vee}=\chi_{1}^{\mathrm{TCI}} \chi_{m}^{\mathrm{TCI}}=\left(\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}\right)\left(\left|\chi_{0}\right|^{2}+\left|\chi_{1 / 10}\right|^{2}+\left|\chi_{\frac{3}{5}}\right|^{2}+\left|\chi_{\frac{3}{2}}\right|^{2}\right), \\
& \chi_{m_{R}}^{\vee}=\chi_{1}^{\mathrm{TCI}} \chi_{m}^{\mathrm{TCI}}=\left(\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}\right)\left(\left|\chi_{0}\right|^{2}+\left|\chi_{1 / 10}\right|^{2}+\left|\chi_{\frac{3}{5}}\right|^{2}+\left|\chi_{\frac{3}{2}}\right|^{2}\right), \\
& \chi_{e_{L} e_{R}}^{\vee}=\left(\chi_{f}^{\mathrm{TCI}}\right)^{2}=\left(\chi_{\frac{6}{10}} \bar{\chi}_{\frac{1}{10}}+\chi_{\frac{1}{10}} \bar{\chi}_{\frac{6}{10}}+\chi_{\frac{3}{2}} \bar{\chi}_{0}+\chi_{0} \bar{\chi}_{\frac{3}{2}}\right)^{2} .
\end{align*}
$$

Similarly, we can also compute the exact partition functions of (228) at the non-minimal topological critical point. For example, for periodic boundary conditions we have

$$
\begin{align*}
\mathcal{Z}_{(0,0),(0,0)}^{\vee}= & \chi_{1}^{\vee}+\chi_{e_{L}}^{\vee}+\chi_{e_{R}}^{\vee}+\chi_{e_{L} e_{R}}^{\vee}, \\
= & \left(\left|\chi_{0}\right|^{2}+\left|\chi_{1 / 10}\right|^{2}+\left|\chi_{\frac{3}{5}}\right|^{2}+\left|\chi_{\frac{3}{2}}\right|^{2}\right)^{2}+2\left(\left|\chi_{\frac{3}{80}}\right|^{2}+\left|\chi_{\frac{7}{16}}\right|^{2}\right)^{2}  \tag{232}\\
& +\left(\chi_{\frac{6}{10}} \bar{\chi}_{\frac{1}{10}}+\chi_{\frac{1}{10}} \bar{\chi}_{\frac{6}{10}}+\chi_{\frac{3}{2}} \bar{\chi}_{0}+\chi_{0} \bar{\chi}_{\frac{3}{2}}\right)^{2} .
\end{align*}
$$

The conformal spectrum can be readily read. The theory has several relevant perturbations, some of these are responsible for driving the topological transition. Using topological holography, we can also find many other interesting transitions. More detailed study will be presented elsewhere.

## Gauging perspective

Having explored various aspects of the phase diagram of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum systems in some detail, we now shift directions towards interpreting the action of dualities in the partition functions in terms of (topological) gauging. First, we focus on the duality transformations $h_{i}$ which generate an $S_{3}$ subgroup (182) of the full duality group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$. Notably, the dualities $h_{i}$ map non-trivially between phases that are labelled by distinct $\mathbb{Z}_{2}$ subgroup (i.e. $\mathbb{Z}_{2}^{L}$, $\mathbb{Z}_{2}^{R}$, and $\mathbb{Z}_{2}^{D}$ ) of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ (see Table 1). These dualities originate from automorphisms of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, which form the group $S_{3}$. Twisted partition functions transform as follows under $h_{i}$ (see (106))

$$
\begin{align*}
& h_{1}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{L}, A_{L}+A_{R}\right], \\
& h_{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{L}+A_{R}, A_{R}\right],  \tag{233}\\
& h_{3}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{R}, A_{L}\right] .
\end{align*}
$$

where $A_{L}$ are $A_{R}$ are background $\mathbb{Z}_{2}$ gauge fields. It can be verified that these transforms form the group $S_{3}$ by choosing the two generators as $h_{3} h_{1}$ and $h_{2} . h_{3} h_{1}$ is an order-3 element, which acts as

$$
\begin{align*}
& \left(h_{3} h_{1}\right): \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{L}+A_{R}, A_{L}\right], \\
& \left(h_{3} h_{1}\right)^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{R}, A_{L}+A_{R}\right],  \tag{234}\\
& \left(h_{3} h_{1}\right)^{3}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{L}, A_{R}\right]
\end{align*}
$$

Similarly, $h_{2}$ is an order-2 element and the group relation $h_{2}\left(h_{3} h_{1}\right) h_{2}^{-1}=\left(h_{3} h_{1}\right)^{2}$ can also be explicitly verified. In order to construct the transformation of the twisted partition functions under the full group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$, we need the action of an additional element $\sigma_{L}$, which acts simply as electromagnetic or Kramers-Wannier duality on the layer labelled $L$

$$
\begin{equation*}
\sigma_{L}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}\right)\right|}} \sum_{A_{L}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{L}^{\vee}} \tag{235}
\end{equation*}
$$

The remaining operations corresponding to $k_{i} \in \mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ can be obtained by using the group relation $k_{i}=\sigma_{L} h_{i} \sigma_{L}^{-1}$. They take the explicit form

$$
\begin{align*}
& k_{1}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto Z^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{R}}, \\
& k_{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}^{2}\right)\right|}} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma}\left(A_{L}^{\vee}-A_{L}\right) \cup\left(A_{R}^{\vee}-A_{R}\right)},  \tag{236}\\
& k_{3}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}^{2}\right)\right|}} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{R}^{\vee}+A_{R} \cup A_{L}^{\vee}} .
\end{align*}
$$

The duality $k_{1}$ corresponds to modifying the partition function of the theory by a topological phase. This topological phase is precisely the response theory corresponding to a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ SPT. Therefore, $k_{1}$ can be physically interpreted as pasting a non-trivial SPT on the theory. The remaining dualities are gauging or orbifold like dualities. It can be shown that the transformations in (236) satisfy the group relations of $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$ (See Appendix F).

## $5.4 \mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric quantum spin chains

To examine a more complicated situation, we could consider $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$. However, this group is isomorphic to $\mathbb{Z}_{6}$, which has been explored in Section 5.2. Therefore, next we consider the example of $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$. As in the previous example, this symmetry group has a single fusion structure and many dualities. In fact, the order of the duality group is 1152, therefore this case belongs to the limit where topological holography is particularly powerful. In this section, we restrict ourselves to study very few details and a deeper analysis will appear elsewhere.

As usual, we consider a $2+1 d \mathbb{Z}_{3} \times \mathbb{Z}_{3}$ topological gauge theory whose line operators are labelled by elements in the group

$$
\begin{equation*}
\mathcal{A}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]=\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R} \times \operatorname{Rep}\left(\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}\right) \simeq \mathbb{Z}_{3}^{4} \simeq\left\langle m_{L}, m_{R}, e_{L}, e_{R}\right\rangle \tag{237}
\end{equation*}
$$

where the generators satisfy the following relations $e_{L}^{3}=m_{L}^{3}=e_{R}^{3}=m_{R}^{3}=1$.
Following the recipe detailed in Sec. 3.2, we obtain a $1+1 d$ quantum spin chain that provides a concrete realization of a $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric system. The Hilbert space of the spin chain decomposes into on-site Hilbert spaces

$$
\begin{equation*}
\mathcal{H}_{i}=\mathcal{H}_{i, L} \otimes \mathcal{H}_{i, R}, \quad \mathcal{H}_{i, L} \simeq \mathcal{H}_{i, R} \simeq \mathbb{C}^{3} \tag{238}
\end{equation*}
$$

Table 2: The Lagrangian subgroups for $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3} . \mathbb{Z}_{3}^{L}, \mathbb{Z}_{3}^{R}, \mathbb{Z}_{3}^{D}$, and $\mathbb{Z}_{3}^{A}$ are the left, right, diagonal, and anti-diagonal $\mathbb{Z}_{3}$ subgroups of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$, respectively. $\mathcal{L}_{i}$ for $i=6,7,8$ are the three gapped SPT states. The 2-cocycle is evaluated on the group elements $\mathrm{h}_{i}=\left(h_{i, L}, h_{i, R}\right) \in \mathrm{H}$ for $i=1,2$ and $\omega_{3}=e^{2 \pi i / 3}$.

| Lagrangian <br> subgroups | Generating <br> set | Image of $\Pi$ | H | $\psi\left(\mathrm{h}_{1}, \mathrm{~h}_{2}\right)$Gapped <br> phase |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{L}_{1}$ | $e_{L}, e_{R}$ | $1_{L}, 1_{R}$ | $\mathbb{I}$ | 1 | SSB |
| $\mathcal{L}_{2}$ | $m_{L}, e_{R}$ | $m_{L}$ | $\mathbb{Z}_{3}^{L}$ | 1 | $\mathrm{PSB}_{L}$ |
| $\mathcal{L}_{3}$ | $e_{L}, m_{R}$ | $m_{R}$ | $\mathbb{Z}_{3}^{R}$ | 1 | $\mathrm{PSB}_{R}$ |
| $\mathcal{L}_{4}$ | $e_{L} e_{R}^{2}, m_{L} m_{R}$ | $m_{L} m_{R}$ | $\mathbb{Z}_{3}^{D}$ | 1 | $\mathrm{PSB}_{D}$ |
| $\mathcal{L}_{5}$ | $e_{L} e_{R}, m_{L}^{2} m_{R}$ | $m_{L}^{2} m_{R}$ | $\mathbb{Z}_{3}^{A}$ | 1 | $\mathrm{PSB}_{A}$ |
| $\mathcal{L}_{6}$ | $m_{L}, m_{R}$ | $m_{L}, m_{R}$ | $\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}$ | 1 | $\mathrm{SPT}_{0}$ |
| $\mathcal{L}_{7}$ | $m_{L} e_{R}, e_{L}^{2} m_{R}$ | $m_{L}, m_{R}$ | $\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}$ | $\omega_{3}^{h_{1, L} h_{2, R}}$ | $\mathrm{SPT}_{1}$ |
| $\mathcal{L}_{8}$ | $m_{L} e_{R}^{2}, e_{L} m_{R}$ | $m_{L}, m_{R}$ | $\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}$ | $\omega_{3}^{2 h_{1, L} h_{2, R}}$ | $\mathrm{SPT}_{2}$ |

There is a natural action of generalized Pauli operators $\left(X_{i, L}, Z_{i, L}\right)$ on the on-site Hilbert space $\mathcal{H}_{i, L}$ which satisfy the $\mathbb{Z}_{3}$ clock and shift algebra in (162) with $N=3$. Similarly there is a set of operators $\left(X_{i, R}, Z_{i, R}\right)$ that act on $\mathcal{H}_{i, R}$ and satisfy an isomorphic algebra. The generators of $\mathcal{A}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]$ become the following operators when brought to the 1 D boundary (see (45) and (46))

$$
\begin{array}{ll}
e_{L} \longrightarrow Z_{i, L} Z_{i+1, L}^{\dagger}, & m_{L} \longrightarrow X_{i, L} \\
e_{R} \longrightarrow Z_{i, R} Z_{i+1, R}^{\dagger}, & m_{R} \longrightarrow X_{i, R} \tag{239}
\end{array}
$$

The global symmetry operator for $\mathrm{g}=\left(\mathrm{g}_{L}, \mathrm{~g}_{R}\right) \in \mathbb{Z}_{3} \times \mathbb{Z}_{3}$ has the form

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}}=\bigotimes_{i}\left(X_{i, L}\right)^{\mathrm{g}_{L}} \otimes\left(X_{i, R}\right)^{\mathrm{g}_{R}} \tag{240}
\end{equation*}
$$

## Gapped phases, order parameters, and excitations

There are 8 Lagrangian subgroups of $\mathcal{A}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]$, which correspond to 8 distinct gapped phases (see Table 2). Using the holographic correspondence in (239), we can construct the fixed-point Hamiltonians associated to each of the gapped phases in Table 2. The Hamiltonian associated to the SSB phase is given by ${ }^{19}$

$$
\begin{equation*}
H_{1}=-\sum_{i}\left[Z_{i, L} Z_{i+1, L}^{\dagger}+Z_{i, R} Z_{i+1, R}^{\dagger}\right]+\text { h.c. } \tag{241}
\end{equation*}
$$

The fixed-point Hamiltonians associated to the four possible partial symmetry-breaking phases are

$$
\begin{align*}
& H_{2}=-\sum_{i}\left[X_{i, L}+Z_{i, R} Z_{i+1, R}^{\dagger}\right]+\text { h.c. } \\
& H_{3}=-\sum_{i}\left[Z_{i, L} Z_{i+1, L}^{\dagger}+X_{i, R}\right]+\text { h.c. } \\
& H_{4}=-\sum_{i}\left[Z_{i, L} Z_{i, R}^{\dagger} Z_{i+1, L}^{\dagger} Z_{i+1, R}+X_{i, R} X_{i, R}\right]+\text { h.c. },  \tag{242}\\
& H_{5}=-\sum_{i}\left[Z_{i, L} Z_{i, R} Z_{i+1, L}^{\dagger} Z_{i+1, R}^{\dagger}+X_{i, L}^{\dagger} X_{i, R}\right]+\text { h.c. }
\end{align*}
$$

[^15]Finally, the fixed-point Hamiltonians of SPT phases are given by

$$
\begin{align*}
& H_{6}=-\sum_{i}\left[X_{i, L}+X_{i, R}\right]+\text { h.c. } \\
& H_{7}=-\sum_{i}\left[X_{i, L} Z_{i, R} Z_{i+1, R}^{\dagger}+Z_{i, L}^{\dagger} Z_{i+1, L} X_{i+1, R}\right]+\text { h.c. }  \tag{243}\\
& H_{8}=-\sum_{i}\left[X_{i, L} Z_{i, R}^{\dagger} Z_{i+1, R}+Z_{i, L} Z_{i+1, L}^{\dagger} X_{i+1, R}\right]+\text { h.c. }
\end{align*}
$$

These are all commuting fixed-point models, a fact that can be easily checked using the clock algebra (162).

As discussed in 3.4, the order parameter corresponding to the condensation of an anyon $d$ of a Lagrangian subgroup is given by the string operator $S_{d}(i, j)$ labeled by $d$, where $i$ and $j$ are the endpoints of the operator on the lattice. A non-zero expectation value for $S_{d}(i, j)$ in the limit $|i-j| \rightarrow \infty$ corresponds to a long-range ordered ground-state. The holographic perspective suggests that the condensation of charges $e_{L}, e_{R}, e_{L} e_{R}$, and $e_{L} e_{R}^{2}$ will be detected by the following string operators

$$
\begin{align*}
S_{e_{L}}(i, j) & =Z_{i, L} Z_{j, L}^{\dagger}, & S_{e_{R}}(i, j) & =Z_{i, R} Z_{j, R}^{\dagger} \\
S_{e_{L} e_{R}}(i, j) & =Z_{i, L} Z_{i, R} Z_{j, L}^{\dagger} Z_{j, R}^{\dagger}, & S_{e_{L} e_{R}^{2}}(i, j) & =Z_{i, L} Z_{i, R}^{\dagger} Z_{j, L}^{\dagger} Z_{j, R} \tag{244}
\end{align*}
$$

Alternatively, by cluster decomposition, the local order parameters $Z_{i, L}, Z_{i, R}, Z_{i, L} Z_{i, R}$ and $Z_{i, L} Z_{i, R}^{\dagger}$ can be used to detect the spontaneous symmetry-breaking to $\mathbb{Z}_{3}^{L}, \mathbb{Z}_{3}^{R}, \mathbb{Z}_{3}^{D}$, and $\mathbb{Z}_{3}^{A}$ symmetries in the ground state, respectively (see Table 2) Similarly, the condensation of fluxes $m_{L}, m_{R}$, $m_{L} m_{R}$, and $m_{L} m_{R}^{2}$ will be detected by the following string operators

$$
\begin{align*}
S_{m_{L}}(i, j) & =\prod_{k=i}^{j} X_{k, L}, & S_{m_{R}}(i, j) & =\prod_{k=i}^{j} X_{k, R}, \\
S_{m_{L} m_{R}}(i, j) & =\prod_{k=i}^{j} X_{k, L} X_{k, R}, & S_{m_{L} m_{R}^{2}}(i, j) & =\prod_{k=i}^{j} X_{k, L} X_{k, R}^{\dagger} \tag{245}
\end{align*}
$$

These are the disorder parameters and their condensation does not break any symmetry. Finally, we construct the string order-parameters corresponding to the condensation of dyonic generators of the Lagrangian subgroups. They are given by

$$
\begin{array}{ll}
S_{e_{L} m_{R}^{2}}(i, j)=Z_{i, L}\left(\bigotimes_{k=i+1}^{j} X_{k, R}^{\dagger}\right) Z_{j, L}^{\dagger}, & S_{m_{L} e_{R}}(i, j)=Z_{i, R}\left(\bigotimes_{k=i}^{j-1} X_{k, L}\right) Z_{j, R}^{\dagger}  \tag{246}\\
S_{e_{L} m_{R}}(i, j)=Z_{i, L}\left(\bigotimes_{k=i+1}^{j} X_{k, R}^{\dagger}\right) Z_{j, L}^{\dagger}, & S_{m_{L}^{2} e_{R}}(i, j)=Z_{i, R}\left(\bigotimes_{k=i}^{j-1} X_{k, L}^{\dagger}\right) Z_{j, R}^{\dagger}
\end{array}
$$

which detect SPT phases. Denoting the ground-state of the gapped phase $\mathcal{L}_{i}$ by $\left|G S_{\mathcal{L}_{i}}\right\rangle$, we have

$$
\lim _{\left|j_{1}-j_{2}\right| \rightarrow \infty}\left\langle\mathrm{GS}_{\mathcal{L}_{i}}\right| S_{d}\left(j_{1}, j_{2}\right)\left|\mathrm{GS}_{\mathcal{L}_{i}}\right\rangle=\left\{\begin{array}{cl}
\text { constant, } & \forall d \in \mathcal{L}_{i}  \tag{247}\\
0, & \forall d \neq \mathcal{L}_{i}
\end{array}\right.
$$

The fundamental excitations within each gapped phase that correspond to the set of confined anyons. Any two anyons that only differ by a condensed anyon create the same excitation and are thus identified. For example, consider the Lagrangian subgroup $\mathcal{L}_{6}$. It is be readily
checked that possible equivalence classes of excitations are given by ${ }^{20}$

$$
\begin{array}{ll}
\phi_{e_{L}}^{\mathrm{SPT}_{0}}=\left\langle e_{L} m_{L}, e_{L} m_{R}\right\rangle, & \phi_{e_{L}^{2}}^{\mathrm{SPT}_{0}}=\left\langle e_{L}^{2} m_{L}, e_{L}^{2} m_{R}\right\rangle, \\
\phi_{e_{R}}^{\mathrm{SPT}_{0}}=\left\langle e_{R} m_{L}, e_{R} m_{R}\right\rangle, & \phi_{e_{R}^{2}}^{\mathrm{SPT}_{0}}=\left\langle e_{R}^{2} m_{L}, e_{R}^{2} m_{R}\right\rangle,  \tag{248}\\
\phi_{e_{L} e_{R}}^{\mathrm{SPT}_{0}}=\left\langle e_{L} e_{R} m_{L}, e_{L} e_{R} m_{R}\right\rangle, & \phi_{e_{L}^{2} e_{R}}^{\mathrm{SPT}_{0}}=\left\langle e_{L}^{2} e_{R} m_{L}, e_{L}^{2} e_{R} m_{R}\right\rangle, \\
\phi_{e_{L} e_{R}^{2}}^{\mathrm{SPT}_{0}}=\left\langle e_{L} e_{R}^{2} m_{L}, e_{L} e_{R}^{2} m_{R}\right\rangle, & \phi_{e_{R}^{2} e_{R}^{2}}^{\mathrm{ST}_{0}}=\left\langle e_{R}^{2} e_{R}^{2} m_{L}, e_{R}^{2} e_{R}^{2} m_{R}\right\rangle,
\end{array}
$$

which together with the trivial $\phi_{1}^{\mathrm{SPT}_{0}}=\left\langle m_{L}, m_{R}\right\rangle$ form the object of the category $\operatorname{Rep}\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right)$. The anyon in the subscript of each $\phi$ corresponds to the representative of the confined anyons and the corresponding string operators create fundamental excitations (domain wall) (see (244), (245), and (246)). Similar considerations determine the category of excitations associated to other gapped phases.

We thus see that the holographic perspective could easily determine various gapped phases, their order parameters, and excitations.

## Dualities, and their action on anyons and gapped phases

We now study the action of the duality group on the gapped phases. The duality group $\mathcal{G}$ [G] for $G=\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}$ has order 1152 and is isomorphic to the Weyl group of the exceptional Lie algebra $F_{4}$ (see App. B for details)

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{3}^{L} \times \mathbb{Z}_{3}^{R}\right]=W\left(F_{4}\right) \tag{249}
\end{equation*}
$$

The group is generated by $\left\{\sigma_{L}, h_{1}, h_{2}, k\right\}$. The generators act on the anyons and gapped phases as follows
(a) Universal dynamical dualities: These are classified by $H^{2}(G, U(1))=\mathbb{Z}_{3}$ and its actions on anyons is

$$
\begin{equation*}
k:\left\{m_{L} \mapsto m_{L} e_{R}^{2}, m_{R} \mapsto e_{L} m_{R}\right\} \tag{250}
\end{equation*}
$$

and its non-trivial action on gapped phases is

$$
\begin{equation*}
\mathcal{L}_{6} \xrightarrow{k} \mathcal{L}_{8} \xrightarrow{k} \mathcal{L}_{7} \xrightarrow{k} \mathcal{L}_{6} . \tag{251}
\end{equation*}
$$

This satisfies $k^{3}=1$. Physically, $k$ corresponds to a domain wall in the bulk with the $\mathrm{SPT}_{2}\left(\mathcal{L}_{8}\right)$ phase. The duality above is just stacking of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ SPT phases.
(b) Universal kinematical dualities: These are related to $\operatorname{Aut}\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right)=\mathrm{GL}_{2}\left(\mathbb{F}_{3}\right)=Q_{8} \rtimes S_{3}$. Their actions on anyons are

$$
\begin{align*}
& h_{1}:\left\{m_{L} \mapsto m_{R}, m_{R} \mapsto m_{L}, e_{L} \mapsto e_{R}, e_{R} \mapsto e_{L}\right\}, \\
& h_{2}:\left\{m_{R} \mapsto m_{L} m_{R}, e_{L} \mapsto e_{L} e_{R}^{2}\right\} \tag{252}
\end{align*}
$$

and hence their nontrivial action on gapped phases are

$$
\begin{equation*}
\mathcal{L}_{2} \stackrel{h_{1}}{\longleftrightarrow} \mathcal{L}_{3}, \quad \mathcal{L}_{7} \stackrel{h_{1}}{\longleftrightarrow} \mathcal{L}_{8}, \mathcal{L}_{3} \xrightarrow{h_{2}} \mathcal{L}_{4} \xrightarrow{h_{2}} \mathcal{L}_{5} \xrightarrow{h_{2}} \mathcal{L}_{3} . \tag{253}
\end{equation*}
$$

They act on $k$ as $h_{1} k h_{1}^{-1}=k^{-1}$ and $h_{2} k h_{2}^{-1}=k$. Together, they generate

$$
\begin{equation*}
\left\langle k, h_{1}, h_{2}\right\rangle=\mathbb{Z}_{3} \rtimes \mathrm{GL}_{2}\left(\mathbb{F}_{3}\right) . \tag{254}
\end{equation*}
$$

[^16]

Figure 24: The action of the $S_{4}$ subgroup of dualities (258) and (259) on gapped boundaries can geometrically be thought of as the isometries of two regular tetrahedra as illustrated above. There is a duality/isometry for any permutation of the vertices within each tetrahedron.
(c) Partial electric-magnetic duality: The action on anyons is

$$
\begin{equation*}
\sigma_{L}:\left\{m_{L} \mapsto e_{L}, e_{L} \mapsto m_{L}\right\} \tag{255}
\end{equation*}
$$

and the mapping of gapped phases are

$$
\begin{equation*}
\mathcal{L}_{1} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{2}, \quad \mathcal{L}_{3} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{6}, \quad \mathcal{L}_{4} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{8}, \quad \mathcal{L}_{5} \stackrel{\sigma_{L}}{\longleftrightarrow} \mathcal{L}_{7} \tag{256}
\end{equation*}
$$

This satisfies $\sigma_{L}^{2}=1$ and generates a $\mathbb{Z}_{2}$ subgroup. Together, $\sigma_{L}, k, h_{1}$, and $h_{2}$ generate the full group $\mathcal{G}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]$. It is convenient to also define $\sigma_{R}=h_{1} \sigma_{L} h_{1}$.

## The minimal Hamiltonian and its phase diagram

Similar to the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ case, we consider the minimal Hamiltonian containing all gapped phases and many interesting transitions of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric theories. This is given by

$$
\begin{equation*}
H=\sum_{a=1}^{8} t_{a} H_{a}, \quad t_{a} \in \mathbb{R} \tag{257}
\end{equation*}
$$

where each term is given in (241), (242), and (243). There are many other interesting models one could write using the minimal string operators, but for this example we will restrict ourselves to this simple model. Furthermore, we only make a few observations about the phase-diagram, and a more detailed analysis will appear elsewhere.

The duality group contains many interesting subgroups, one particularly interesting subgroup is generated by the dualities

$$
\begin{align*}
a & :\left\{m_{L} \mapsto m_{R}^{2}, m_{R} \mapsto m_{L}^{2}, e_{L} \mapsto e_{R}^{2}, e_{R} \mapsto e_{L}^{2}\right\}, \\
\sigma_{L} \sigma_{R} & :\left\{m_{L} \mapsto e_{L}, m_{R} \mapsto e_{R}, e_{L} \mapsto m_{L}, e_{R} \mapsto m_{R}\right\}  \tag{258}\\
b & :\left\{m_{L} \mapsto m_{R}, m_{R} \mapsto m_{L}^{2} m_{R}^{2}, e_{L} \mapsto m_{L}^{2} e_{L}^{2} m_{R}^{2} e_{R}, e_{R} \mapsto e_{L}^{2} m_{R}^{2}\right\}
\end{align*}
$$

These generate the group of permutations of four objects

$$
\begin{equation*}
\left\langle a, \sigma_{L} \sigma_{R}, b\right\rangle=S_{4} \subset \mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right] \tag{259}
\end{equation*}
$$

The action of this group on Lagrangian subgroups give rise to two orbits

$$
\begin{equation*}
\operatorname{Orb}_{1}=\left\{\mathcal{L}_{1}, \mathcal{L}_{6}, \mathcal{L}_{7}, \mathcal{L}_{8}\right\}, \quad \operatorname{Orb}_{2}=\left\{\mathcal{L}_{2}, \mathcal{L}_{3}, \mathcal{L}_{4}, \mathcal{L}_{5}\right\} \tag{260}
\end{equation*}
$$

and the action of each group element is to permute the gapped phases within these two sets. Note that the second orbit consists of all gapped phases in which $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry partially breaks down to $\mathbb{Z}_{3}$ while the first orbit consists of the SSB phase and all the unbroken (SPT) phases (see Table 2). Geometrically, $S_{4}$ is the isometry group of the regular tetrahedron and each gapped phases can be thought of as a vertex of a tetrahedron (see Figure 24). In order to realize these abstract tetrahedra in the 8 -dimensional phase diagram, consider the restrictions of (257) to the two different 4-dimensional subspaces

$$
\begin{align*}
& H_{\mathrm{Orb}_{1}}=t_{1} H_{1}+t_{6} H_{6}+t_{7} H_{7}+t_{8} H_{8}  \tag{261}\\
& H_{\mathrm{Orb}_{2}}=t_{2} H_{2}+t_{3} H_{3}+t_{4} H_{4}+t_{5} H_{5}
\end{align*}
$$

In (259), there is a duality for any possible permutation of the four parameters in these two Hamiltonians. Since the discussion is the same, we will restrict ourselves to the first Hamiltonian $H_{\text {Orb }_{1}}$. The overall scale does not matter, and without loss of generality, we can restrict ourselves to the 3-dimensional subspace

$$
\begin{equation*}
t_{1}+t_{6}+t_{7}+t_{8}=1 \tag{262}
\end{equation*}
$$

This is exactly a tetrahedron with the the four fixed-point Hamiltonians at its vertices $\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=(1,0,0,0),\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=(0,1,0,0)$, etc. Using similar arguments and assumptions that led to Figure 17, we can construct the simplest possible phase-diagram for $H_{\text {Orb }_{1}}$, as can be seen in Figure 25.

One way to argue for such a phase diagram is as follows. Since $S_{4}$ dualities act on the tetrahedron parameterizing $H_{\mathrm{Orb}_{1}}$ as its isometries, they naturally induce maps on any point in the tetrahedron. The blue vertices are fixed-point Hamiltonians $H_{1}, H_{6}, H_{7}$, and $H_{8}$. The center of the tetrahedron is self-dual under $S_{4}$ and therefore has to be a transition since no Lagrangian subgroup is self-dual under $S_{4}$. Now consider the subgroup $S_{3} \subset S_{4}$ corresponding to all permutations of $t_{6}, t_{7}$, and $t_{8}$ that leave $t_{1}$ invariant. The Hamiltonians on the self-dual line must either be transitions ${ }^{21}$ or in the gapped phase $\mathcal{L}_{1}$ (assuming that $\mathcal{L}_{1}, \mathcal{L}_{6}, \mathcal{L}_{7}$, and $\mathcal{L}_{8}$ are the only gapped phases in this tetrahedron). Starting from the fixed-point Hamiltonian $H_{1}$, we can move along the self-dual line. Assuming that the Hamiltonians remain in the same phase $\mathcal{L}_{1}$, a transition must occur when we reach the $S_{4}$ self-dual point in the center. Also, consider the $\mathbb{Z}_{2}$ subgroup swapping $\mathcal{L}_{7}$ and $\mathcal{L}_{8}$, the plane of reflection is $\mathbb{Z}_{2}$ self-dual and similar arguments can be used. Repeating this logic for all the subgroups of $S_{4}$, the minimal phase diagram is given by Figure 25. The blue points are the four gapped fixed-point Hamiltonians, the yellow regions are gapped phases, red dots, the green lines and red surfaces are transitions.

For some of the red points, we can make a slightly stronger statement. The red point at $\left(t_{1}, t_{6}, t_{7}, t_{8}\right)=(1,1,0,0)$ corresponds to two decoupled copies of critical 3 -state Potts model. This critical point is thus described by two copies of the $\mathbb{Z}_{3}$ parafermion CFT with $c=\frac{8}{5}$. Unlike the case of Ising ${ }^{2}$ CFT, this critical point does not have a marginal operator, therefore, we expect that the green lines and the red surface attached to it to be first-order transitions. All the critical points in the center of the edges (1-simplices) are dual to this point thus also critical with $c=\frac{8}{5}$. Remaining are the four red points at the center of the triangles ( 2 -simplices) that are self-dual under $S_{3}$ subgroups of $S_{4}$. Duality does not completely fix the type of transition but it seems reasonable to expect them to be critical.

It is important to note that dualities do not completely fix the phase diagram and we have to make a few assumptions to construct the phase diagram in Figure 25. More complicated scenarios are possible. However, by knowing the phase diagram only in a small corner of the tetrahedron is enough to completely determine the rest of the tetrahedron by dualities.

[^17]

Figure 25: A proposed phase diagram for the minimal $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ Hamiltonian at $t_{2}=t_{3}=t_{4}=t_{5}=0$. The two figures correspond to (different angles of) the subspace $t_{1}+t_{6}+t_{7}+t_{8}=1$ (or equivalently a quadrant of $S^{3} \subset \mathbb{R}^{4}$ ). The blue points are fixed-point Hamiltonians, the yellow regions are gapped phases, the green lines and red surfaces are expected to be first-order transitions while the red points are expected to be second-order transitions. The curve between the fixed-point Hamiltonians $H_{1}$ and $H_{6}$ is parameterized as (264).

As a preliminary numerical analysis, we have performed DMRG calculations of some order parameters along a simple curve. Since overall scaling of Hamiltonians does not matter, we can parameterize a three-sphere in four dimensions as

$$
\left(\begin{array}{l}
t_{1}  \tag{263}\\
t_{6} \\
t_{7} \\
t_{8}
\end{array}\right)=\left(\begin{array}{c}
\cos \phi_{1} \\
\cos \phi_{2} \sin \phi_{1} \\
\cos \phi_{3} \sin \phi_{1} \sin \phi_{2} \\
\sin \phi_{1} \sin \phi_{2} \sin \phi_{3}
\end{array}\right) .
$$

Consider the curve

$$
\left(\begin{array}{l}
\phi_{1}(s)  \tag{264}\\
\phi_{2}(s) \\
\phi_{3}(s)
\end{array}\right)=\frac{\pi}{2}\left(\begin{array}{c}
s \\
1-s \\
s
\end{array}\right)
$$

from $\mathcal{L}_{1}$ to $\mathcal{L}_{6}$ crossing our predicted transition surface at $s=\frac{2}{3}$ or $\phi_{1}=\frac{\pi}{3} \approx 1.0472$ (see Figure 25). The order parameter for the condensation of $e_{L}$ and $e_{R}$ on this curve is shown in Figure 26. Exactly at $\phi_{1}=\frac{\pi}{3}$, we see a sharp transition consistent with a first-order transition, as predicted. However, further numerical analysis is needed to confirm this more convincingly. We leave a more complete analysis of $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric models using topological holography for future work.

## Predictions of conformal spectra of nontrivial critical points

We will now briefly turn to the second application of topological holography of computing conformal spectrum of non-trivial transitions. Consider the topological phase transition $\mathscr{C}_{67}$


Figure 26: DMRG calculations of order parameters $\left\langle Z_{i}^{L}\right\rangle$ and $\left\langle Z_{i}^{R}\right\rangle$ detecting condensation of $e_{L}$ and $e_{R}$ along the curve (264). The calculation was performed for $N=2 \times 80 \mathbb{Z}_{3}$ spins for open boundary conditions. The transition happened at the expected point $\phi_{1}=\frac{\pi}{3} \approx 1.0472$.
between $\operatorname{SPT}_{0}\left(\mathcal{L}_{6}\right)$ and $\operatorname{SPT}_{1}\left(\mathcal{L}_{7}\right)$. The duality $\sigma_{L} h_{2}^{2} \sigma_{R} k^{2}$

$$
\begin{align*}
& \mathcal{L}_{1} \xrightarrow{k^{2}} \mathcal{L}_{1} \xrightarrow{\sigma_{R}} \mathcal{L}_{3} \xrightarrow{h_{2}^{2}} \mathcal{L}_{5} \xrightarrow{\sigma_{L}} \mathcal{L}_{7},  \tag{265}\\
& \mathcal{L}_{6} \xrightarrow{k^{2}} \mathcal{L}_{7} \xrightarrow{\sigma_{R}} \mathcal{L}_{4} \xrightarrow{h_{2}^{2}} \mathcal{L}_{3} \xrightarrow{\sigma_{L}} \mathcal{L}_{6},
\end{align*}
$$

maps $\mathscr{C}_{16}$, described by decoupled $\mathbb{Z}_{3}$ parafermion CFTs to the topological transitions $\mathscr{C}_{67}$

$$
\begin{equation*}
\mathscr{C}_{16} \xrightarrow{\sigma_{L} h_{2}^{2} \sigma_{R} k^{2}} \mathscr{C}_{67} \tag{266}
\end{equation*}
$$

Under this duality, we have

$$
\begin{equation*}
\left(\mathrm{g}_{L}, \alpha_{L}, \mathrm{~g}_{R}, \alpha_{R}\right) \xrightarrow{\sigma_{L} h_{2}^{2} \sigma_{R} k^{2}}\left(2 \mathrm{~g}_{R}+\alpha_{L}, 2 \alpha_{R},-2 \mathrm{~g}_{L}+\alpha_{R}, \alpha_{L}\right) . \tag{267}
\end{equation*}
$$

We can now use (110) to relate the dual twisted partition functions and the original ones $(\omega=\exp (2 \pi i / 3))$

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{\vee}=\frac{1}{9} \sum_{\substack{\mathrm{g}_{L}, \mathrm{~g}_{R} \\ \mathrm{~h}_{L}, \mathrm{~h}_{R}}} \omega\left[\left(\mathrm{~g}_{L}-2 \mathrm{~g}_{R}^{\vee}\right)\left(\mathrm{h}_{L}^{\vee}-2 \mathrm{~h}_{L}\right)+\left(\mathrm{g}_{R}+2 \mathrm{~g}_{L}^{\vee}\right)\left(\mathrm{h}_{R}^{\vee}-\mathrm{h}_{R}\right)\right]_{\mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~h}_{L}}^{3-\text { Para }} \mathcal{Z}_{\mathrm{g}_{R}, \mathrm{~h}_{R}}^{3-\text { Para }} . .} \tag{268}
\end{equation*}
$$

where $\mathcal{Z}_{\mathrm{g}, \mathrm{h}}^{3 \text {-Para }}$ are the twisted partition functions of $\mathbb{Z}_{3}$ parafermion CFT , $\mathcal{Z}^{\vee}=\mathcal{Z}\left(\mathscr{C}_{67}\right)$ and $\mathrm{g}^{\vee}=\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)$ and $\mathrm{h}^{\vee}=\left(\mathrm{h}_{L}^{\vee}, \mathrm{h}_{R}^{\vee}\right)$. As a concrete check, we can see that the partition function in the untwisted sector (periodic boundary conditions) is given by

$$
\begin{align*}
\mathcal{Z}_{(0,0)(0,0)}\left(\mathscr{C}_{67}\right)= & 4\left|\chi_{\frac{2}{3}}\right|^{4}+8\left|\chi_{\frac{1}{15}}\right|^{2}\left|\chi_{\frac{2}{3}}\right|^{2}+4 \chi_{0} \chi_{\frac{1}{15}} \chi_{\frac{2}{5}} \bar{\chi}_{\frac{2}{3}}+4 \chi_{\frac{2}{5}} \chi_{\frac{2}{3}} \bar{\chi}_{0} \chi_{\frac{1}{15}} \\
& +\left|\chi_{0}\right|^{4}+2\left|\chi_{\frac{2}{5}}\right|^{2}\left|\chi_{0}\right|^{2}+4\left|\chi_{\frac{2}{3}}\right|^{2}\left|\chi_{0}\right|^{2}+\left(2\left|\chi_{\frac{1}{15}}\right|^{2}+\left|\chi_{\frac{2}{5}}\right|^{2}\right)^{2} \tag{269}
\end{align*}
$$

Table 3: The spectrum of primary fields for topological transitions ( $\mathscr{C}_{67}, \mathscr{C}_{68}$, and $\mathscr{C}_{78}$ ) between $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ SPT phases for periodic boundary condition. With these boundary conditions, the spectrum and $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ transformation properties are the same for these three transitions.

| Topological criticality with no defect |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h+\bar{h}$ | 0 | $\frac{4}{15}$ | $\frac{4}{5}$ | $\frac{14}{15}$ | $\frac{8}{5}$ | $\frac{4}{3}$ | $\frac{8}{3}$ | $\frac{22}{15}$ | $\frac{17}{15}$ | $\frac{17}{15}$ |
| $h-\bar{h}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | +1 | -1 |
| multiplicity | 1 | 4 | 2 | 4 | 1 | 4 | 4 | 8 | 4 | 4 |
| $\left(\alpha_{L}, \alpha_{R}\right)$ | $(0,0)$ | $\begin{aligned} & (1,0)(0,1) \\ & (2,0)(0,2) \end{aligned}$ | $(0,0)$ | $\begin{aligned} & (1,1)(1,2) \\ & (2,1)(2,2) \end{aligned}$ | $(0,0)$ | $\begin{aligned} & (1,1)(1,2) \\ & (2,1)(2,2) \end{aligned}$ | $\begin{aligned} & (1,0)(0,1) \\ & (2,0)(0,2) \end{aligned}$ | $\begin{aligned} & (1,0)(0,1) \\ & (2,0)(0,2) \end{aligned}$ | $\begin{aligned} & (1,1)(1,2) \\ & (2,1)(2,2) \end{aligned}$ | $\begin{aligned} & (1,1)(1,2) \\ & (2,1)(2,2) \end{aligned}$ |

In [207], the spectrum of the topological transition $\mathscr{C}_{67}$ was obtained using a specific lattice mapping giving rise to a diagonal orbifold similar to (224). Our result (269) for periodic boundary condition reproduces the result of [207] (equation E.7). The spectrum of primary fields for this transition with periodic boundary condition is tabulated in Table 3. As can be seen in the table, there are three $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetric relevant operators, two with scaling dimension $\frac{4}{5}$ and one with scaling dimension $\frac{8}{5}$. Hence, this is a multicritical point between up to six different gapped phases. In [207], it was shown that one of the operators with scaling dimension $\frac{4}{5}$ is responsible for topological transition $\mathscr{C}_{67}$. Similar to the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, we expect that the other relevant operators flow to gapped phases in other tetrahedron (see Figure 24).

Similarly, we can obtain the other topological transitions. For example using the duality $\sigma_{R} h_{2}^{2} \sigma_{R}: \mathscr{C}_{16} \mapsto \mathscr{C}_{68}$, we find

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}\left(\mathscr{C}_{68}\right)=\frac{1}{9} \sum_{\substack{\mathrm{g}_{L}, \mathrm{~g}_{R} \\ \mathrm{~h}_{L}, \mathrm{~h}_{R}}} \omega\left[\left(\mathrm{~g}_{R}-\mathrm{g}_{R}^{\vee}\right)\left(\mathrm{h}_{L}^{\vee}-\mathrm{h}_{L}\right)+\left(\mathrm{g}_{L}+\mathrm{g}_{L}^{\vee}\right)\left(\mathrm{h}_{R}^{\vee}-2 \mathrm{~h}_{R}\right)\right]_{\mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~h}_{L}}^{3 \text {-Para }} \mathcal{Z}_{\mathrm{g}_{R}, \mathrm{~h}_{R}}^{3 \text {-Para }} . . . . ~} \tag{270}
\end{equation*}
$$

More transparently, using $k: \mathscr{C}_{67} \mapsto \mathscr{C}_{68}$ and $k^{2}: \mathscr{C}_{67} \mapsto \mathscr{C}_{78}$, we have

$$
\begin{align*}
& \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}\left(\mathscr{C}_{68}\right)=\omega^{\mathrm{g}_{L}^{\vee} \mathrm{h}_{R}^{\vee}-\mathrm{g}_{R}^{\vee} \mathrm{h}_{L}^{\vee} \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{3-\operatorname{Par}}\left(\mathscr{C}_{67}\right),}  \tag{271}\\
& \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}\left(\mathscr{C}_{78}\right)=\omega^{2\left(\mathrm{~g}_{L}^{\vee} \mathrm{h}_{R}^{\vee}-\mathrm{g}_{R}^{\vee} \mathrm{h}_{L}^{\vee}\right) \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}^{\vee}}^{3-\operatorname{Para}}\left(\mathscr{C}_{67}\right)} .
\end{align*}
$$

The phase factors are the topological partition functions for the SPT phase on the duality domain-wall labeled by $k$ and $k^{2}$. Both of these partition functions are equal to $\mathscr{C}_{67}$ in the untwisted sector (i.e. $\left.\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)=(0,0)\right)$ and one might consider these transition to belong to the same universality class, as has been pointed out in [207]. However, they differ in the twisted sectors due to the effect of the topological SPT phase. In other words, these CFTs have the same conformal spectra but in the twisted sectors the Virasoro primaries (and their descendants) transform differently under global $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry. Therefore, these CFTs belong to the same universality class if we only consider conformal symmetry but they belong to topologically-distinct universality classes if we also consider the global $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry. In Table 4, we have tabulated the conformal spectra of these three transitions with twisted boundary condition $\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)=(1,1)$. As can be seen, conformal spectra are identical but the transformation properties of fields under $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry are different, illustrating the topological-distinctness of these criticalities.

Table 4: The spectrum of primary fields for the topological criticalities $\mathscr{C}_{67}, \mathscr{C}_{68}$, and $\left.\mathscr{C}_{78}\right)$ with the twisted boundary condition $\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)=(1,1)$. These three critical points have the same conformal spectrum but the action of the global $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetries differs. As $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry-enriched CFTs, these criticalities are topologically distinct and belong to different universality classes.

| Topological criticalities ( $\left.\mathscr{C}_{67}, \mathscr{C}_{68}, \mathscr{C}_{78}\right)$ with defect $\mathcal{U}_{1,1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h+\bar{h}$ | $\frac{4}{15}$ | $\frac{14}{15}$ | $\frac{4}{3}$ | $\frac{22}{15}$ | $\frac{8}{3}$ | $\frac{2}{3}$ | $\frac{4}{5}$ | $\frac{22}{15}$ | $\frac{7}{15}$ | $\frac{3}{5}$ | $\frac{9}{5}$ | $\frac{19}{15}$ | $\frac{17}{15}$ | 2 |
| $h-\bar{h}$ | 0 | 0 | 0 | 0 | 0 | $\pm \frac{2}{3}$ | $\pm \frac{2}{3}$ | $\pm \frac{2}{3}$ | $\pm \frac{1}{3}$ | $\pm \frac{1}{3}$ | $\pm \frac{1}{3}$ | $\pm \frac{1}{3}$ | $\pm 1$ | $\pm \frac{2}{3}$ |
| multiplicity | 2 | 1 | 1 | 4 | 2 | 2 | 4 | 2 | 2 | 4 | 4 | 2 | 2 | 4 |
| $\left(\alpha_{L}, \alpha_{R}\right)_{\mathscr{C}_{67}}$ | $(0,0)$ $(2,1)$ | $(1,2)(1,2)$ |  | $(0,0)$ |  | $(0,1)$ | $(1,1)(0,2)$ |  | $(0,1)$ | $(1,1)(0,2)$ | $(1,1)(0,2)$ | $(0,1)$ | $(1,2)$ |  |
| $\left(a_{L}, a_{R}\right)_{667}$ | $(2,1)$ |  |  | $(2,1)$ | $(2,1)$ | $(2,0)$ | $(1,0)(2,2)$ | $(2,0)$ | $(2,0)$ | $(1,0)(2,2)$ | $(1,0)(2,2)$ | $(2,0)$ |  | $(1,0)(2,2)$ |
| $\left(\alpha_{L}, \alpha_{R}\right)^{\text {che }}$ | $(0,0)$ | $(2,1)(2,1)$ |  | $(0,0)$ | $(0,0)$ | $(1,0)$ | $(0,1)(1,1)$ | $(1,0)$ | $(1,0)$ | $(0,1)(1,1)$ | $(0,1)(1,1)$ | $(1,0)$ | $(2,1)$ | $\begin{aligned} & (0,1)(1,1) \\ & (2,0)(2,2) \end{aligned}$ |
| $\left(\alpha_{L}, \alpha_{R}\right)_{\mathscr{6}_{68}}$ | $(1,2)$ |  |  | $(1,2)$ | $(1,2)$ | $(0,2)$ | $(2,0)(2,2)$ | $(0,2)$ | $(0,2)$ | $(2,0)(2,2)$ | $(2,0)(2,2)$ | $(0,2)$ |  |  |
| $\left(\alpha_{L}, \alpha_{R}\right)_{6_{78}}$ | $(2,1)$ | $(0,0)$ | $(0,0)$ | $(2,1)$ | $(2,1)$ | $(1,1)$ | $(1,0)(0,1)$ | $(1,1)$ | $(1,1)$ | $(1,0)(0,1)$ | $(1,0)(0,1)$ | $(1,1)$ | $(0,0)$ | $\begin{aligned} & (1,0)(0,1) \\ & (2,0)(0,2) \end{aligned}$ |
|  | $(1,2)$ |  |  | $(1,2)$ | $(1,2)$ | $(2,2)$ | $(2,0)(0,2)$ | $(2,2)$ | $(2,2)$ | $(2,0)(0,2)$ | $(2,0)(0,2)$ | $(2,2)$ |  |  |

As another application, consider the duality $k: \mathscr{C}_{16} \mapsto \mathscr{C}_{18}$ and $k^{2}: \mathscr{C}_{16} \mapsto \mathscr{C}_{17}$. The corresponding Hamiltonian for transitions are

$$
\begin{align*}
& H\left(\mathscr{C}_{18}\right)=-\sum_{i}\left[Z_{i}^{L}\left(Z_{i+1}^{L}\right)^{2}+Z_{i}^{R}\left(Z_{i+1}^{R}\right)^{2}+Z_{i}^{L}\left(Z_{i+1}^{L}\right)^{2} X_{i+1}^{R}+\left(X_{i}^{L}\right)^{2} Z_{i}^{R}\left(Z_{i+1}^{R}\right)^{2}\right]+\text { h.c. } \\
& H\left(\mathscr{C}_{17}\right)=-\sum_{i}\left[Z_{i}^{L}\left(Z_{i+1}^{L}\right)^{2}+Z_{i}^{R}\left(Z_{i+1}^{R}\right)^{2}+Z_{i}^{L}\left(Z_{i+1}^{L}\right)^{2}\left(X_{i+1}^{R}\right)^{2}+X_{i}^{L} Z_{i}^{R}\left(Z_{i+1}^{R}\right)^{2}\right]+\text { h.c. } \tag{272}
\end{align*}
$$

These critical spin-chain models couple between the two chains and are in general complicated to analyze. However, using dualities at the level of partition functions, we can find their exact spectra

$$
\begin{align*}
& \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h} \vee}\left(\mathscr{C}_{18}\right)=\omega^{\mathrm{g}_{L}^{\vee} \mathrm{h}_{R}^{\vee}-\mathrm{g}_{R}^{\vee} \mathrm{h}_{L}^{\vee} \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h} \vee}\left(\mathscr{C}_{16}\right),}  \tag{273}\\
& \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}}\left(\mathscr{C}_{17}\right)=\omega^{2\left(\mathrm{~g}_{L}^{\vee} \mathrm{h}_{R}^{\vee}-\mathrm{g}_{R}^{\vee} \mathrm{h}_{L}^{\vee}\right) \mathcal{Z}_{\mathrm{g}^{\vee}, \mathrm{h}}\left(\mathscr{C}_{16}\right)} .
\end{align*}
$$

We again see that $\mathscr{C}_{16}, \mathscr{C}_{17}$, and $\mathscr{C}_{18}$ have identical partition functions for periodic boundary conditions (i.e. $\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)=(0,0)$ ). Naively, one would think that all these transitions are described by two decoupled $\mathbb{Z}_{3}$ parafermion universality class. However, we find that the partition functions do not match in all twisted sectors. In particular, the SPT twist can still be detected in the twisted sectors and therefore, these transitions can be distinguished. We call these criticalities topological spontaneous symmetry-breaking transitions. Using the language of [142], the $\mathscr{C}_{68}, \mathscr{C}_{78}, \mathscr{C}_{17}$ and $\mathscr{C}_{18}$ are nontrivial $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ symmetry-enriched CFTs. Similar to gapped SPT phases, they can be distinguished by their edge modes.

## Prediction of new nonconformal phase transitions

There has been convincing recent evidence based on numerical studies that the $\mathbb{Z}_{3}$ symmetric quantum spin systems (see (176) for $N=3$ ) in general with complex parameters ( $\lambda \in \mathbb{C}$ ) host generic, i.e., non-fine-tuned phase transitions with a dynamical critical exponent $z>1$ [212]. The low-energy description of such a transition is not given by a conventional conformal field theory. In fact, the example of the non-conformal transition realized in the $\mathbb{Z}_{3}$ spin chain is claimed to be the first such strongly-coupled, generic transition between gapped phases. Naturally, the $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ model also hosts decoupled doubled non-conformal transitions in the model

$$
\begin{equation*}
H=t_{1} H_{1}^{\text {non }-\mathrm{c}}+t_{2} H_{2}^{\text {non-c }} \tag{274}
\end{equation*}
$$

Table 5: The Lagrangian subgroups for $G=\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}$ and their various properties. $\mathbb{Z}_{2}^{D}$ and $\mathbb{Z}_{4}^{D}$ denote the "diagonal" subgroups, and $\mathbb{Z}_{2}^{(4)}$ denotes the $\mathbb{Z}_{2}$ subgroup of $\mathbb{Z}_{4}$. There are two classes of SPT states denoted as SPT ${ }^{(1)}$, protected by $\mathbb{Z}_{2} \times \mathbb{Z}_{2}^{(4)}$ symmetry, and SPT ${ }^{(2)}$, protected by $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}$ symmetry. Since $H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{4}, \mathrm{U}(1)\right) \simeq H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}, \mathrm{U}(1)\right) \simeq \mathbb{Z}_{2}$, each classes of SPT states contains two inequivalent phases denoted as $\mathrm{SPT}_{0}^{(1)}$ and $\mathrm{SPT}_{1}^{(1)}$ for the first class and $\mathrm{SPT}_{0}^{(2)}$ and $\mathrm{SPT}_{1}^{(2)}$ for the second class. The 2-cocycle is evaluated on the group elements $\mathrm{h}_{i}=\left(h_{i, L}, h_{i, R}\right) \in \mathrm{H}$ for $i=1,2$.

| Lagrangian <br> subgroups | Generating <br> set | Fusion <br> Structure | Image of $\Pi$ | H | $\psi\left(\mathrm{h}_{1}, \mathrm{~h}_{2}\right)$ | Gapped <br> phase |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{L}_{1}$ | $e_{L}, e_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $1_{L}, 1_{R}$ | $\mathbb{I}$ | 1 | SSB |
| $\mathcal{L}_{2}$ | $m_{L}, e_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{L}$ | $\mathbb{Z}_{2}^{L}$ | 1 | $\mathrm{PSB}_{L}$ |
| $\mathcal{L}_{3}$ | $e_{L}, m_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{R}$ | $\mathbb{Z}_{4}^{R}$ | 1 | $\mathrm{PSB}_{R}$ |
| $\mathcal{L}_{4}$ | $e_{L} e_{R}, m_{L} m_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{L} m_{R}^{2}$ | $\mathbb{Z}_{2}^{D}$ | 1 | $\mathrm{PSB}\left[\mathbb{Z}_{2}^{D}\right]$ |
| $\mathcal{L}_{5}$ | $e_{L}, e_{R}^{2}, m_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $m_{R}^{2}$ | $\mathbb{Z}_{2}^{(4)}$ | 1 | $\mathrm{PSB}\left[\mathbb{Z}_{2}^{(4)}\right]$ |
| $\mathcal{L}_{6}$ | $e_{L} e_{R}^{2}, m_{L} m_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{L} m_{R}$ | $\mathbb{Z}_{4}^{D}$ | 1 | $\mathrm{PSB}\left[\mathbb{Z}_{4}^{D}\right]$ |
| $\mathcal{L}_{7}$ | $m_{L}, e_{R}^{2}, m_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $m_{L}, m_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}^{(4)}$ | 1 | $\mathrm{SPT}_{0}^{(1)}$ |
| $\mathcal{L}_{8}$ | $e_{L} m_{R}^{2}, m_{L} e_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{L}, m_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}^{(4)}$ | $(-1)^{h_{1, L} h_{2, R}}$ | $\mathrm{SPT}_{1}^{(1)}$ |
| $\mathcal{L}_{9}$ | $m_{L}, m_{R}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{L}, m_{R}$ | $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}$ | 1 | $\mathrm{SPT}_{0}^{(2)}$ |
| $\mathcal{L}_{10}$ | $e_{L} m_{R}, m_{L} e_{R}^{2}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ | $m_{R}, m_{L}$ | $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}$ | $(-1)^{h_{1, L} h_{2, R}}$ | $\mathrm{SPT}_{1}^{(2)}$ |

where $H_{i}^{\text {non-c }}$ is a $\mathbb{Z}_{3}$-symmetric Hamiltonian at a non-conformal transition on the $i^{\text {th }}$ chain. Using the vast web of dualities and the decoupled Hamiltonian (274), we can in principle find many new non-trivial non-conformal transitions. These new transitions will generically couple the two chains and correspond to phase transitions between non-trivial, potentially topological, phases.

## $5.5 \mathbb{Z}_{2} \times \mathbb{Z}_{4}$ symmetric quantum spin chains

We now turn to the $\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}$ global symmetry. Even though this example mixes $\mathbb{Z}_{2}$ and $\mathbb{Z}_{4}$ symmetry, surprisingly there is a large duality group of order 128. This symmetry group has two different fusion structures. Although there is more than one fusion structure, this example still belongs to the limit where topological holography is powerful. A thorough analysis of the phase diagram of such models will appear elsewhere. In this example, we restrict ourselves to computing the conformal spectra of a few interesting phase transitions.

The group of excitations of the bulk theory is

$$
\begin{equation*}
\mathcal{A}=\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R} \times \operatorname{Rep}\left(\mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R}\right) \simeq \mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R} \times \mathbb{Z}_{2}^{L} \times \mathbb{Z}_{4}^{R} \simeq\left\langle e_{L}, m_{L}, e_{R}, m_{R}\right\rangle \tag{275}
\end{equation*}
$$

where the generators satisfy the following relations

$$
\begin{equation*}
e_{L}^{2}=m_{L}^{2}=1, \quad e_{R}^{4}=m_{R}^{4}=1 \tag{276}
\end{equation*}
$$

There are 10 Lagrangian subgroups/gapped phases as tabulated in Table 5. The Hilbert space of the corresponding spin chain is

$$
\begin{equation*}
\mathcal{H}=\bigotimes_{i \in \text { sites }} \mathbb{C}^{2} \otimes \mathbb{C}^{4} \tag{277}
\end{equation*}
$$

The symmetry operator

$$
\begin{equation*}
\mathcal{U}_{\mathrm{g}_{L}, \mathrm{~g}_{R}}=\bigotimes_{i}\left(\sigma_{i}^{x}\right)^{\mathrm{g}_{L}} \otimes X_{i}^{\mathrm{g}_{R}}, \quad \mathrm{~g}_{L}=0,1, \quad \mathrm{~g}_{R}=0,1,2,3 \tag{278}
\end{equation*}
$$

$X_{i}$ and $Z_{i}$ denote the $\mathbb{Z}_{4}$ generalizations of Pauli matrices. The spin-chain operators corresponding to the electric and magnetic bulk excitations are given by (see equation (46))

$$
\begin{align*}
& e_{L} \longrightarrow \sigma_{i}^{z} \sigma_{i+1}^{z}, \quad m_{L} \longrightarrow \sigma_{i}^{x}  \tag{279}\\
& e_{R} \longrightarrow Z_{i} Z_{i+1}^{3}, \quad m_{R} \longrightarrow X_{i}
\end{align*}
$$

Spin-chain operators for other dyons can be obtained similarly. The fixed-point Hamiltonians associated to each of the gapped phases can be obtained using (54). The Hamiltonian associated to the SSB phase is given by ${ }^{22}$

$$
\begin{equation*}
H_{1}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z}+Z_{i} Z_{i+1}^{3}\right]+\text { h.c. } \tag{280}
\end{equation*}
$$

The fixed-point Hamiltonians associated to the five possible partial symmetry-breaking phases are

$$
\begin{align*}
& H_{2}=-\sum_{i}\left[\sigma_{i}^{x}+Z_{i} Z_{i+1}^{3}\right]+\text { h.c. } \\
& H_{3}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z}+X_{i}\right]+\text { h.c. } \\
& H_{4}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z} Z_{i} Z_{i+1}^{3}+\sigma_{i}^{x} X_{i}^{2}\right]+\text { h.c. }  \tag{281}\\
& H_{5}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z}+Z_{i}^{2} Z_{i+1}^{2}+X_{i}^{2} X_{i+1}^{2}\right]+\text { h.c. } \\
& H_{6}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z} Z_{i}^{2} Z_{i+1}^{2}+\sigma_{i}^{x} X_{i}\right]+\text { h.c. }
\end{align*}
$$

The fixed-point Hamiltonians corresponding to $\mathbb{Z}_{2} \times \mathbb{Z}_{2}^{(4)}$ SPT phases are

$$
\begin{align*}
& H_{7}=-\sum_{i}\left[\sigma_{i}^{x}+Z_{i}^{2} Z_{i+1}^{2}+X_{i}^{2}\right]+\text { h.c. }  \tag{282}\\
& H_{8}=-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z} X_{i+1}^{2}+\sigma_{i}^{x} Z_{i} Z_{i+1}^{3}\right]+\text { h.c. }
\end{align*}
$$

while $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ SPT phases are

$$
\begin{align*}
H_{9} & =-\sum_{i}\left[\sigma_{i}^{x}+X_{i}\right]+\text { h.c. } \\
H_{10} & =-\sum_{i}\left[\sigma_{i}^{z} \sigma_{i+1}^{z} X_{i+1}+\sigma_{i}^{x} Z_{i}^{2} Z_{i+1}^{2}\right]+\text { h.c. } \tag{283}
\end{align*}
$$

Similar to the previous examples, one can study the phase diagram of the simplest minimal model $H=\sum_{a=1}^{10} t_{a} H_{a}$ using dualities. However, here we will confine ourselves to the study of few transitions.

The duality group is generated by partial electric-magnetic dualities, universal kinematical dualities (elements of $\operatorname{Aut}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{4}\right) \simeq D_{4}$ ), and universal dynamical dualities (elements of $\left.H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{4}, \mathrm{U}(1)\right) \simeq \mathbb{Z}_{2}\right)$. However, it turns out that the following three dualities generate the full duality group $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{4}\right]$

$$
\begin{align*}
\sigma_{L} & :\left\{m_{L} \mapsto e_{L}, e_{L} \mapsto m_{L}\right\} \\
\sigma_{R} & :\left\{m_{R} \mapsto e_{R}, e_{R} \mapsto m_{R}\right\}  \tag{284}\\
k & :\left\{m_{L} \mapsto m_{L} e_{R}^{2}, m_{R} \mapsto e_{L} m_{R}\right\}
\end{align*}
$$

[^18]Physically $k \in H^{2}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{4}, \mathrm{U}(1)\right)$ corresponds to a domain wall in the bulk with a $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ SPT phase. The duality group is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{4}\right]=\left(D_{4} \times D_{4}\right) \rtimes \mathbb{Z}_{2} \tag{285}
\end{equation*}
$$

The minimal transition $\mathscr{C}_{19}$ between $\mathcal{L}_{1}$ and $\mathcal{L}_{9}$ is given by decoupled copies of Ising and $\mathbb{Z}_{4}$ parafermion CFTs (see Appendix G for their twisted partition functions). Under the duality $k$, $\mathcal{L}_{1}$ is invariant while $\mathcal{L}_{9} \mapsto \mathcal{L}_{10}$ which maps $\mathscr{C}_{19}$ to the topological SSB transition $\mathscr{C}_{1,10}$. The twisted partition functions of $\mathscr{C}_{1,10}$ is given by the following orbifold

$$
\begin{equation*}
\mathcal{Z}_{\left(\mathrm{g}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right),\left(\mathrm{h}_{L}^{\vee}, \mathrm{g}_{R}^{\vee}\right)}\left(\mathscr{C}_{1,10}\right)=(-1)^{\mathrm{h}_{L}^{\vee} \mathrm{g}_{R}^{\vee}-\mathrm{h}_{R}^{\vee} \mathrm{g}_{L}^{\vee}} \mathcal{Z}_{\mathrm{g}_{L}^{\vee}, \mathrm{h}_{L}^{\vee}}^{\text {Ising }} \mathcal{Z}_{\mathrm{g}_{R}^{\vee}, \mathrm{h}_{R}^{\vee}}^{4-\mathrm{Para}}, \tag{286}
\end{equation*}
$$

where $\mathcal{Z}_{\mathrm{g}_{R}^{\vee}, \mathrm{h}_{R}^{\vee}}^{4-\mathrm{Para}}$ denotes the twisted partition function of $\mathbb{Z}_{4}$ parafermion CFT. The phase factor in (286) is the partition function of the SPT phase on the duality domain-wall labeled by $k$. Similar to the previous $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ example, the partition function with periodic boundary condition is identical to that of the decoupled Ising and $\mathbb{Z}_{4}$ parafermion CFTs ( $\mathscr{C}_{19}$ transition). However, the twisted sectors of $\mathscr{C}_{1,10}$ criticality is twisted by the SPT cocycle and hence differs from $\mathscr{C}_{19}$. This is another example of topological SSB or, in the language of [142], a nontrivial $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ symmetry-enriched CFT.

Consider the duality

$$
\begin{equation*}
\sigma:\left\{m_{L} \mapsto e_{L} m_{R}^{2}, e_{L} \mapsto m_{L} e_{R}^{2}, m_{R} \mapsto m_{L} e_{R}^{3}, e_{R} \mapsto e_{L} m_{R}\right\} \tag{287}
\end{equation*}
$$

which maps $\mathcal{L}_{1} \mapsto \mathcal{L}_{10}$ and $\mathcal{L}_{9} \mapsto \mathcal{L}_{8}$. Therefore, this maps $\mathscr{C}_{19}$ to $\mathscr{C}_{8,10}$ which is the criticality between the two nontrivial SPT phases protected by $\mathbb{Z}_{2} \times \mathbb{Z}_{2}^{(4)}$ and $\mathbb{Z}_{2} \times \mathbb{Z}_{4}$ symmetries, respectively. The generalized twisted partition functions are

$$
\begin{equation*}
\mathcal{Z}_{\left(\mathrm{g}^{\vee}, \mathrm{h} \vee\right)}\left(\mathscr{C}_{8,10}\right)=\frac{1}{8} \sum_{\substack{\mathrm{g}_{L}, \mathrm{~g}_{R} \\ \mathrm{~h}_{L}, \mathrm{~h}_{R}}}(-1)^{\left[\left(\mathrm{g}_{L}-\mathrm{g}_{R}^{\vee}\right)\left(\mathrm{h}_{L}^{\vee}-2 \mathrm{~h}_{R}\right)-\mathrm{h}_{L} \mathrm{~g}_{L}^{\vee}\right]} \omega^{\left[\left(\mathrm{g}_{R}-2 \mathrm{~g}_{L}^{\vee}\right)\left(\mathrm{h}_{R}^{\vee}-2 \mathrm{~h}_{L}\right)-3 \mathrm{~g}_{R}^{\vee} \mathrm{h}_{R}\right]} \mathcal{Z}_{\mathrm{g}_{L}, \mathrm{~h}_{L}}^{\mathrm{Ising}} \mathcal{Z}_{\mathrm{g}_{R}, \mathrm{~h}_{R}}^{4-4-\text { Para }} \tag{288}
\end{equation*}
$$

## $5.6 \mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum spin chains

Topological holography is extremely powerful for symmetry groups of the form $\mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}$. These groups have a single fusion structure and many dualities. For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, the duality group is $\mathcal{G}[G] \simeq S_{8}$ with over forty thousand dualities. For $G=\mathbb{Z}_{2}^{\times 4}$, the duality group is $O_{8}^{+}(2) \rtimes \mathbb{Z}_{2}$ with over 350 million dualities. In this example, we will not delve into great details, as the space of $\mathbb{Z}_{2}^{\times 3}$ theories is very rich. Further investigation will appear elsewhere. Here, we will make few simple remarks to highlight the rich geometric structure of the minimal-model phase diagram.

The bulk theory has 64 anyons

$$
\begin{equation*}
\mathcal{A}=\mathrm{G} \times \operatorname{Rep}(\mathrm{G}) \simeq \mathrm{G}^{2}=\left\langle m_{1}, m_{2}, m_{3}, e_{1}, e_{2}, e_{3}\right\rangle \tag{289}
\end{equation*}
$$

The duality group is generated by

1. Partial electric-magnetic dualities: There are three independent partial em dualities which we denote as $\sigma_{i}$ with $i=1,2,3$, which act on the generators of $\mathcal{A}$ as

$$
\sigma_{i}:\left[\begin{array}{c}
m_{j}  \tag{290}\\
e_{j}
\end{array}\right] \longmapsto\left[\begin{array}{c}
\left(1-\delta_{i j}\right) m_{j}+\delta_{i j} e_{j} \\
\left(1-\delta_{i j}\right) e_{j}+\delta_{i j} m_{j}
\end{array}\right]
$$

2. Universal kinematical symmetries: These dualities are related to authomorphism group of $\mathbb{Z}_{2}^{\times 3}$. They are given by

$$
\begin{align*}
& h_{1}:\left\{m_{1} \mapsto m_{2}, m_{2} \mapsto m_{1}, e_{1} \mapsto e_{2}, e_{2} \mapsto e_{1}\right\}, \\
& h_{2}:\left\{m_{1} \mapsto m_{2}, m_{2} \mapsto m_{3}, m_{3} \mapsto m_{1}, e_{1} \mapsto e_{2}, e_{2} \mapsto e_{3}, e_{3} \mapsto e_{1}\right\},  \tag{291}\\
& h_{3}:\left\{m_{1} \mapsto m_{1} m_{2}, e_{2} \mapsto e_{1} e_{2}\right\}
\end{align*}
$$

Together, $h_{1}$ and $h_{2}$ generate the permutation group of three elements $S_{3}$, while the full group generated by $h_{1}, h_{2}$ and $h_{3}$ is the group PSL $(3,2)$ of order 168.
3. Universal dynamical symmetries: These dualities are classified by $H^{2}(G, U(1))=\mathbb{Z}_{2}^{3}$ and correspond to bulk duality-walls with SPT phases. They act on anyons as

$$
\begin{align*}
& k_{1}:\left\{e_{1} \mapsto e_{1} m_{2}, e_{2} \mapsto m_{1} e_{2}\right\}, \\
& k_{2}:\left\{e_{2} \mapsto e_{2} m_{3}, e_{3} \mapsto m_{2} e_{3}\right\},  \tag{292}\\
& k_{3}:\left\{e_{1} \mapsto e_{1} m_{3}, e_{3} \mapsto m_{1} e_{3}\right\}
\end{align*}
$$

It turns out that the full group $\mathcal{G}[\mathrm{G}]=S_{8}$ can be generated by $\sigma_{1}, k_{1}$ and $k_{2}$. All Lagrangian subgroups/gapped phases are tabulated in Table 6.

Similar to the previous examples, we can write a fixed-point Hamiltonian for each of the thirty gapped phases in Table 6. With this, we can consider the minimal Hamiltonian

$$
\begin{equation*}
H=\sum_{a=1}^{30} t_{a} H_{a}, \quad t_{a} \in \mathbb{R} \tag{293}
\end{equation*}
$$

The action of the duality group on this Hamiltonian corresponds to certain permutations of the coupling constants $t_{a}$. The phase is 30 -dimensional and complicated to describe. Here, we will make a few remarks about the phase diagram by attempting to decompose it into smaller known pieces. For example, we find several subgroup of $\mathcal{G}[\mathrm{G}] \simeq S_{8}$ isomorphic to $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$. One such subgroups $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}=\langle a, b\rangle$ is generated by

$$
a:\left(\begin{array}{c}
m_{1}  \tag{294}\\
m_{2} \\
m_{3} \\
e_{1} \\
e_{2} \\
e_{3}
\end{array}\right) \longleftrightarrow\left(\begin{array}{c}
e_{1} m_{2} e_{3} \\
m_{2} \\
m_{1} m_{2} m_{3} e_{1} e_{3} \\
m_{1} m_{2} e_{3} \\
m_{1} m_{2} e_{1} e_{2} e_{3} \\
e_{3}
\end{array}\right), \quad b:\left(\begin{array}{c}
m_{1} \\
m_{2} \\
m_{3} \\
e_{1} \\
e_{2} \\
e_{3}
\end{array}\right) \longleftrightarrow\left(\begin{array}{c}
m_{1} m_{3} \\
m_{1} m_{3} e_{1} e_{3} \\
m_{1} m_{3} e_{1} e_{2} e_{3} \\
m_{1} e_{2} e_{3} \\
m_{1} m_{2} e_{1} e_{2} e_{3} \\
e_{1} m_{2} e_{3}
\end{array}\right)
$$

Upon further study, one finds that the first $S_{3}$ subgroup permutes the Lagrangian subgroups $T_{1}=\left\{\mathcal{L}_{4}, \mathcal{L}_{26}, \mathcal{L}_{27}\right\}$ while the other $S_{3}$ subgroup permutes phases in $T_{2}=\left\{\mathcal{L}_{11}, \mathcal{L}_{14}, \mathcal{L}_{16}\right\}$. Finally, the remaining $\mathbb{Z}_{2}$ subgroup permutes $T_{1}$ and $T_{2}$. In other words, these six gapped phases generate a phase diagram identical to Figure 17. Similarly, there are other $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$ subgroups generating similar triangles often with shared corners generating an interesting geometrical shape. However, there is slight difference to the case of $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ : Consider the Hamiltonian $H_{1}+H_{23}$ corresponding to three decoupled critical Ising chains with $c=\frac{3}{2}$. While two decoupled Ising chains had a single marginal operator, this CFT has three marginal operators generating three different $c=\frac{3}{2}$ lines (potentially planes or volumes) of CFTs.

This suggests a simple geometric picture of the phase diagram. For $G=\mathbb{Z}_{2}$, the minimal model was essentially corresponded to a 1-simplex with ferromagnetic and paramagnetic fixedpoint Hamiltonians as vertices and a $c=\frac{1}{2}$ in the center. For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, these 1 -simplices become boundaries of 2 -simplices (triangles in Figure 17) with interesting new features in the

Table 6: Lagrangian subgroups for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2} . \mathbb{Z}_{2}^{(i-j)}$ means the diagonal subgroup of $\mathbb{Z}_{2}^{i} \times \mathbb{Z}_{2}^{j}$, while $\mathbb{Z}_{2}^{(1-2-3)}$ denotes the diagonal subgroup of $\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$. The 2-cocycles labelling the SPTs are evaluated on group elements $h=\left(h_{1}, h_{2}, h_{3}\right)$, $\overline{\mathrm{h}}=\left(\bar{h}_{1}, \bar{h}_{2}, \bar{h}_{3}\right)$, where $\mathrm{h}, \overline{\mathrm{h}} \in \mathrm{H}$. When $H \subset \mathbb{Z}_{2}^{3}$, for example, $\mathrm{H}=\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)}$ for $\mathcal{L}_{10}$, we use the same notation but simply set $h_{3}=\bar{h}_{3}=0$.

| Lagrangian subgroups | Generating set | H | $\psi(\mathrm{h}, \overline{\mathrm{h}})$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{L}_{1}$ | $e_{1}, e_{2}, e_{3}$ | II | 1 |
| $\mathcal{L}_{2}$ | $m_{1}, e_{2}, e_{3}$ | $\mathbb{Z}_{2}^{(1)}$ | 1 |
| $\mathcal{L}_{3}$ | $e_{1}, m_{2}, e_{3}$ | $\mathbb{Z}_{2}^{(2)}$ | 1 |
| $\mathcal{L}_{4}$ | $e_{1}, e_{2}, m_{3}$ | $\mathbb{Z}_{2}^{(3)}$ | 1 |
| $\mathcal{L}_{5}$ | $m_{1} m_{2}, e_{3}, e_{1} e_{2}$ | $\mathbb{Z}_{2}^{(1-2)}$ | 1 |
| $\mathcal{L}_{6}$ | $m_{2} m_{3}, e_{1}, e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(2-3)}$ | 1 |
| $\mathcal{L}_{7}$ | $m_{1} m_{3}, e_{2}, e_{1} e_{3}$ | $\mathbb{Z}_{2}^{(1-3)}$ | 1 |
| $\mathcal{L}_{8}$ | $m_{1} m_{2} m_{3}, e_{1} e_{2}, e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(1-2-3)}$ | 1 |
| $\mathcal{L}_{9}$ | $m_{1}, m_{2}, e_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)}$ | 1 |
| $\mathcal{L}_{10}$ | $m_{1} e_{2}, m_{2} e_{1}, e_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)}$ | $(-1)^{h_{1} \bar{h}_{2}}$ |
| $\mathcal{L}_{11}$ | $e_{1}, m_{2}, m_{3}$ | $\mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | 1 |
| $\mathcal{L}_{12}$ | $e_{1}, m_{2} e_{3}, m_{3} e_{2}$ | $\mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{13}$ | $m_{1}, e_{2}, m_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(3)}$ | 1 |
| $\mathcal{L}_{14}$ | $m_{1} e_{3}, e_{2}, m_{3} e_{1}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{3}}$ |
| $\mathcal{L}_{15}$ | $m_{1} m_{2}, e_{1} e_{2}, m_{3}$ | $\mathbb{Z}_{2}^{(1-2)} \times \mathbb{Z}_{2}^{(3)}$ | 1 |
| $\mathcal{L}_{16}$ | $m_{1} m_{2} e_{3}, e_{1} e_{2}, m_{3} e_{1}$ | $\mathbb{Z}_{2}^{(1-2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{3}+h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{17}$ | $m_{1}, m_{2} m_{3}, e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2-3)}$ | 1 |
| $\mathcal{L}_{18}$ | $m_{1} e_{2}, m_{2} m_{3} e_{1}, e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2-3)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{1} \bar{h}_{3}}$ |
| $\mathcal{L}_{19}$ | $m_{1} m_{3}, m_{2}, e_{1} e_{3}$ | $\mathbb{Z}_{2}^{(1-3)} \times \mathbb{Z}_{2}^{(2)}$ | - |
| $\mathcal{L}_{20}$ | $m_{1} m_{3} e_{2}, m_{2} e_{1}, e_{1} e_{3}$ | $\mathbb{Z}_{2}^{(1-3)} \times \mathbb{Z}_{2}^{(2)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{21}$ | $m_{1} m_{2}, m_{2} m_{3}, e_{1} e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(1-2)} \times \mathbb{Z}_{2}^{(2-3)}$ | 1 |
| $\mathcal{L}_{22}$ | $m_{1} m_{2} e_{3}, m_{2} m_{3} e_{1}, e_{1} e_{2} e_{3}$ | $\mathbb{Z}_{2}^{(1-2)} \times \mathbb{Z}_{2}^{(2-3)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{2} \bar{h}_{3}+h_{3} \bar{h}_{1}}$ |
| $\mathcal{L}_{23}$ | $m_{1}, m_{2}, m_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | 1 |
| $\mathcal{L}_{24}$ | $m_{1} e_{2}, m_{2} e_{1}, m_{3}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{2}}$ |
| $\mathcal{L}_{25}$ | $m_{1}, m_{2} e_{3}, m_{3} e_{2}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{26}$ | $m_{1} e_{3}, m_{2}, m_{3} e_{1}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{3} \bar{h}_{1}}$ |
| $\mathcal{L}_{27}$ | $m_{1} e_{2} e_{3}, m_{2} e_{1}, m_{3} e_{1}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{1} \bar{h}_{3}}$ |
| $\mathcal{L}_{28}$ | $m_{1} e_{2}, m_{2} e_{1} e_{3}, m_{3} e_{2}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{29}$ | $m_{1} e_{3}, m_{2} e_{3}, m_{3} e_{1} e_{2}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{3}+h_{2} \bar{h}_{3}}$ |
| $\mathcal{L}_{30}$ | $m_{1} e_{2} e_{3}, m_{2} e_{1} e_{3}, m_{3} e_{1} e_{2}$ | $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{(3)}$ | $(-1)^{h_{1} \bar{h}_{2}+h_{2} \bar{h}_{3}+h_{3} \bar{h}_{1}}$ |

interior of the 2-simplices and a transitions with $c=1$. For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, it appears that that several 2 -simplices are glued together to form higher-dimensional geometric shapes (potentially 3 -simplices similar to Figure 25) with new features in the interior and $c=\frac{3}{2}$ criticalities. It is easy to see such a pattern persists as the symmetry group is extended by more copies of $\mathbb{Z}_{2}$.

This example contains many interesting transitions including Landau-type, topological, topological SSB, and deconfined quantum critical transitions. However, there is a new kind of transition which is both deconfined and topological (for example between $\mathcal{L}_{10}$ and $\mathcal{L}_{14}$ or between $\mathcal{L}_{20}$ and $\mathcal{L}_{22}$ ). We call such transitions Topological Deconfined Criticality. As far as we aware, such transitions have not been studied in the literature. Using topological holography, we can compute the exact conformal spectra of many of these transitions and study their properties in detail. The in-depth analysis will appear elsewhere.

## 6 Summary and future directions

In this work, we have outlined a framework to systematically study the global symmetry aspects of symmetric quantum systems in a given dimension using a topologically-ordered system in one higher dimension. The main idea of this work can be stated as a fruitful interplay between (1) (the topological nature of) symmetry, (2) holography, and (3) dualities. This led to a framework which is general in the sense that it can be applied to any dimension and to a broad class of symmetry structures, in particular those with finitely many symmetry operators. As illustrated in Section 5, using $2+1 d$ topologically ordered systems and $1+1 d$ quantum spin chains, topological holography is not merely an abstract framework but can be used to extract physically-interesting information for concrete condensed matter systems.

Let us briefly summarize the main results of this work pertaining to the study of $1+1 d$ quantum systems which are symmetric under a finite Abelian group G, using the framework of topological holography. In Section 3, we built up the basic foundation by combining the two main ingredients in our story, i.e. symmetry and holography. Using a $2+1 d$ topological G-gauge theory, we showed that its 1-form symmetries (generated by topological line operators) can be used to construct the space of G-symmetric operators or equivalently the space of G-symmetric $1+1 d$ theories. More precisely, the space of G-symmetric operators was encapsulated in an algebra dubbed the String Operator Algebra $\mathbb{S O A}[G]$, which was used to parameterize the space of G-symmetric theories. To demonstrate the utility of this somewhat abstract holographic framework, we showed how concrete generalized spin models can be efficiently studied using these structures. Among our results, we could classify all gapped phases and explicitly construct the fixed-point (i.e. exactly-solvable) Hamiltonians and order parameters for each of them.

We then included the third main ingredient of our story, i.e., dualities. Within the holographic approach, dualities descend from 0 -form symmetries of the $2+1 d$ topological gauge theory, i.e., permutations of anyons or topological line operators of the topological gauge theory which preserve all the correlation functions such as braiding (self and mutual) statistics. These dualities form a group denoted as $\mathcal{G}[\mathrm{G}]$ and each duality operation is associated with a codimension-1 (i.e., a two dimensional surface) topological operator/defect in the holographic bulk. Bringing the topological surfaces to the boundary leads to the action of dualities on the space of $G$-symmetric theories. We explicitly worked out the action of dualities on $\mathbb{S O A}[G]$. Since any Hamiltonian can be constructed from elements of $\mathbb{S O A}[G]$, we thus deduced the action of dualities on generic symmetric Hamiltonians. We argued that the action of dualities restricted to the space of symmetric theories is local while the same action on the space of all operators, including the non-symmetric ones, is in general non-local. Another important
observation was the emergence of new symmetries in self-dual theories. Such symmetries are associated to certain topological line defects and are generically non-Abelian and sometimes non-invertible.

Remarkably all these non-trivial lessons about G symmetric theories were extracted by simple algebraic manipulations on the set of anyons.

In Section 4, we studied some of the implications of the framework we laid out in the previous section. It is known that gapped boundaries in $2+1 d$ can be labeled by a subgroup H of G and an SPT twist, i.e., an element of $H^{2}(\mathrm{H}, \mathrm{U}(1))$. We explained how this data can be extracted easily from the condensed set of anyons that label a particular gapped boundary. An important question is-for which symmetry groups is topological holography most powerful? We could answer this question by introducing the notion of fusion structure of a gapped phase. We explained that this concept quantifies the power of applicability of topological holography-less number of fusion structures and larger duality group is the regime in which topological holography is more powerful. Additionally, the fusion structures were shown to impose constraints on possible dualities between gapped phases and critical points/regions. Using these constraints, we uncovered that the space of G-symmetric conformal field theories can be decomposed into blocks that are labeled by a subset of possible fusion structures for a given global symmetry G.

Possibly, the most powerful aspect of the topological holography is that it provides tools to obtain the spectrum of the dual critical transitions, using the spectra of a known transition as input. We derived a general formula for the generalized symmetry-twisted partition functions of dual transitions, which could be computed using the transformation of anyons under the duality in question. We thus demonstrated that topological holography can be used to extract stringent constraints on the structure of the phase diagram and compute physical quantities.

Finally, we illustrated this claim in Section 5, by applying the above framework to various examples of the symmetry group $G$. We numerically verified our predictions of phase-diagrams and conformal spectra of non-trivial critical transitions based on toplogical holography. We studied various new types of phase-transitions using dualites.

There are many open research directions that follow from our work and would enrich the formalism of topological holography. Let us briefly list some of them:

- Non-Abelian and non-invertible symmetries: In this work, we have focused on elucidating the details of the formalism for the case of finite Abelian group symmetries. An obvious generalization would be to consider symmetries corresponding to a nonAbelian discrete group $G$ or more generally, a non-invertible fusion category $\mathcal{C}$. In these cases, the bulk topological order would be the Turaev-Viro-Barrett-Westbury statesum model $[213,214]$ or equivalently the Levin-Wen Hamiltonian models [14] constructed with the fusion category $\mathrm{Vec}_{\mathrm{G}}$ and $\mathcal{C}$ as input respectively (see [95]).
- Anomalous quantum systems: Another natural extension of the present work is to holographically study quantum systems with 't Hooft anomalies (or Lieb-SchultzMattis constraints) for finite Abelian groups. Holographically these symmetry structures correspond to Abelian Dijkgraaf-Witten theory with non-trivial cohomology twists $[\omega] \in H^{3}(G, U(1))$.
- Fermionic systems: We have only considered bulk theories which are described by Abelian bosonic TQFTs with gapped boundaries, which are known to be described by Dijkgraaf-Witten theories [168]. Another generalization of the present paper would be to consider $2+1 d$ topologically-ordered systems with elementary fermionic excitations whose low-energy description are given by (Abelian or non-Abelian) spin-TQFT [16, 62, 63, 215] which have a richer structure. One difference is that the boundary of such theories can host topologically non-trivial phases, even in the absence of any global symmetries. Therefore, the classification of beyond-Landau phases is richer in the context of fermionic systems. The study of gapped phases and phase transitions from a holographic perspective would be an interesting extension of the present work.
- Higher dimensions: Generalizations to higher dimensions, in particular, to explore the application of topological holography to $2+1$ quantum magnets, which are known to possess rich phase diagrams would be an extremely interesting direction. Much less is known about $3+1 d$ topological order as compared with $2+1 d$ topological order. Moreover $3+1 d$ topological orders generically contain topological line and surface operators, i.e., 2 -form and 1 -form symmetries respectively, which holographically map to 1 -form and 0 -form symmetries respectively. The boundary theories can therefore have much richer symmetry structures which form some kind of a fusion 2-category.
- Gauging anyonic symmetries: It is known that gauging anyonic symmetries of $2+1 d$ topological orders lead to new topological phases called twist liquids [159, 160] with generically non-invertible topological operators. On the other hand, gauging anyonic symmetries is related to orbifolding the edge CFT. It would be very interesting to be able to understand the gapped boundaries of these exotic phases in terms of the gapped boundaries of the parent topological order, such as the relation between their phase diagrams, through the lens of topological holography (see [216,217] for related studies pertaining to gapless edges of topological orders in $2+1 d$ and $3+1 d$ respectively).

We believe that topological holography is a valuable tool in the study of symmetric quantum systems and uncovering its full scope and details would enrich our understanding of the phase diagrams, their possible geometrical interpretation, and in general the nature and the possible unification of the theory of phase transitions between various types of quantum phases of matter. The above-mentioned research directions would pave the way for such an understanding.
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## A From G-topological orders to G-symmetric quantum spin chains

In this appendix, we provide some computational details pertaining to how $2+1$-dimensional G topological gauge theories can be employed as a theoretical tool to study the space of $1+1$ -


Figure 27: An illustration of the different kinds of topological line operators for a topological order defined on a semi-infinite cylinder.
dimensional G-symmetric quantum spin chains. Our approach takes as an input a discrete Abelian group $G$ and the corresponding $G$ topological gauge theory $\mathcal{T}_{\mathrm{G}}$ with a trivial action, also referred to as $G$ quantum double. We study the theory $\mathcal{T}_{G}$ on a spatial semi-infinite cylinder and show that the algebra of bulk line operators restricted to the spatial circle, i.e., the boundary of the cylinder is isomorphic to the algebra of G symmetric operators acting on the Hilbert space of the circle. We use this insight to flesh out the space of $G$ symmetric quantum spin models. The theory $\mathcal{T}_{\mathrm{G}}$ contains a set of anyons or line operators which fall into two classes, namely Wilson lines and 't-Hooft lines. The Wilson lines are labeled by a charge $\alpha \in \operatorname{Rep}(\mathrm{G})$ while the 't-Hooft lines are labeled by a flux $g \in G$. Therefore the most general line operator corresponds to a charge-flux composite also known as a dyon and carries the label $d \equiv(\mathrm{~g}, \alpha) \in \mathcal{A}$. We divide the non-trivial line operators into three families (i) line operators $\Gamma_{d}$ which wrap the non-contractible cycle $\left[\ell_{x}\right]$ of the cylinder, ${ }^{23}$ (ii) line operators $\mathscr{Y}_{d}$ defined on the line $\ell_{y, a}$ that have one end on the boundary at $a$, the other end at infinity and are oriented away from the boundary and (iii) line operators with both ends on the boundary, denoted as $S_{d}(a, b)$ which have support on some oriented open line $\gamma_{a b}$ from the point $a$ to the point $b$ on the boundary. In addition, there are bulk line operators defined on contractible loops which act trivially on the boundary theory as they commute with all other operators in the theory. Note that the line operators of the type $\mathscr{Y}_{d}$ and $S_{d}$ are labeled only by the location of the endpoints of the lines they have support on because the precise (bulk) location of these lines can be deformed by the action of the trivial contractible loop operators. To summarize, the total set of operators that act non-trivially on the boundary Hilbert space is

$$
\begin{equation*}
\left\{\Gamma_{d}, \mathscr{Y}_{d}(a), S_{d}(a, b)\right\}_{d \in \mathcal{A} ; a, b \in S^{1}} \tag{A.1}
\end{equation*}
$$

The algebra of these operators takes the form

$$
\begin{equation*}
X_{d}(\ell) X_{d^{\prime}}\left(\ell^{\prime}\right)=e^{i \theta_{d d^{\prime}} \text { Intersect }\left[\ell, \ell^{\prime}\right]} X_{d^{\prime}}\left(\ell^{\prime}\right) X_{d}(\ell), \tag{A.2}
\end{equation*}
$$

where $X_{d}(\ell), X_{d^{\prime}}\left(\ell^{\prime}\right)$ denotes a line operator of the type in eq. (A.1) with $d, d^{\prime} \in \mathcal{A}$ and $\ell, \ell^{\prime}$ one of the three kinds of lines described above. Intersect $\left[\ell, \ell^{\prime}\right]$ is the oriented intersection number of the lines $\ell$ and $\ell^{\prime}$ and $\exp \left\{i \theta_{d d^{\prime}}\right\}=\mathrm{R}_{\alpha}\left(\mathrm{g}^{\prime}\right) \mathrm{R}_{\alpha^{\prime}}(\mathrm{g})$ which corresponds to the phase accrued when dyons $d$ and $d^{\prime}$ braid. Graphically, the commutation relations of the line operators can be extracted from local moves of the form (23). More explicitly, the line operators

[^19]satisfy the following algebraic relations
\[

$$
\begin{align*}
\Gamma_{d} \Gamma_{d^{\prime}} & =\Gamma_{d^{\prime}} \Gamma_{d} \\
\Gamma_{d} \mathscr{Y}_{d^{\prime}}(a) & =e^{i \theta_{d d^{\prime}}} \mathscr{Y}_{d^{\prime}}(a) \Gamma_{d}, \\
\mathscr{Y}_{d}(a) \mathscr{Y}_{d^{\prime}}(b) & =\mathscr{Y}_{d^{\prime}}(b) \mathscr{Y}_{d}(a), \\
S_{d}(a, b) \mathscr{Y}_{d^{\prime}}(c) & =e^{i \theta_{d d^{\prime}} \text { Intersect }\left[\gamma_{a b}, \ell_{y, c}\right]} \mathscr{Y}_{d^{\prime}}(c) S_{d}(a, b),  \tag{A.3}\\
S_{d}(a, b) S_{d^{\prime}}\left(a^{\prime}, b^{\prime}\right) & =e^{i \theta_{d d^{\prime}} \text { Intersect }\left[\gamma_{a b}, \gamma_{\left.a^{\prime} b^{\prime}\right]}\right]} S_{d^{\prime}}\left(a^{\prime}, b^{\prime}\right) S_{d}(a, b), \\
S_{d}(a, b) \Gamma_{d^{\prime}} & =\Gamma_{d^{\prime}} S_{d}(a, b) .
\end{align*}
$$
\]

Notably in the above expressions, the intersection number remains unaltered if we deform the lines $\gamma_{a b}$ and $\ell_{y, a}$ as long as we keep the end-points fixed. Therefore, one is free to choose any representative line in order to evaluate the algebra.
Having described the operator algebra, we now move on to analyzing how one may organize the boundary Hilbert space $\mathcal{H}$. Since all the $\Gamma_{d}$ operators mutually commute, we may blockdiagonalize $\mathcal{H}$ into superselection sectors which are eigenspaces or of $\Gamma_{d}$

$$
\begin{align*}
\mathcal{H} & =\bigoplus_{d \in \mathcal{A}} \mathcal{H}_{d} \\
\mathcal{H}_{d} & \left.=\left\{|\psi\rangle\left|\quad \Gamma_{d^{\prime}}\right| \psi\right\rangle=e^{i \theta_{d d^{\prime}}}|\psi\rangle\right\} \tag{A.4}
\end{align*}
$$

Using the algebraic relations in eq. (A.3), it can be seen that the remaining operators $\left\{\mathscr{Y}_{d}(a)\right\}$ and $\left\{S_{d}(a, b)\right\}$ act on the sectors $\mathcal{H}_{d^{\prime}}$ as

$$
\begin{align*}
\mathscr{Y}_{d}(a): \mathcal{H}_{d^{\prime}} & \longmapsto \mathcal{H}_{d^{\prime} \otimes d} \\
S_{d}(a, b): \mathcal{H}_{d^{\prime}} & \longmapsto \mathcal{H}_{d^{\prime}} \tag{A.5}
\end{align*}
$$

where $d \otimes d^{\prime}=\left(\mathrm{g}+\mathrm{g}^{\prime}, \alpha+\alpha^{\prime}\right)$. Since the subspace $\mathcal{H}_{d}$ is left invariant under the action of each $S_{d}(a, b)$, we can span $\mathcal{H}_{d}$ using a basis that diagonalizes a maximally commuting subalgebra of the algebra generated by $\left\{S_{d}(a, b)\right\}$. For our purposes, it will prove useful to resolve the boundary into $2 L$ points where $L$ is some integer. We allow pure charges/fluxes to terminate at odd/even points on the boundary, while more general dyonic operators need to be defined with a choice of framing. We label the points on the boundary as $x_{i}$ with $i=1, \ldots, 2 L$. Any pure charge or flux operator can be decomposed as a product of minimal-length operators

$$
\begin{equation*}
A_{j}^{\mathrm{g}} \equiv S_{(\mathrm{g}, 0)}\left(x_{2 j-1}, x_{2 j+1}\right), \quad B_{j, j+1}^{\alpha} \equiv S_{(0, \alpha)}\left(x_{2 j}, x_{2 j+2}\right) \tag{A.6}
\end{equation*}
$$

Note that the operators $A^{\mathrm{g}}$ act on-site on an effective $L$-site pseudo-spin chain while the operator $B^{\alpha}$ acts on two neighboring sites. The algebra satisfied by these operators can be read-off from eq. (A.3) and takes the form

$$
\begin{equation*}
A_{k}^{\mathrm{g}} B_{j, j+1}^{\alpha}=\mathrm{R}_{\alpha}(\mathrm{g})^{\delta_{k, j}-\delta_{k, j+1}} B_{j, j+1}^{\alpha} A_{k}^{\mathrm{g}}, \tag{A.7}
\end{equation*}
$$

with the additional constraint that $\prod_{j} A_{\mathrm{j}}^{g}=\Gamma_{(\mathrm{g}, 0)}$ and $\prod_{j} B_{j, j+1}^{\alpha}=\Gamma_{(0, \alpha)}$. We identify $A_{j}^{\mathrm{g}}$ as the local representative of the global symmetry operator corresponding to the element $g \in G$. Therefore, $\Gamma_{(\mathrm{g}, 0)}$ is nothing but the global symmetry operator. In order to construct the entire Hilbert space, one first starts with a reference state in $\mathcal{H}_{(0,0)}$ and uses the operator $\mathscr{Y}_{d}$ to obtain a locally isomorphic state in the sector $\mathcal{H}_{d}$ (see Fig. 29). The Hilbert space $\mathcal{H}_{d}$ can be spanned by the simultaneous eigenbasis of the operators $B_{j, j+1}^{\alpha}$, such that a given sector is constructed as

$$
\begin{equation*}
\mathcal{H}_{d}:=\operatorname{Span}_{\mathbb{C}}\left\{|\underline{a}, d\rangle=W_{d}|\underline{a}, 0\rangle\right\}, \tag{A.8}
\end{equation*}
$$


(a) The construction of an effective pseudo-spin chain on the boundary of a $2+1 d$ topological gauge theory involves regularizing the $1+1 d$ boundary such that the electric and magnetic topological lines can end on the even and odd points of the regularized lattice.

(b) The corresponding pseudo-spin chain is obtained by representing the algebra of bulk topological line operators on a tensor product Hilbert space. Every even site of the regularized $1+1 d$ boundary of the topological gauge theory realizes a local Hilbert space for the pseudo spin chain, on which the minimal magnetic operators act on site, while the minimal electric operators act on two neighboring sites.

Figure 28: An effective pseudo spin chain on the boundary of a $2+1 d$ topological gauge theory.
where $\underline{a}=\left(a_{1,2}, a_{2,3}, \ldots, a_{L-1, L}, a_{L, 1}\right)$ where $a_{j, j+1} \in G$. More formally $\underline{a} \in C^{1}(M, G)$, i.e. a G-valued 1-cochain on the one-dimensional pseudo-spin lattice denoted here as $M$. The eigenstates $|\underline{a}, d\rangle$ are simultaneous eigenstates of $B_{j, j+1}^{\alpha}$ and $\Gamma_{d}$

$$
\begin{equation*}
B_{j, j+1}^{\alpha}|\underline{a}, d\rangle=\mathrm{R}_{\alpha}\left(a_{j, j+1}\right)|\underline{a}, d\rangle, \quad \Gamma_{d^{\prime}}|\underline{a}, d\rangle=e^{i \theta_{d, d^{\prime}}}|\underline{a}, d\rangle . \tag{A.9}
\end{equation*}
$$

Meanwhile, the operators $A_{j}^{g}$ act off-diagonally on the $\{|\underline{a}, d\rangle\}$ basis as

$$
\begin{align*}
\prod_{j} A_{j}^{\mathrm{g}_{j}}|\underline{a}, d\rangle & =\left|\left(a_{1,2}+\mathrm{g}_{2}-\mathrm{g}_{1}, a_{2,3}+\mathrm{g}_{3}-\mathrm{g}_{2}, \ldots, a_{L, 1}+\mathrm{g}_{L}-\mathrm{g}_{1}\right), d\right\rangle \\
& =|\underline{a}+\delta \underline{g}, d\rangle \tag{A.10}
\end{align*}
$$

where $g=\left(g_{1}, g_{2}, \ldots, g_{L}\right) \in C^{0}(M, G)$ a G-values 0 -cochain or simply a map from the vertices of the pseudo-spin chain lattice $M$ to the group G. From this construction one can see that the $B^{\alpha}$ eigenbasis $\{|\underline{a}, d\rangle\}$ is reminiscent of a G gauge theory where the $\underline{a}$ plays the role of the gauge field while the $A^{g}$ operators implement gauge transformations. This is of course not entirely physically meaningful as in the present case, the "gauge transformations" are physical unlike in a gauge theory. In a particular sector, $d=(\mathrm{g}, \alpha)$, there is an additional constraint that the holonomy of the "gauge field" $\prod_{j} a_{j, j+1}=\mathrm{g}$. From a spin-chain perspective, the Hilbert space sector $\mathcal{H}_{d}$ contains the states which have g symmetry twisted boundary conditions and transform in the $\alpha$ representation under global G symmetry.
Next, let us focus on the local operators acting on the boundary pseudo-spin chain. Clearly the algebra of local operators is generated by $\mathbb{A}:=\left\{A_{j}^{\mathrm{g}}\right\}_{\mathrm{g}, j}$ and $\mathbb{B}:=\left\{B_{j, j+1}^{\alpha}\right\}_{\alpha, j}$ operators. We refer to this algebra as the string operator algebra (SOA), denoted as $\mathbb{S O A}$ [G]. Since every operator in $\mathbb{A}$ and $\mathbb{B}$ commutes with $\Gamma_{d}$ for all $d \in \mathcal{A}$, we can further block decompose the SOA into eigenspaces of the $\Gamma_{d}$ operators. Therefore, we get

$$
\begin{equation*}
\mathbb{S O A}[\mathrm{G}]=\langle\mathbb{A}, \mathbb{B}\rangle=\bigoplus_{d} \mathbb{S O A}_{d}[\mathrm{G}]=\bigoplus_{d}\left\langle\mathbb{A}_{d}, \mathbb{B}_{d}\right\rangle, \tag{A.11}
\end{equation*}
$$



Figure 29: Within the holographic construction, one can obtain a sector $\mathcal{H}_{d^{\prime}}:=: \mathcal{H}_{\left(\mathrm{g}^{\prime}, \alpha^{\prime}\right)}$ that transforms in the $\alpha^{\prime}$ representation of G and has $\mathrm{g}^{\prime}$-symmetrytwisted boundary conditions by acting with a semi-infinite line operator $\mathcal{Y}_{d^{\prime}}$.
where $\mathbb{S O A} \in \mathcal{L}\left(\mathcal{H}_{d}\right)$, the space of linear operators acting on $\mathcal{H}_{d}$. In order to obtain a more explicit representation of the SOA , one requires a convenient basis of operators that span the algebra. In particular, such a basis would play a crucial role in the construction of the space of G -symmetric local Hamiltonians and consequently in systematizing the phase diagrams of G -symmetric quantum systems. We would like to span the algebra $\mathbb{S O A}[\mathrm{G}]$ by operators that carry dyonic labels and have properties that encode topological correlations of the bulk dyonic line operators of $\mathcal{T}_{\mathrm{G}}$. Let us consider a general Abelian group $\mathrm{G}=\prod_{j=\mathrm{a}}^{M} \mathbb{Z}_{N_{\mathrm{a}}}$ with a fixed (arbitrary) ordering on its generators $\left(g_{1}, g_{2}, \ldots, g_{M}\right)$ such that $g_{a}>g_{b}$ for $a>b$. Then an edge pseudo-spin chain operators $\mathcal{O}_{d}$ can be constructed that correspond to a general dyonic label $d=\left(\mathrm{g}_{1}, \alpha_{1} ; \mathrm{g}_{2}, \alpha_{2} ; \ldots ; \mathrm{g}_{M}, \alpha_{M}\right) \in \mathcal{A}$. We define a minimal length operator $\mathcal{O}_{d}$ based at the site $i_{0}$ as

$$
\begin{align*}
\mathcal{O}_{d}\left[i_{0}\right] & =A_{i_{0}+\eta_{d}[1]}^{g_{1}} B_{i_{0}+\xi_{d}[1] ; i_{0}+\xi_{d}[1]+1}^{\alpha_{1}} \ldots A_{i_{0}+\eta_{d}[M]}^{g_{M}} B_{i_{0}+\xi_{d}[M] ; i_{0}+\xi_{d}[M]+1}^{\alpha_{M}} \\
& =\prod_{a=1}^{M} A_{i_{0}+\eta_{d}[a]}^{g_{a}} B_{i_{0}+\xi_{d}[a] ; i_{0}+\xi_{d}[a]+1}^{\alpha_{a}}, \tag{A.12}
\end{align*}
$$

where the various operators in the product are located to the right of the site $i_{0}$ where the sites are numbered in increasing order from left to right. A general dyonic operator takes the following form illustrated in Fig. 30. The precise location of each operator can be fixed by the following rules:

1. The first non-trivial element in $d$ is located at $i_{0}$. That is:
(a) If $g_{\mathrm{a}_{0}} \neq 0$ and $g_{\mathrm{a}}=\alpha_{\mathrm{b}}=0$ for all $\mathrm{a}, \mathrm{b}<\mathrm{a}_{0}$, then the operator string $\mathcal{O}_{d}\left[i_{0}\right]$ starts with the operator $A_{i_{0}}^{g_{a_{0}}}$.
OR
(b) If $\alpha_{\mathrm{a}_{0}} \neq 0$ and $g_{\mathrm{a}}=\alpha_{\mathrm{b}}=0$ for all $\mathrm{a} \leq \mathrm{a}_{0}$ and $\mathrm{b}<\mathrm{a}_{0}$, then the operator string $\mathcal{O}_{d}\left[i_{0}\right]$ starts with the operator $B_{i_{0}, i_{0}+1}^{\alpha_{a_{0}}}$.
2. An $A$-operator is located at the site where the previous (non-vanishing) $B$-operator ends. The operators $A^{g_{a_{0}}}$ and $A^{g_{a_{0}+n}}$ are located at the same site iff $\alpha_{b}=0$ for all $a_{0} \leq b<a_{0}+n$.
3. A $B$-operator begins from the site where the previous non-vanishing $A$-operator is located. The operators $B^{\alpha_{b_{0}}}$ and $B^{\alpha_{b_{0}+n}}$ are located on the same link iff $g_{a}=0$ for all $b_{0}<a \leq b_{0}+n$.


Figure 30: Representation of a dyonic operator (with $\alpha_{2}=g_{5}=0$ ) on the edge quantum spin chain.

In order to express $\eta_{d}$ and $\xi_{d}$, we need to define a function $\Delta: G \rightarrow \mathbb{Z}_{2}$ such that $\Delta[*]=1-\delta_{*, 0}$. $\Delta[g]=0$ if $g$ is identity element in $G$ and 1 otherwise. The function $\eta(a)$ and $\xi(a)$ can be expressed in terms of the following recursion relations

$$
\begin{align*}
& \eta_{d}[\mathrm{a}]=\sum_{\mathrm{b}=1}^{\mathrm{a}-1} \Delta\left[\alpha_{\mathrm{a}-\mathrm{b}}\right]\left(\xi_{d}[\mathrm{a}-\mathrm{b}]+1\right) \prod_{\mathrm{c}=2}^{\mathrm{b}} \delta_{\alpha_{\mathrm{a}-\mathrm{c}+1}} \\
& \xi_{d}[\mathrm{a}]=\sum_{\mathrm{b}=0}^{\mathrm{a}-1} \Delta\left[\mathrm{~g}_{\mathrm{a}-\mathrm{b}}\right] \eta_{d}[\mathrm{a}-\mathrm{b}] \prod_{\mathrm{c}=1}^{\mathrm{b}} \delta_{\mathrm{g}_{\mathrm{a}-\mathrm{c}+1}} \tag{A.13}
\end{align*}
$$

along with the conditions $\eta_{d}[1]=\xi_{d}[1]=0$. The length of the operator $\mathcal{O}_{d}\left[i_{0}\right]$ is denoted as $\ell_{d}$ and is defined as the number of pseudo-spin sites on which $\mathcal{O}_{d}\left[i_{0}\right]$ acts non-trivially. This is given by the number of sites between $i_{0}$ and the end-point of the last $B$ operator in the operator string in Eq. (A.12). In case, the operator string is only built from $A$ operators, the length of the operator string is 1 . We may express $\ell_{d}$ as

$$
\begin{equation*}
\ell_{d}=\sum_{\mathrm{a}=0}^{M-1} \Delta\left[\alpha_{M-a}\right]\left(\xi_{d}[M-\mathrm{a}]+1\right) \prod_{\mathrm{b}=1}^{\mathrm{a}} \delta_{\alpha_{M-\mathrm{a}+\mathrm{b}}}+\prod_{\mathrm{b}=1}^{M} \delta_{\alpha_{\mathrm{b}}} \tag{A.14}
\end{equation*}
$$

## B Computation of duality groups

Given a $2+1 d$ topological gauge theory with finite Abelian gauge group $G$ with anyons $\mathcal{A} \simeq \mathrm{G} \times \mathrm{G}$, the anyonic symmetry group (i.e. 0 -form symmetries) is a subgroup $\mathcal{G}[\mathrm{G}] \subset S_{|\mathcal{A}|}$ of the group of permutations $S_{|\mathcal{A}|}$ of charges in $\mathcal{A}$ satisfying

$$
\begin{equation*}
\mathcal{G}[\mathrm{G}] \equiv\left\{\sigma \in S_{|\mathcal{A}|} \mid S_{\sigma(d), \sigma\left(d^{\prime}\right)}=S_{d d^{\prime}} \text { and } T_{\sigma(d), \sigma\left(d^{\prime}\right)}=T_{d d^{\prime}}\right\} \tag{B.1}
\end{equation*}
$$

where $S$ and $T$ are defined as in (25). In other words, these are all possible ways of permuting charges while leaving all topological properties like fusion rules and braiding statistics invariant. In the space of $1+1 d \mathrm{G}$-symmetric theories, these become the group of dualities. For any generic finite Abelian group $\mathrm{G}=\prod_{i=1}^{n} \mathbb{Z}_{N_{i}}$, the duality group is generated by three kinds of duality operations [175-177]

1. Universal kinematical symmetries: These are induced from the automorphisms of G . For every automorphism $\varphi: \mathrm{G} \rightarrow \mathrm{G}$, one obtains a duality $\sigma_{\varphi}: \mathcal{A} \rightarrow \mathcal{A}$ in $\mathcal{G}[\mathrm{G}]$, which acts on a dyon $d=(\mathrm{g}, \alpha) \in \mathcal{A}$ as

$$
\begin{equation*}
\sigma_{\varphi}:(\mathrm{g}, \alpha) \rightarrow\left(\varphi(\mathrm{g}),\left(\varphi^{-1}\right)^{\star}(\alpha)\right), \tag{B.2}
\end{equation*}
$$

where $\varphi^{\star}: \operatorname{Rep}(\mathrm{G}) \rightarrow \operatorname{Rep}(\mathrm{G})$ defined as $\left[\varphi^{\star} \mathrm{R}_{\alpha}\right](\mathrm{g}) \equiv \mathrm{R}_{\alpha}(\varphi(\mathrm{g}))$. This thus maps $\alpha \in \operatorname{Rep}(\mathrm{G})$ to some other $\alpha^{\prime} \in \operatorname{Rep}(\mathrm{G})$.
2. Universal dynamical symmetries: These correspond to elements in $H^{2}(\mathrm{G}, \mathrm{U}(1))$, where for $\mathrm{G}=\prod_{i=1}^{n} \mathbb{Z}_{N_{i}}$ is

$$
\begin{equation*}
H^{2}(G, U(1))=\prod_{i<j} \mathbb{Z}_{\operatorname{gcd}\left(N_{i}, N_{j}\right)} . \tag{B.3}
\end{equation*}
$$

Given an element of $H^{2}(\mathrm{G}, \mathrm{U}(1))$ labeled by $\ell=\left\{\ell_{i j}\right\}$, there is an associated alternating bicharacter $\mathfrak{c}_{\ell}$ given by

$$
\begin{equation*}
\mathfrak{c}_{\ell}(\mathrm{g}, \mathrm{~h})=\exp \left\{2 \pi i \sum_{i<j} \frac{\ell_{i j} \mathrm{~g}_{i} \mathrm{~h}_{j}}{\operatorname{gcd}\left(N_{i}, N_{j}\right)}\right\}, \tag{B.4}
\end{equation*}
$$

where $\mathrm{g}=\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{n}\right), \mathrm{h}=\left(\mathrm{h}_{1}, \ldots, \mathrm{~h}_{n}\right)$, and $\ell_{i j}=-\ell_{j i}$. An alternating bicharacter is a group homomorphism $\mathfrak{c}: \mathrm{G} \times \mathrm{G} \rightarrow \mathbb{C}^{*}$ in both arguments which satisfies the property $\mathfrak{c}(\mathrm{g}, \mathrm{g})=1$ for all $\mathrm{g} \in \mathrm{G}$ [177]. Physically, such an alternating bicharacter is furnished by the torus partition function of an SPT labeled by the corresponding cohomology class. Given such a bicharacter $\mathfrak{c}_{\ell}$, one obtains a duality $\sigma_{\mathfrak{c}}$ which maps the dyon $d=(\mathrm{g}, \alpha)$ as

$$
\begin{equation*}
\sigma_{\mathrm{c}}:(\mathrm{g}, \alpha) \mapsto\left(\mathrm{g}, \alpha_{\mathrm{g}}^{\mathrm{c}}\right), \tag{B.5}
\end{equation*}
$$

where the transformed representation $\alpha_{\mathrm{g}}^{\mathrm{c}}$ has the form $\mathrm{R}_{\alpha_{\mathrm{g}}}(\cdot)=\mathrm{R}_{\alpha}(\cdot) \mathfrak{c}_{\ell}(\mathrm{g}, \cdot)$.
3. Partial electric-magnetic dualities: These correspond to performing an electricmagnetic duality on a given factor $\mathbb{Z}_{N_{j}}$ in $G$

$$
\sigma_{j}: \begin{align*}
\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{j-1}, \mathrm{~g}_{j}, \mathrm{~g}_{j+1}, \ldots \mathrm{~g}_{n}\right) & \mapsto\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{j-1}, \alpha_{j}, \mathrm{~g}_{j+1}, \ldots \mathrm{~g}_{n}\right),  \tag{B.6}\\
\left(\alpha_{1}, \ldots, \alpha_{j-1}, \alpha_{j}, \alpha_{j+1}, \ldots \alpha_{n}\right) & \mapsto\left(\alpha_{1}, \ldots, \alpha_{j-1}, \mathrm{~g}_{j}, \alpha_{j+1}, \ldots \alpha_{n}\right) .
\end{align*}
$$

The duality group $\mathcal{G}[\mathrm{G}]$ is in general non-Abelian and often very large for even small Abelian groups G. In this appendix, we will compute a few duality groups. Some concrete computations are done using the GAP System [218].

## B. $1 \quad G=\mathbb{Z}_{2}$

We first consider the simplest example which is $G=\mathbb{Z}_{2}$. The fundamental dyonic excitations are the charge $e=(0,1)$ and flux $m=(1,0)$. The fusion group is then

$$
\begin{equation*}
\mathcal{A}[\mathbb{Z}]=\{(0,0),(1,0),(0,1),(1,1)\} \equiv\{1, m, e, f\} . \tag{B.7}
\end{equation*}
$$

The modular $T$ - and $S$-matrices are

$$
T=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{B.8}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \quad S=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right) .
$$

A duality $\sigma$ is a permutation of anyons that preserves these matrices

$$
\begin{equation*}
\mathscr{M}_{\sigma} T \mathscr{M}_{\sigma}^{-1}=T, \quad \mathscr{M}_{\sigma} S \mathscr{M}_{\sigma}^{-1}=S \tag{B.9}
\end{equation*}
$$

here $\mathscr{M}_{\sigma}$ is an invertible integer matrix permuting the set of anyons. Clearly, the only such permutation is the electric-magnetic duality transformation

$$
\begin{equation*}
e \longleftrightarrow m, \tag{B.10}
\end{equation*}
$$

whose matrix is given by

$$
\mathscr{M}_{\sigma}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{B.11}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Therefore, the group of anyonic symmetries is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2}\right]=\mathbb{Z}_{2} \tag{B.12}
\end{equation*}
$$

## B. $2 \quad G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$

For $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, there are 16 anyons and $T$ - and $S$-matrices are given

$$
T=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{B.13}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right) \otimes\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

and

$$
S=\frac{1}{4}\left(\begin{array}{cccc}
1 & 1 & 1 & 1  \tag{B.14}\\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right) \otimes\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

Dualities $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$ is a subgroup of $S_{16}$ such that

$$
\begin{equation*}
\mathscr{M}_{\sigma} T \mathscr{M}_{\sigma}^{-1}=T, \quad \mathscr{M}_{\sigma} S \mathscr{M}_{\sigma}^{-1}=S, \quad \forall \sigma \in \mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right] \tag{B.15}
\end{equation*}
$$

where $\mathscr{M}_{\sigma}$ is a matrix representing the permutation associated to the duality $\sigma$. The duality group is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2} \tag{B.16}
\end{equation*}
$$

whose order is 72 . For the details of the generators, see Section 5.3.

## B.2.1 Analysis of the outer automorphism group

We will here briefly describe the construction of the automorphism group of $\mathcal{G}_{2} \equiv \mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$ in terms of its generators. One can readily check that the following two maps are automorphisms

$$
a:\left(\begin{array}{c}
\sigma_{L} \\
h_{1} \\
k_{1} \\
h_{2} h_{3} \\
k_{2} k_{3}
\end{array}\right) \longrightarrow\left(\begin{array}{c}
h_{1} \\
\sigma_{L}\left(h_{2} h_{3}\right)^{2}\left(k_{2} k_{3}\right) \\
\sigma_{L} k_{1} h_{1}\left(h_{2} h_{3}\right)\left(k_{2} k_{3}\right) \\
h_{2} h_{3}\left(k_{2} k_{3}\right)^{2} \\
\left(h_{2} h_{3}\right)^{2}\left(k_{2} k_{3}\right)^{2}
\end{array}\right), \quad x:\left(\begin{array}{c}
\sigma_{L} \\
h_{1} \\
k_{1} \\
h_{2} h_{3} \\
k_{2} k_{3}
\end{array}\right) \longrightarrow\left(\begin{array}{c}
\sigma_{L} k_{1} h_{1}\left(h_{2} h_{3}\right)\left(k_{2} k_{3}\right) \\
k_{1} \\
h_{1}\left(h_{2} h_{3}\right)^{2} \\
k_{2} k_{3} \\
\left(h_{2} h_{3}\right)^{2}
\end{array}\right),
$$

and they satisfy the following properties

$$
\begin{equation*}
a^{8}=x^{2}=1, \quad x a x^{-1}=a^{3} \tag{B.17}
\end{equation*}
$$

It is clear that this group is a semidirect product $\mathbb{Z}_{8} \rtimes \mathbb{Z}_{2}$, but it is distinct from the dihedral group $D_{8}$ as the action of the $\mathbb{Z}_{2}$ is different (the dihedral group has $x a x^{-1}=a^{4}=a^{-1}$ ). It turns out that this group is called the quasi-dihedral group ${ }^{24}$

$$
\begin{equation*}
Q D_{16}=\left\langle a, x \mid a^{8}=x^{2}=1, x a x^{-1}=a^{3}\right\rangle \tag{B.18}
\end{equation*}
$$

[^20]Furthermore, we have to other automorphisms

$$
b:\left(\begin{array}{c}
\sigma_{L} \\
h_{1} \\
k_{1} \\
h_{2} h_{3} \\
k_{2} k_{3}
\end{array}\right) \longrightarrow\left(\begin{array}{c}
\sigma_{L} \\
k_{1}\left(k_{2} k_{3}\right)^{2} \\
h_{1}\left(h_{2} h_{3}\right)^{2} \\
h_{1} \\
h_{2} h_{3}
\end{array}\right), \quad c:\left(\begin{array}{c}
\sigma_{L} \\
h_{1} \\
k_{1} \\
h_{2} h_{3} \\
k_{2} k_{3}
\end{array}\right) \longrightarrow\left(\begin{array}{c}
\sigma_{L}\left(h_{2} h_{3}\right)\left(k_{2} k_{3}\right)^{2} \\
k_{1}\left(k_{2} k_{3}\right)^{2} \\
h_{1}\left(h_{2} h_{3}\right) \\
k_{2} k_{3} \\
h_{2} h_{3}
\end{array}\right),
$$

generating the product of two decoupled cyclic groups

$$
\begin{equation*}
\mathbb{Z}_{3} \times \mathbb{Z}_{3}=\left\langle b, c \mid b^{3}=c^{3}=1, b c=c b\right\rangle . \tag{B.19}
\end{equation*}
$$

From the above four automorphisms, one can then check that $Q D_{16}$ has the following action on $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$

$$
\begin{array}{ll}
x b x^{-1}=c, & x c x^{-1}=b, \\
a b a^{-1}=b c^{2}, & a c a^{-1}=b c . \tag{B.20}
\end{array}
$$

In particular, it can be seen that the orbit of the action of $a$ on $\mathbb{Z}_{3} \times \mathbb{Z}_{3}$, has period eight

$$
\begin{equation*}
b \longrightarrow b c^{2} \longrightarrow c \longrightarrow b c \longrightarrow b^{2} \longrightarrow b^{2} c \longrightarrow c^{2} \longrightarrow b^{2} c^{2} \longrightarrow b . \tag{B.21}
\end{equation*}
$$

We, therefore, have the following automorphism group

$$
\begin{equation*}
\operatorname{Aut}\left(\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}\right)=\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right) \rtimes Q D_{16} \tag{B.22}
\end{equation*}
$$

of order

$$
\begin{equation*}
\left|\operatorname{Aut}\left(\mathcal{G}_{2}\right)\right|=144, \tag{B.23}
\end{equation*}
$$

which is exactly twice the order of $\mathcal{G}_{2}$. Many of these automorphisms are however trivial, in the sense that they correspond to conjugation with group elements

$$
\begin{equation*}
\phi_{h}: \mathcal{G}_{2} \rightarrow \mathcal{G}_{2}, \quad \phi(g)=h g h^{-1} . \tag{B.24}
\end{equation*}
$$

The set of such trivial automorphisms form the so-called inner automorphism group and is clearly isomorphic to the group itself

$$
\begin{equation*}
\operatorname{Inn}\left(\mathcal{G}_{2}\right)=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2} . \tag{B.25}
\end{equation*}
$$

This is a normal subgroup of $\operatorname{Aut}\left(\mathcal{G}_{2}\right)$ and can be quotient out to get to the so-called outer automorphism group

$$
\begin{align*}
\operatorname{Out}\left(\mathcal{G}_{2}\right) & =\operatorname{Aut}\left(\mathcal{G}_{2}\right) / \operatorname{Inn}\left(\mathcal{G}_{2}\right) \\
& =\mathbb{Z}_{2}  \tag{B.26}\\
& =\{[1],[\phi]\} .
\end{align*}
$$

Note that these groups generally form a short exact sequence,

$$
1 \longrightarrow \operatorname{Inn}\left(\mathcal{G}_{2}\right) \longrightarrow \operatorname{Aut}\left(\mathcal{G}_{2}\right) \longrightarrow \operatorname{Out}\left(\mathcal{G}_{2}\right) \longrightarrow 1
$$

This group $\operatorname{Out}\left(\mathcal{G}_{2}\right)$ is clearly isomorphic to $\mathbb{Z}_{2}$, as the resulting group must be of order two of which there is on only one (up to isomorphism). The automorphisms thus belong to two equivalence classes given by

$$
\begin{equation*}
[1] \approx\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}, \quad[\phi]=\phi \cdot[1], \tag{B.27}
\end{equation*}
$$

where $\phi$ is a representative of the only non-trivial outer automorphism class

$$
\phi:\left(\begin{array}{c}
\sigma_{L}  \tag{B.28}\\
h_{1} \\
k_{1} \\
h_{2} h_{3} \\
k_{2} k_{3}
\end{array}\right) \longrightarrow\left(\begin{array}{c}
h_{1} \\
\sigma_{L} \\
\sigma_{L} k_{1} h_{1} \\
\left(k_{2} k_{3}\right)\left(h_{2} h_{3}\right)^{-1} \\
\left(k_{2} k_{3}\right)\left(h_{2} h_{3}\right)
\end{array}\right)
$$

The interpretation of this automorphism is clear: it rotates the $S_{3} \times S_{3}$ subgroup to a different one consisting of the diagonal and anti-diagonal $S_{3} \times S_{3} .{ }^{25}$

## B. $3 \quad G=\mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}$

The duality transformations discussed in the last section can easily be generalized to the case of $k$-layers of $\mathbb{Z}_{2}$ symmetry. For example, we have the following generators

$$
\begin{align*}
\sigma_{i} & :\left\{e_{i} \mapsto m_{i}, m_{i} \mapsto e_{i}\right\}, \\
s_{i j} & :\left\{a_{i} \mapsto a_{j}, a_{j} \mapsto a_{i} \mid a=e, m\right\},  \tag{B.29}\\
c & :\left\{a_{i} \mapsto a_{i+1} \bmod k \mid a=e, m\right\},
\end{align*}
$$

where $\sigma_{i}$ is the electromagnetic duality in the $i^{\text {th }}$ layer, $s_{i j}$ swaps layers $i$ and $j$, and $c$ is a cyclic permutation of the $k$ layers. Note that we only need electromagnetic duality in one layer as the other layers can be gotten by

$$
\begin{equation*}
\sigma_{i}=s_{1 i} \sigma_{1} s_{1 i} \tag{B.30}
\end{equation*}
$$

Furthermore, only two generators are needed to generate the full group of permutations of $k$ layers: $S_{k}=\left\langle s_{12}, c\right\rangle$. We also have a more non-trivial set of dualities

$$
\begin{equation*}
h_{i j}:\left\{e_{i} \mapsto e_{i} e_{j}, m_{j} \mapsto m_{i} m_{j}\right\} \tag{B.31}
\end{equation*}
$$

Note that $h_{i j}$ is not the same as $h_{j i}$ but they are related as $h_{j i}=s_{i j} h_{i j} s_{i j}$. For any pairs of layers $(i, j)$ we can generate the subgroup $S_{3}=\left\langle h_{i j}, h_{j i}, s_{i j}\right\rangle$. These kinds of subgroups are important when analyzing the phase diagram of the system. We can also define

$$
\begin{align*}
& k_{i j}:\left\{m_{i} \mapsto m_{i} e_{j}, m_{j} \mapsto e_{i} m_{j}\right\}, \\
& \bar{k}_{i j}:\left\{e_{j} \mapsto m_{i} e_{j}, e_{i} \mapsto e_{i} m_{j}\right\} \tag{B.32}
\end{align*}
$$

Note that

$$
\begin{equation*}
k_{i j}=k_{j i}, \quad \bar{k}_{i j}=\bar{k}_{j i}, \quad \bar{k}_{i j}=\sigma_{i} \sigma_{j} k_{i j} \sigma_{j} \sigma_{j} \tag{B.33}
\end{equation*}
$$

Again, for each pairs of layers $(i, j)$ we have another $S_{3}$ subgroup $S_{3}=\left\langle k_{i j}, \bar{k}_{i j}, \sigma_{i} \sigma_{j} s_{i j}\right\rangle$, similar to the two-layer analysis. Another similarity to the two-layer analysis is the following relation

$$
\begin{equation*}
k_{i j}=\sigma_{i} h_{i j} \sigma_{i} \tag{B.34}
\end{equation*}
$$

Therefore, for each pair of indices $(i, j)$, we have the subgroup

$$
\begin{equation*}
\left\langle h_{i j}, s_{i j}, k_{i j}, \sigma_{i}, \sigma_{j}\right\rangle \simeq\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2} . \tag{B.35}
\end{equation*}
$$

[^21]In other words, the phase of diagram of $\left(\mathbb{Z}_{2}\right)^{\times k}$-symmetric theories contain many copies of the phase diagram of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric theories, one for each pair of layers ( $i, j$ ). From the above discussion, we conclude that the full duality group is

$$
\begin{equation*}
\mathcal{G}_{k}=\left\langle\sigma_{1}, h_{12}, s_{12}, c\right\rangle, \tag{B.36}
\end{equation*}
$$

where we have defined the notation $\mathcal{G}_{k} \equiv \mathcal{G}\left[\left(\mathbb{Z}_{2}\right)^{\times k}\right]$. One can check that these generators leave the $T$ - and $S$-matrices invariant. In the language discussed earlier, $\sigma_{i}$ are partial electric-magnetic dualities, $\left\{h_{i j}, s_{i j}, c\right\}$ are essentially universal kinemaltical symmetries related to automorphism group of $\left(\mathbb{Z}_{2}\right)^{\times k}$ while $k_{i j}$ are universal dynamical symmetries related to $H^{2}\left(\left(\mathbb{Z}_{2}\right)^{\times k}, \mathrm{U}(1)\right)$. For small $k$, this group is isomorphic to the following groups

$$
\mathcal{G}_{k}= \begin{cases}\mathbb{Z}_{2}, & k=1,  \tag{B.37}\\ \left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}, & k=2, \\ S_{8}, & k=3, \\ O_{8}^{+}(2) \rtimes \mathbb{Z}_{2}, & k=4 .\end{cases}
$$

Here $O_{8}^{+}(2)=D_{4}(2)$ is a so-called Lie type group, more precisely an orthogonal Chevalley group of type $D$. The order of these groups are

$$
\begin{equation*}
\left|D_{n}(q)\right|=\frac{q^{n(n-1)}\left(q^{n}-1\right)}{g c d\left(4, q^{n}-1\right)} \prod_{i=1}^{n-1}\left(q^{2 i}-1\right) . \tag{B.38}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\left|\mathcal{G}_{4}\right|=\left|O_{8}^{+}(2) \rtimes \mathbb{Z}_{2}\right|=348364800 . \tag{B.39}
\end{equation*}
$$

In other words, there are almost 350 million dualities for $G=\left(\mathbb{Z}_{2}\right)^{4}$ symmetry. It turns out that this is the same dimension as $W^{+}\left(E_{8}\right)$, the orientation-preserving subgroup of the Weyl group of the exceptional Lie algebra $E_{8}$. It is known that $W^{+}\left(E_{8}\right)$ is also a $\mathbb{Z}_{2}$ extension of $O_{8}^{+}(2)$. Whether this connection has any significance will be studied elsewhere.

## B. $4 \mathrm{G}=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$

Another interesting class of symmetries are $G=\mathbb{Z}_{p} \times \mathbb{Z}_{p}$ for prime numbers $p$. Here, the partial electric-magnetic dualities $\sigma_{i}$ are again given in (B.6). The universal dynamical symmetries are given by elements of $H^{2}\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p}, U(1)\right)=\mathbb{Z}_{p}$. The corresponding bicharacters are given by

$$
\begin{equation*}
\beta_{\ell}(\mathrm{g}, \mathrm{~h})=\exp \left[\frac{2 \pi i}{p} \ell\left(\mathrm{~g}_{2} \mathrm{~h}_{1}-\mathrm{g}_{1} \mathrm{~h}_{2}\right)\right], \tag{B.40}
\end{equation*}
$$

where $\ell=0, \cdots, p-1$ lables different cohomology classes. Under these dualities, anyonic charges transform as

$$
\begin{equation*}
\left(\mathrm{g}_{1}, \mathrm{~g}_{2}, \alpha_{1}, \alpha_{2}\right) \longmapsto\left(\mathrm{g}_{1}, \mathrm{~g}_{2}, \alpha_{1}+\ell \mathrm{g}_{2}, \alpha_{2}-\ell \mathrm{g}_{1}\right) . \tag{B.41}
\end{equation*}
$$

Finally, the universal dynamical symmetries are related to the duality group of $\mathbb{Z}_{p} \times \mathbb{Z}_{p}$, which is

$$
\begin{equation*}
\operatorname{Aut}\left(\mathbb{Z}_{p} \times \mathbb{Z}_{p}\right)=G L_{2}\left(\mathbb{F}_{p}\right) \tag{B.42}
\end{equation*}
$$

The action of these dualities on anyons is given in (B.2). Specifically, for $p=2$ we have $\mathrm{GL}_{2}\left(\mathbb{F}_{2}\right)=S_{3}$ and the full duality group becomes $\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2}$, as shown earlier. For $p=3$, we have $\mathrm{GL}_{2}\left(\mathbb{F}_{3}\right)=Q_{8} \rtimes S_{3}$, and they are generated by

$$
\begin{align*}
& h_{1}:\left(\mathrm{g}_{1}, \mathrm{~g}_{2} ; \alpha_{1}, \alpha_{2}\right) \longmapsto\left(\mathrm{g}_{2}, \mathrm{~g}_{1} ; \alpha_{2}, \alpha_{1}\right), \\
& h_{2}:\left(\mathrm{g}_{1}, \mathrm{~g}_{2} ; \alpha_{1}, \alpha_{2}\right) \longmapsto\left(\mathrm{g}_{1}+\mathrm{g}_{2}, \mathrm{~g}_{2} ; \alpha_{1}, 2 \alpha_{1}+\alpha_{2}\right) . \tag{B.43}
\end{align*}
$$

The dynamical dualities are generated by

$$
\begin{equation*}
k:\left(\mathrm{g}_{1}, \mathrm{~g}_{2} ; \alpha_{1}, \alpha_{2}\right) \longmapsto\left(\mathrm{g}_{1}, \mathrm{~g}_{2} ; \alpha_{1}+\mathrm{g}_{2}, \alpha_{2}-\mathrm{g}_{1}\right) \tag{B.44}
\end{equation*}
$$

with $k^{3}=1$. We have the relations

$$
\begin{equation*}
h_{1} k h_{1}^{-1}=k^{-1}, \quad h_{2} k h_{2}^{-1}=k \tag{B.45}
\end{equation*}
$$

Thus $\left\langle k, h_{1}, h_{2}\right\rangle \simeq \mathbb{Z}_{3} \rtimes G L_{2}\left(\mathbb{F}_{3}\right)$. When adding electric-magnetic duality, the structure of the group becomes significantly more complicated and it is hard to write the group in a simple way. One possible presentation of the full duality group is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]=\left\{\left[\left(\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \mathbb{Z}_{2}\right) \rtimes\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)\right) \rtimes\left(\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right)\right] \rtimes \mathbb{Z}_{2}\right\} \rtimes \mathbb{Z}_{2} \tag{B.46}
\end{equation*}
$$

which is not very illuminating. The order of the group is $\left|G\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]\right|=1152$ and one can check that this group is actually

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{3} \times \mathbb{Z}_{3}\right]=W\left(F_{4}\right) \tag{B.47}
\end{equation*}
$$

the Weyl group of the exceptional Lie algebra $F_{4}$. Whether there is a deeper relation to the Lie algebra $F_{4}$ will be investigated elsewhere.

## C From Wen plaquette model to $\mathbb{Z}_{N}$-symmetric spin chains

In this section we exemplify our approach for the simple example of $\mathbb{Z}_{N}$ topological order, using an exactly solvable model. We will show that this $2+1 d$ quantum model has a $\mathcal{A}=\mathbb{Z}_{N} \times \mathbb{Z}_{N}$ 1 -form symmetry and a $\mathcal{G}=\mathbb{Z}_{2}$ 0-form symmetry related to electric-magnetic duality. We then show how a spin chain with $\mathbb{Z}_{N}$ global symmetry naturally appears on the $1+1 d$ edge of the $2+1 d$ quantum model model and elaborate on various global and topological issues of this bulk to edge correspondence. There are various equivalent formulations of the $\mathbb{Z}_{N}$ topological gauge theory. Here we find it convenient to work with the so-called Wen plaquette formulation, since ( 0 -form) anyonic symmetries appear as lattice translations.

Bulk Hilbert space and Hamiltonian: Consider a square lattice $\Lambda$ with a $N$-state spin degree of freedom on each lattice site and the Hilbert space $\mathcal{H}_{\Lambda}=\bigotimes_{i} \mathcal{H}_{i}$, with the local Hilbert spaces $\mathcal{H}_{i} \simeq \mathbb{C}^{N}$. We define a basis $\left|\sigma_{i}\right\rangle$ with $\sigma_{i}=0, \ldots, N-1$ that spans $\mathcal{H}_{i}$. The $\mathbb{Z}_{N}$ generalization of the Pauli matrices act on $\mathcal{H}_{i}$ as

$$
\begin{aligned}
Z_{i}\left|\sigma_{i}\right\rangle & =\omega^{\sigma_{i}}\left|\sigma_{i}\right\rangle \\
X_{i}\left|\sigma_{i}\right\rangle & =\left|\sigma_{i}-1\right\rangle
\end{aligned}
$$

where $\omega=e^{\frac{2 \pi i}{N}}$. The operators satisfy the algebraic relations $X_{i}^{N}=Z_{i}^{N}=1$ and $X_{i} Z_{j}=\omega^{\delta_{i j}} Z_{j} X_{i}$. It will be convenient to use the following graphical notation

$$
\begin{array}{ll}
z_{i}=\not \chi_{i} & X_{i}=\not \searrow_{i} \\
X_{i}^{\dagger}=\not \chi_{i} & z_{i}^{\dagger}=\not \ddot{i}_{i} \tag{C.1}
\end{array}
$$

in terms of which the algebraic relations take the form

(a) Electric excitations.

(b) Magnetic Excitations.

(c) Dyonic Excitations.

Figure 31

For each plaquette on the lattice, on can define the minimal closed string operator as

$$
\mathcal{O}_{p}={\underset{4}{1} p)^{2}=Z_{1} X_{2} Z_{3}^{\dagger} X_{4}^{\dagger}, ~ \text {, }}^{1}
$$

which again is unitary and satisfy $\mathcal{O}_{p}^{N}=1$ and satisfy $\left[\mathcal{O}_{p}, \mathcal{O}_{p^{\prime}}\right]=0$ for all plaquettes $p$ and $p^{\prime}$. The $\mathbb{Z}_{N}$ generalization of the Wen-plaquette model takes the form

$$
\begin{equation*}
H_{\mathbb{Z}_{N}}^{W_{e n}}=-\frac{g}{2} \sum_{p}\left(\mathcal{O}_{p}+\mathcal{O}_{p}^{\dagger}\right)=-\frac{g}{2} \sum_{p}(p) . \tag{C.2}
\end{equation*}
$$

Since all plaquettes commute, the eigenstates can be labelled by the $\mathbb{Z}_{N}$ eigenvalues of the plaquette operators. The ground states subspace is given by

$$
\begin{equation*}
\left.\mathcal{H}_{G S}=\left\{|\psi\rangle \in \mathcal{H}_{\Lambda}\left|\mathcal{O}_{p}\right| \psi\right\rangle=|\psi\rangle, \forall p\right\} \subset \mathcal{H}_{\Lambda} . \tag{C.3}
\end{equation*}
$$

The ground state degeneracy will depend on the global topology of the spatial manifold the theory lives on. For manifolds without boundary, this degeneracy is protected against any local perturbations that do not close the bulk gap while for manifolds with boundary only a subset of groundstates are protected while the rest correspond to edge states.

String operators and anyonic excitations The plaquettes of a square lattice admit a bipartitioning into 'odd' and 'even' plaquettes (see figure 31, where the 'odd' plaquettes are shaded gray). Now consider an oriented path on the square lattice that traverses diagonally between plaquettes such that it is fully contained in either the odd or even plaquettes. Any such path is in one-to-one correspondence with a line operator $\mathcal{W}_{\ell}$ which acts non-trivially on the Hilbert spaces associated to the vertices contained in the path. The operator acting on any given vertex is determined by the orientation of the string using eq.(C.1). If the path is homologically trivial i.e. contractible, it can be expressed as a product of plaquette operators

$$
\begin{equation*}
\mathcal{W}_{\ell}=\prod_{p \in \mathcal{D} \ell} \mathcal{O}_{p}^{\circ(\ell)}, \tag{C.4}
\end{equation*}
$$

where $\partial^{-1} \ell$ is the (non-unique) collection of plaquettes whose boundary is $\ell$ and $o(\ell)$ is the orientation of $\ell$, which we choose as $\pm 1$ for clockwise and anti-clockwise paths respectively. From eq. (C.4), it follows that any closed contractible string operator commutes with the Wenplaquette Hamiltonian.
Consider instead an open path $\ell$ from plaquette $a$ to plaquette $b$ (see figure 31). Such an operator commutes with all the plaquette operators except those at $a$ and $b$. More precisely

$$
\begin{equation*}
\mathcal{O}_{p} \mathcal{W}_{\ell}=\omega^{\delta_{p, a}-\delta_{p, b}} \mathcal{W}_{\ell} \mathcal{O}_{p} \tag{C.5}
\end{equation*}
$$

Therefore, the operator $\mathcal{S}_{\ell}$ acting on the ground state creates localized excitations at the plaquettes $a$ and $b$. We may deform such a string operator by composing it with an arbitrary collection of plaquette operators which gives rise to modified string $\ell^{\prime}$ with the endpoints fixed at $a$ and $b$. In this sense the operators defined on $\ell$ and $\ell^{\prime}$ are equivalent and we may label them only by the end-points. Since the string operators are contained on either the even (white) or odd (shaded) plaquettes, there are two types of local excitations on plaquettes; magnetic charges $m$ (even) and electric charges $q$ (odd), while more generally we have dyons on both lattices and can they be thought of as living on the link separating them (see fig. 31). Thus the set of anyons is given by

$$
\begin{equation*}
\mathcal{A}=\{(q, m) \mid q, m=0, \ldots N-1\} \tag{C.6}
\end{equation*}
$$

with the anyon $(0,0)$ corresponding to the trivial particle. For compact manifolds excitations can only be created pairwise while for non-compact manifolds we can have single particles since the other end of the string can either be stretched to infinity or onto a boundary. A single dyon with electric and magnetic charges $q$ and $m$, respectively, cost the energy

$$
\begin{equation*}
\Delta E_{(q, m)}=g\left(1-\cos \left(\frac{2 \pi}{N} q\right)\right)+g\left(1-\cos \left(\frac{2 \pi}{N} m\right)\right) \tag{C.7}
\end{equation*}
$$

There are $N^{2}$ different types of dyonic excitations labelled by $(q, m)$. These different excitations are topologically distinct in the sense that they cannot be turned into another excitation $(\tilde{q}, \tilde{m}) \neq(q, m)$ by acting with any local operators.

Global 1- and 0-form symmetries As discussed in (C.4), homologically trivial (contractible) loops are given by products of $\mathcal{O}_{p}$. Such products can be used to topologically deform these curves, however there will always exist two different types of contractible loops that cannot be deformed into each other

$$
\begin{equation*}
\mathcal{W}_{\ell_{\text {loop }}}^{e}=\prod_{p} p, \quad \mathcal{W}_{\ell_{\text {loop }}}^{m}=\prod_{p} p p . \tag{C.8}
\end{equation*}
$$

Any such loop commutes with the Hamiltonian and corresponds to 1-form symmetries isomorphic to $\mathcal{A}=\mathbb{Z}_{N} \times \mathbb{Z}_{N}$. On Manifolds with non-trivial topology like a torus or genus-g surfaces $\Sigma_{g}$, there will exist non-trivial homology cycles and we can therefore form non-contractible loops. These loops cannot be decomposed into $\mathcal{O}_{p}$, but will still commute with the Hamiltonian. Their algebra will lead to non-trivial ground-state degeneracies that only depend on (1) the kind of topological order ( $\mathbb{Z}_{N}$ in this case) and (2) topology of the manifold (in particular, first homology group). This degeneracy is protected against local perturbations, because they are not coming from a 0 -form symmetry but rather from 1 -form symmetries.

Now note that a lattice translation acts on 1-form symmetries

$$
\begin{equation*}
\mathcal{W}_{\ell}^{e} \longleftrightarrow \mathcal{W}_{\ell}^{m} \tag{C.9}
\end{equation*}
$$

It exchanges anything electric and magnetic (lines and excitations), and therefore called electric-magnetic duality. Thus symmetry acts everywhere in space and is therefore a 0 -form symmetry (see figure (4b)). Such symmetry exists in any description of a $\mathbb{Z}_{N}$ topological order, the fact that it is generated by lattice translations is a special feature of the Wen plaquette model. If we wanted to put the 0 -form symmetry along time to create a domain wall as in figure 6b, we would have to create lattice dislocation (see [219, 220]). But note that this object is really a surface in spacetime and not just a line, as it might naively appear in much of the literature on twist defects.


Figure 32: Semi-infinite along $x$-direction, but periodic along $y$. The boundary operators (BO) can be thought of as half of the small loop operators in the bulk. The green ellipses on the edge correspond to the pseudo-spin degree spin of freedom. The blue BO act on a single pseudo-spin, while the red BO act on a pair of nearestneighbour pseudo-spins.

Semi-infinite cylinder: We will now consider the model (C.2) defined on a semi-infinite cylinder, where the periodic direction is along the $y$-axis with $L_{y}$ lattice sites (see fig. 32). For now, we will assume that $L_{y}$ is even and we will label the even plaquettes by $p$ while the odd ones are labelled by $\tilde{p}$.
Besides the bulk plaquette operators and for this geometry we can consider several other string operators. First we have a set of operators acting near the boundary defined as (see also fig. 32)

$$
s_{p}=
$$



These are nothing but the bulk plaquette operators, cut in half. It is easy to see that both $S_{p}$ and $S_{\tilde{p}}$ commute with any $\mathcal{O}_{p^{\prime}}$ and $\mathcal{O}_{\tilde{p}^{\prime}}$, but for nearest neightbour $p$ and $\tilde{p}$ on the boundary we have

Next we have two types of non-contractable string operators along the periodic direction defined as

$$
\begin{equation*}
\Gamma=\{, \quad \tilde{\Gamma}=\{ \tag{C.11}
\end{equation*}
$$

These operators both commute among each other and with all bulk plaquette operators and boundary operators. Finally we have two operators along the other cycle, strecthing from infinity and ending on the boundary defined as

$$
\begin{equation*}
W=\sim \tag{C.12}
\end{equation*}
$$

Note that if we had a finite cylinder, by gluing it into a torus the above two operators would become non-contractable and contribute to the GSD. While these commute among themselves
and with all bulk plaquette operators, we have the following relations

$$
\begin{array}{ll}
\tilde{\Gamma} W=\omega W \tilde{\Gamma}, & \Gamma \tilde{W}=\omega \tilde{W} \Gamma \\
\Gamma W=W \Gamma, & \tilde{\Gamma} \tilde{W}=\tilde{W} \tilde{\Gamma} . \tag{C.13}
\end{array}
$$

A choice of maximal set of commuting and independent operators is

$$
\begin{equation*}
\left.\left\{\mathcal{O}_{p}, \mathcal{O}_{\tilde{p}}, S_{\tilde{p}}, \Gamma\right\}=\{-p, \tilde{p}, \text { ( } \tilde{p},\}\right\} . \tag{C.14}
\end{equation*}
$$

Note that the operators $\tilde{\Gamma}$ is also included in this set of operators, as it can be generated from the boundary operators $S_{\tilde{p}}$. Since the above set commute and is maximal, the corresponding eigenbasis will span the full Hilbert space and is labelled by their eigenvalues. This basis is convenient, since all these states will automatically be eigenstates of the Hamiltonian (C.2). Given one state in (C.3), we can construct all other ground-states by projecting into eigenstates of $S_{\tilde{p}}$ and $\Gamma$. Since there is one $\Gamma$ and $L_{y} / 2 S_{\tilde{p}}$, we have $N^{\frac{L_{y}}{2}+1}$ ground states. However, only $N^{2}$ of these (from $\Gamma$ and $\tilde{\Gamma}=\prod_{\tilde{p}} S_{\tilde{p}}$ ) are topologically robust against perturbations, while the rest correspond to edge states and the degeneracy is lifted once we add local perturbations. Since there are roughly $N^{\frac{L_{y}}{2}}$ degrees of freedom on the edge, there is $\sqrt{N}$ degrees of freedom per site. From this we might conclude that the edge contains parafermions (Majorana fermions for $N=2$ ).

In order to see the emergence of Kramers-Wannier duality and its subtle global effects, it is useful to parametrize the subspace corresponding to edge degrees of freedom carefully and study how boundary operators act on this subspace. Thus we will construct the $N^{\frac{L_{y}}{2}+1}$ states explicitly. First note that the eigenstates of $\Gamma$ and $\tilde{\Gamma}$ cannot be connected to each other using any local operator, since they are only connected through the infinite line operators $\tilde{W}$ and $W$. We can thus decompose the full Hilbert space into $N^{2}$ distinct superselection sectors or topological sectors

$$
\begin{equation*}
\mathcal{H}_{f u l l}=\bigoplus_{\Gamma, \Gamma=0}^{N-1} \mathcal{H}_{\Gamma, \tilde{\Gamma}}, \tag{C.15}
\end{equation*}
$$

corresponding to the eigenspaces of $\Gamma$ and $\tilde{\Gamma}$. The projection operators projecting onto the ground state subspace are given by

$$
\begin{equation*}
P_{p}=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \mathcal{O}_{p}^{n}, \quad P_{\tilde{p}}=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \mathcal{O}_{\tilde{p}}^{n} \tag{C.16}
\end{equation*}
$$

and a ground state is thus given by

$$
\begin{equation*}
|\Gamma=0, \tilde{\Gamma}=0\rangle=\mathcal{N} P_{\Gamma} P_{\tilde{\Gamma}} \prod_{p} P_{p} \prod_{\tilde{p}} P_{\tilde{p}}|\psi\rangle, \tag{C.17}
\end{equation*}
$$

for a choice of reference state $|\psi\rangle$. We have further projected into the $\Gamma=0$ and $\tilde{\Gamma}=0$ sectors using

$$
\begin{equation*}
P_{\Gamma}=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \Gamma^{n}, \quad \text { and } \quad P_{\tilde{\Gamma}}=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \tilde{\Gamma}^{n} . \tag{C.18}
\end{equation*}
$$

All $N^{2}$ topological sectors are now given by

$$
\begin{equation*}
|\Gamma=a, \tilde{\Gamma}=b\rangle=\tilde{W}^{a} W^{b}|\Gamma=0, \tilde{\Gamma}=0\rangle \tag{C.19}
\end{equation*}
$$

with the eigenvalues

$$
\begin{equation*}
\Gamma|\Gamma=a, \tilde{\Gamma}=b\rangle=\omega^{a}|\Gamma=a, \tilde{\Gamma}=b\rangle, \quad \tilde{\Gamma}|\Gamma=a, \tilde{\Gamma}=b\rangle=\omega^{b}|\Gamma=a, \tilde{\Gamma}=b\rangle . \tag{C.20}
\end{equation*}
$$

The states are all locally indistinguishable, differ only globally, thus cannot be mixed under local perturbations. To construct the $N^{\frac{L_{y}}{2}-1}$ locally distinguishable edge states within each superselection sector, we can use the following set of projectors

$$
\begin{equation*}
Q_{\tilde{p}}(\alpha)=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \omega^{-\alpha n} S_{\tilde{p}}^{n}, \tag{C.21}
\end{equation*}
$$

satisfying

$$
Q_{\tilde{p}}(\alpha)^{\dagger}=Q_{\tilde{p}}(\alpha), \quad Q_{\tilde{p}}(\alpha) Q_{\tilde{p}}(\beta)=\delta_{\alpha, \beta} Q_{\tilde{p}}(\alpha), \quad S_{\tilde{p}} Q_{\tilde{p}}(\alpha)=\omega^{\alpha} Q_{\tilde{p}}(\alpha) .
$$

Here we have $\alpha=0, \ldots, N-1$. As can be seen, the operator $Q_{\tilde{p}}(\alpha)$ projects a state down to the $\omega^{\alpha}$ eigenstate of $S_{\tilde{p}}$. This implies that we can think of the $\tilde{p}$ plaquettes on the boundary as a pseudo spin-chain with $L_{y} / 2$ sites (while the $p$ plaquettes is the dual lattice). For later use, we note the following commutation relations (using equation (C.10))

$$
S_{p} Q_{\tilde{p}}(\alpha)=\left\{\begin{array}{lll}
Q_{\tilde{p}}(\alpha-1) S_{p}, & \text { if } & \dot{\dot{p}} \tilde{p}  \tag{C.22}\\
p \\
Q_{\tilde{p}}(\alpha+1) S_{p}, & \text { if } & \\
\dot{\mid} p \\
\tilde{p}
\end{array}\right.
$$

While they commute for any $p$ and $\tilde{p}$ that are not nearest neighbours. A complete basis of $\mathcal{H}_{\text {ground }}$ is thus given by

$$
\left|\Gamma=a, \tilde{\Gamma}=b ; S_{\tilde{1}}=\alpha_{\tilde{1}}, \ldots, S_{\frac{\tilde{L}_{y}}{2}}=\alpha_{\frac{L_{y}}{2}}\right\rangle_{1}=\prod_{\tilde{p}} Q_{\tilde{p}}\left(\alpha_{\tilde{p}}\right) \tilde{W}^{a} W^{b}|\Gamma=0, \tilde{\Gamma}=0\rangle .
$$

Each of these states correspond to a boundary state with pseudospin configuration $\left(\alpha_{1}, \alpha_{\tilde{2}}, \ldots, \alpha_{\tilde{L} / 2}\right)$. The structure of (C.3) is thus $\mathcal{H}_{\text {ground }}=\bigoplus_{a, b=0}^{N-1} \mathcal{H}_{a, b}$, with $\operatorname{dim} \mathcal{H}_{\text {ground }}=N^{\frac{L_{y}}{2}+1}$ and $\operatorname{dim} \mathcal{H}_{a, b}=N^{\frac{L_{y}}{2}-1}$. We see therefore that this basis is eigenbasis for the $S_{\tilde{p}}$ operators, while $S_{p}$ flip two nearest neighbour spins.

Alternatively, we could use a slightly different basis where $S_{p}$ are diagonal and $\tilde{S}_{\tilde{p}}$ flip spins. For convenience, we will make the following choice of reference state

$$
|\psi\rangle=\left|\begin{array}{cc}
|0\rangle_{z} & |0\rangle_{x}  \tag{C.23}\\
|0\rangle_{x} & |0\rangle_{z}
\end{array}\right\rangle
$$

making the action of $P_{p}$ and $P_{\Gamma}$ trivial. The new set of states are now given by

$$
\begin{equation*}
\left|\Gamma=a, \tilde{\Gamma}=b ; \alpha_{\tilde{1}}, \ldots, \alpha_{\frac{\tilde{L}_{y}}{2}}\right\rangle_{2} \equiv\left|a, b ;\left\{\alpha_{\tilde{p}}\right\}\right\rangle=\mathcal{N} \prod_{\tilde{p}}^{\tilde{L}_{y} / 2} S_{\tilde{p}}^{\alpha_{\tilde{p}}}|\Gamma=a, \tilde{\Gamma}=b\rangle . \tag{C.24}
\end{equation*}
$$

In this basis, it is clear that $S_{\tilde{p}}$ changes only one spin $\alpha_{\tilde{p}} \rightarrow \alpha_{\tilde{p}}+1$, while leaving the rest invariant. The action of the other boundary operators are

$$
S_{p}\left|a, b ;\left\{\alpha_{\tilde{p}}\right\}\right\rangle=\omega^{\alpha_{\tilde{p}}-\alpha_{\tilde{p}+1}} \omega^{\delta_{p, L, y / 2} a}\left|a, b ;\left\{\alpha_{\tilde{p}}\right\}\right\rangle,
$$

where the $\omega^{\delta_{p, L y} / 2}$ factor is due to $\tilde{W}=\sim$. Whether we are using basis $|\ldots\rangle_{1}$ or $|\ldots\rangle_{2}$, it is clear that the boundary degrees of freedom can be interpret as a $\mathbb{Z}_{N}$ spin chain with twisted boundary conditions. This pseudospin chain lives on the $\tilde{p}$ sites in figure 32 , of which there are $\tilde{L}_{y} / 2$ sites (where each psudospin consists of a pair of physical spin). On these boundary pseudo-spins we can make the following identifications of operators

$$
\begin{array}{ll}
S_{\tilde{p}}=\mathcal{N}_{\tilde{p}} \rightarrow \tau_{\tilde{p}}^{\chi \dagger}, & \tilde{\Gamma}=\mathcal{K}^{\prime} \rightarrow \mathcal{S}=\prod_{\tilde{p}} \tau_{\tilde{p}}^{\chi \dagger},  \tag{C.25}\\
S_{p}=\tau_{\tilde{p}}^{z} \tau_{\tilde{p}+1}^{z \dagger}, & \Gamma=\left\{\rightarrow \mathcal{T}=\omega^{a} \mathbb{I},\right.
\end{array}
$$

with the following twisted boundary condition

$$
\begin{equation*}
\mathrm{BC}: \quad \tau_{\frac{L_{y}}{2}+1}^{z}=\omega^{-a} \tau_{\tilde{1}}^{z} \tag{C.26}
\end{equation*}
$$

In other words, $\tau_{\tilde{L}_{y} / 2}^{z} \tau_{\tilde{L}_{y} / 2+1}^{z \dagger}=\omega^{a} \tau_{\tilde{L}_{y} / 2}^{z} \tau_{\tilde{1}}^{z \dagger}$. So each topological sector $\Gamma=a$ can be mapped into a $\mathbb{Z}_{N}$ spin chain language with boundary condition (C.26), the $\Gamma=0$ sector corresponds to the usual periodic boundary condition. In this language, the ground states $\left|\Gamma=a ;\left\{\alpha_{\tilde{p}}\right\}\right\rangle$ correspond to boundary pseudo-spin configurations.

Boundary Conditions and Emergence of Kramer-Wannier Duality Now with a clear understanding of the structure of the Hilbert space and the operators that act on it, let on consider the following boundary conditions of the model on a semi-infinite cylinder

$$
\begin{equation*}
H_{\partial}=-J / 2 \sum_{p} p-h / 2 \sum_{\tilde{p}} f_{R}+\text { h.c. } \tag{C.27}
\end{equation*}
$$

We see that the model (bulk + boundary) is exactly solvable when $J=0$ or when $h=0$, which correspond to the gapped boundaries $L_{m}$ and $L_{e}$. However when both $J$ and $h$ are non-zero, the boundary terms do not commute anymore and a some point a phase-transition will happen between these two phases.

Note that the boundary Hamiltonian only changes dynamics of the boundary modes, which are separated from bulk excitations with a large energy. In other words, the boundary Hamiltonian is the low-energy effective Hamiltonian in this case. Decomposing this into the $N^{2}$ superselection sectors we get

$$
\begin{equation*}
H_{e f f}=\bigoplus_{a, b=0}^{N-1} H_{e f f}^{\mathcal{S}=a, \mathcal{T}=b} \tag{C.28}
\end{equation*}
$$

where in each superselection sector we have the Hamiltonians

$$
\begin{equation*}
H_{e f f}^{\mathcal{S}=a, \mathcal{T}=b}=P_{\mathcal{S}}(a) H_{e f f}^{\mathcal{T}=b} P_{\mathcal{S}}(a) \tag{C.29}
\end{equation*}
$$

where $H_{\text {eff }}^{\mathcal{T}=a}$ is the Hamiltonian in the $\Gamma=\mathcal{T}=a$ superselection sector (but all $\tilde{\Gamma}=\mathcal{S}$ sectors) and is given by

$$
\begin{align*}
H_{e f f}^{\mathcal{T}=b}= & -J / 2 \sum_{\tilde{p}=0}^{\tilde{L} / 2-1}\left(\tau_{\tilde{p}}^{z} \tau_{\tilde{p}+1}^{z \dagger}+\tau_{\tilde{p}+1}^{z} \tau_{\tilde{p}}^{z \dagger}\right)-h / 2 \sum_{\tilde{p}=0}^{\tilde{L} / 2}\left(\tau_{\tilde{p}}^{x \dagger}+\tau_{\tilde{p}}^{x}\right)  \tag{C.30}\\
& -J / 2\left(\omega^{b} \tau_{\tilde{L} / 2}^{z} \tau_{\tilde{1}}^{z \dagger}+\omega^{-b} \tau_{\tilde{1}}^{z} \tau_{\tilde{L} / 2}^{z \dagger}\right)
\end{align*}
$$



Figure 33: The insertion of $\mathcal{U}_{\mathrm{g}}$ line defects along time direction. Any charged local operator $\mathcal{O}_{\alpha}$ crossing the symmetry defect will transform under the symmetry.
and

$$
\begin{equation*}
P_{\mathcal{S}}(a)=\frac{1}{\left|\mathbb{Z}_{N}\right|} \sum_{n=0}^{N-1} \omega^{-b n} \mathcal{S}^{n} \tag{C.31}
\end{equation*}
$$

is the projector to the $\Gamma=\mathcal{S}=a$ symmetry sector (where eigenvalue of $\mathcal{S}$ is $\omega^{a}$ ). Therefore the low-energy effective Hamiltonian in each superselection sector is nothing but a $\mathbb{Z}_{N}$ generalization of the Ising model (Potts model?) with a particular symmetry twisted boundary conditions $\mathcal{T}=b$ and symmetry sector $\mathcal{S}=a$. These superselection are sectors naturally inherited from the Bulk topological order and are one-to-one with states created on top of each minimally entangled ground state (MES).

Note that instead of (C.14), we could have chosen a different set of maximal commuting set of independent operators. In particular, we could have replaced $S_{\tilde{p}}$ and $\Gamma$ with $S_{p}$ and $\tilde{\Gamma}$. Had we done that, the whole discussion above would have been the same, except the pseudospins would instead live on dual lattice ( $p$ instead of $\tilde{p}$ ). And this would have changed the map (C.25) to

$$
\begin{array}{ll}
S_{\tilde{p}}=\hat{p} \rightarrow \tau_{p}^{z} \tau_{p+1}^{z \dagger}, & \tilde{\Gamma}=\left\{\rightarrow \mathcal{T}=\omega^{a} \mathbb{I},\right. \\
S_{p}=\sim p \rightarrow \tau_{p}^{x \dagger}, & \Gamma=\left\{\rightarrow \mathcal{S}=\prod_{p} \tau_{p}^{x \dagger} .\right. \tag{C.32}
\end{array}
$$

This means that when writting the boundary Hamiltonian (C.27) in the pseudospin language we would have to make the following changes

## D Symmetry-twisted boundary conditions

Symmetry-twisted boundary conditions (STBC) play an important role in dualities that act on the space of G-symmetric Hamiltonians. Let us consider a $1+1$ dimensional G-symmetric quantum system to be compact in the spatial direction (quantum model on a circle). From a space-time point of view, a symmetry-twisted boundary condition corresponds to inserting the topological line defect $\mathcal{U}_{\mathrm{g}}$ along a line in the time-direction (fixed space point) in a partition function (see Figure 33). Any local operator moving along the circle in the spatial direction will eventually cross the $\mathcal{U}_{\mathrm{g}}$ line and transform according to the corresponding symmetry $\mathrm{g} \in \mathrm{G}$. This amounts to coupling the quantum system to a background $G$ gauge field that has a holonomy $g \in G$ around the non-contractible spatial cycle. As is familiar in the context of, say, $U(1)$
gauge theories, coupling to a background gauge field requires extending the derivatives to covariant derivatives. In order to do this on the lattice, consider G -symmetric spin chains where G can possibly be non-abelian (or even a Lie group). For simplicity, consider the G-symmetric Hamiltonian

$$
\begin{align*}
H & =\sum_{i=1}^{L}\left[\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} J_{\alpha} \mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathcal{O}_{\alpha, i+1}+\sum_{\mathrm{g}^{\prime} \in G} h_{\mathrm{g}^{\prime}} \mathcal{O}_{\mathrm{g}^{\prime}, i}\right]+\text { h.c. }  \tag{D.1}\\
& =\sum_{i=1}^{L}\left[\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} J_{\alpha} \mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathrm{T} \mathcal{O}_{\alpha, i} \mathrm{~T}^{-1}+\sum_{\mathbf{g}^{\prime} \in \mathrm{G}} h_{\mathrm{g}^{\prime}} \mathcal{O}_{\mathrm{g}^{\prime}, i}\right]+\text { h.c. }
\end{align*}
$$

where $\mathcal{O}_{\alpha, i}^{I}$ is a local field transforming under some finite-dimensional unitary representation of G (see (12) and (13)) and $\mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathcal{O}_{\alpha, i+1}=\sum_{I=1}^{\operatorname{dim} \alpha}\left(\mathcal{O}_{\alpha, i}^{I}\right)^{\dagger} \mathcal{O}_{\alpha, i+1}^{I}$. In the last equation, we have written the Hamiltonian in terms of the translation operator (see section 2.2 for notation)

$$
\mathrm{T}:\left\{\begin{array}{l}
\mathcal{O}_{\mathrm{g}, i} \longmapsto \mathcal{O}_{\mathrm{g}, i+1}  \tag{D.2}\\
\mathcal{O}_{\alpha, i} \longmapsto \mathcal{O}_{\alpha, i+1}
\end{array}\right.
$$

In order to twist the boundary condition with a symmetry $g \in G$, we can couple the theory to a background $G$ gauge field $g$ with holonomy $g$ in the spatial direction corresponding to the insertion of $\mathcal{U}_{\mathrm{g}}$ along time. We can think of the background gauge field as distributing group elements on the links of the lattice, $g=\left(\mathrm{g}_{1,2}, \cdots, \mathrm{~g}_{L, 1}\right)$, where $\mathrm{g}_{i, i+1} \in \mathrm{G}$ is the value of the gauge field on the link $(i, i+1)$. The holonomy is defined as

$$
\begin{equation*}
\operatorname{hol}(\mathrm{g}) \equiv \prod_{i} \mathrm{~g}_{i-1, i}=\mathrm{g} . \tag{D.3}
\end{equation*}
$$

One way to couple the theory to this gauge field is to introduce the modified symmetry-twisted translation operator

$$
\begin{equation*}
\mathrm{T}_{\mathrm{g}} \equiv\left(\prod_{i=1}^{L} \mathcal{O}_{\mathrm{g}_{i-1, i, i}}\right) \mathrm{T} . \tag{D.4}
\end{equation*}
$$

Replacing the translation operator in equation (D.1) we find

$$
\begin{align*}
H(\boldsymbol{g}) & =\sum_{i=1}^{L}\left[\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} J_{\alpha} \mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathrm{T}_{\mathrm{g}} \mathcal{O}_{\alpha, i} \mathrm{~T}_{\mathrm{g}}^{-1}+\sum_{\mathrm{g}^{\prime} \in \mathrm{G}} h_{\mathrm{g}^{\prime}} \mathcal{O}_{\mathrm{g}^{\prime}, i}\right]+\text { h.c. } \\
& =\sum_{i=1}^{L}\left[\sum_{\alpha \in \operatorname{Rep}(\mathrm{G})} J_{\alpha} \mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathrm{R}_{\alpha}\left(\mathrm{g}_{i, i+1}\right) \cdot \mathcal{O}_{\alpha, i+1}+\sum_{\mathrm{g}^{\prime} \in \mathrm{G}} h_{\mathrm{g}^{\prime}} \mathcal{O}_{\mathrm{g}^{\prime}, i}\right]+\text { h.c. } \tag{D.5}
\end{align*}
$$

where again • corresponds to matrix product. The appearance of $\mathrm{R}_{\alpha}\left(\mathrm{g}_{i, i+1}\right)$ in the Hamiltonian above is essentially a Peierls substitution.

Note that the above construction has an ambiguity, the choice of $\boldsymbol{g}$ such that (D.3) holds is not unique. However, any other choice is gauge equivalent and corresponds to a topological deformation of the symmetry operator $\mathcal{U}_{\mathrm{g}}$ along time. In particular, consider the redefinition of charged operators

$$
\begin{equation*}
\mathcal{O}_{\alpha, i} \longmapsto \mathrm{R}_{\alpha}\left(\lambda_{i}\right) \cdot \mathcal{O}_{\alpha, i}, \quad \lambda_{i} \in \mathrm{G} . \tag{D.6}
\end{equation*}
$$

This is essentially a local gauge transformation corresponding to $\lambda=\left(\lambda_{1}, \ldots, \lambda_{L}\right)$. Under this redefinition, the Hamiltonian changes as

$$
\begin{equation*}
H(\boldsymbol{g}) \longleftrightarrow H\left(\lambda^{-1} g \lambda\right)=\sum_{i, \alpha} \mathcal{O}_{\alpha, i}^{\dagger} \cdot \mathrm{R}_{\alpha}\left(\lambda_{i}^{-1} g_{i, i+1} \lambda_{i+1}\right) \cdot \mathcal{O}_{\alpha, i+1}+\text { h.c. } \tag{D.7}
\end{equation*}
$$

where $\lambda^{-1} g \lambda=\left(\lambda_{1}^{-1} g_{1,2} \lambda_{2}, \cdots, \lambda_{L}^{-1} g_{L, 1} \lambda_{1}\right)$. Clearly, the new transformed background gauge field has the same holonomy

$$
\begin{equation*}
\operatorname{hol}\left(\lambda^{-1} g \lambda\right)=\operatorname{hol}(g)=\mathrm{g} \tag{D.8}
\end{equation*}
$$

Therefore, different choices of $\boldsymbol{g}$ correspond to redefinition of local operators and give rise to unitary-equivalent Hamiltonians

$$
\begin{equation*}
U_{\lambda}^{\dagger} H(\boldsymbol{g}) U_{\lambda}=H\left(\lambda^{-1} \boldsymbol{g} \boldsymbol{\lambda}\right) \tag{D.9}
\end{equation*}
$$

where the unitary transformation is given by

$$
\begin{equation*}
U_{\lambda} \equiv \prod_{i} \mathcal{O}_{\lambda_{i}, i} \tag{D.10}
\end{equation*}
$$

By construction, the Hamiltonian $H(\boldsymbol{g})$ commutes with the symmetry-twisted translation operator, which satisfies

$$
\begin{equation*}
\mathrm{T}_{\mathrm{g}}^{L}=\mathcal{U}_{\mathrm{g}} \tag{D.11}
\end{equation*}
$$

If $\mathcal{U}_{\mathrm{g}}$ generates an order- $n$ subgroup of G , i.e. $\mathcal{U}_{\mathrm{g}}^{n}=1$, such a symmetry-twist mathematically corresponds to extending the group $\mathbb{Z}_{L}$ of translations (generated by $T$ ) by the finite group $\mathbb{Z}_{n}$ generated by $\mathcal{U}_{\mathrm{g}}$. Practically, this has the implication that the momentum eigenvalues are quantized as $n L^{\text {th }}$ roots of unity. It can be immediately checked that local operators satisfy symmetry-twisted conditions

$$
\begin{align*}
& \mathcal{O}_{\alpha, i+L}=\mathrm{T}_{\mathrm{g}}^{L} \mathcal{O}_{\alpha, i} \mathrm{~T}_{\mathrm{g}}^{-L}=\mathrm{R}_{\alpha}(\mathrm{g}) \cdot \mathcal{O}_{\alpha, i} \\
& \mathcal{O}_{\mathrm{h}, i+L}=\mathrm{T}_{\mathrm{g}}^{L} \mathcal{O}_{\mathrm{h}, i} \mathrm{~T}_{\mathrm{g}}^{-L}=\mathcal{O}_{\mathrm{h}, i} \tag{D.12}
\end{align*}
$$

In summary, coupling a spin Hamiltonian with global symmetry $G$ to a background $G$ gauge field $g$ with holonomy $\operatorname{hol}(\boldsymbol{g})=\mathrm{g}$ in the spatial direction corresponds to the insertion of the symmetry operator $\mathcal{U}_{\mathrm{g}}$ along the time direction. The ambiguity in the choice of background field $g \mapsto \lambda^{-1} g \lambda$ corresponds to topological deformations of the symmetry operator and has no physical effect. Moving a local operator a full cycle along the spatial direction, it will inevitably cross the symmetry operator and transform as in (D.12). Therefore, this procedure will give rise to the symmetry-twisted Hamiltonian $H_{\mathrm{g}}$.

## E Simplicial calculus

In this work, we often encountered expressions of the form

$$
\begin{equation*}
\int_{M} A \cup A^{\vee} \tag{E.1}
\end{equation*}
$$

for some gauge fields $A$ and $A^{\vee}$, some space $M$ and $\cup$ denotes the so-called cup product. We would like to compute these expressions explicitly. We thus need an analog of the theory of integration of differential forms on a differentiable manifold. For triangulated spaces, whose definition we explain below, there is a simplicial analog of the theory of differential forms. In this appendix, we briefly review this simplicial calculus. Standard references are [221, 222].


Figure 34: An example of a 2 -simplex in $\mathbb{R}^{3}$. The vertices (in red), i.e. 0 -simplices, are denotes as $\left[v_{0}\right]=v_{0},\left[v_{1}\right]=v_{1}$, and $\left[v_{2}\right]=v_{2}$. The 1 -simplices (in green) are $\left[v_{0}, v_{1}\right]=v_{0}-v_{1},\left[v_{1}, v_{2}\right]=v_{1}-v_{2}$, and $\left[v_{0}, v_{2}\right]=v_{0}-v_{2}$. Finally, the only 2 -simplex (in velvet) is $\left[v_{0}, v_{1}, v_{2}\right]$.

## E. 1 Simplicial complexes

Let $\left\{v_{0}, \cdots, v_{n}\right\}$ be a set of geometrically-independent points in $\mathbb{R}^{N}$. This means that if there exists a set of real scalars $\left\{t_{a}\right\}$ such that

$$
\begin{equation*}
\sum_{a=0}^{n} t_{a}=0, \quad \sum_{a=0}^{n} t_{a} v_{a}=0 \tag{E.2}
\end{equation*}
$$

imply $t_{0}=\cdots=t_{n}=0$. The $n$-simplex $\Delta$ defined by $\left\{v_{0}, \cdots, v_{n}\right\}$ is the set of all points $x \in \mathbb{R}^{N}$ such that

$$
\begin{equation*}
x=\sum_{a=0}^{n} t_{a} v_{a}, \quad \sum_{a=0}^{n} t_{a}=1, \quad \forall t_{a} \geq 0 . \tag{E.3}
\end{equation*}
$$

The points $v_{0}, \cdots, v_{n}$ are called the vertices of $\Delta$ and $n$ is its dimension. For a simplex $\Delta$ defined by vertices $\left\{v_{0}, \cdots, v_{n}\right\}$, we can define an ordering of its vertices. Two orderings are equivalent if they are different by an even number of permutation of vertices. An oriented simplex is denoted as $\left[v_{0}, \cdots, v_{n}\right]$. We use the convention that a the orientation of a given $n$-simplex is given by the orientation of its edges in increasing order. An example of simplices in $\mathbb{R}^{3}$ and their orientations are shown in Figure 34. We sometimes denote an $n$-simplex by $\Delta^{n}$, i.e.

$$
\begin{equation*}
\Delta^{n} \equiv\left[v_{0}, \cdots, v_{n}\right] . \tag{E.4}
\end{equation*}
$$

Simplices generated by all proper subsets ${ }^{26}$ of vertices in $\left\{v_{0}, \cdots, v_{n}\right\}$ are collectively called subsimplices. Any simplex spanned by a subset of $\left\{v_{0}, \cdots, v_{n}\right\}$ obtained by removing only one of the vertices is called a face of $\Delta$. The union of all faces is called the boundary of $\Delta$ and it is denoted as $\partial \Delta$. Accordingly, one can define the interior of an $n$-simplex by $\operatorname{Int}(\Delta)=\Delta-\partial \Delta$.

A simplicial complex $\mathcal{S}$ in $\mathbb{R}^{N}$ is a collection of simplices in $\mathbb{R}^{N}$ with two properties: 1) every subsimplex of a simplex $\Delta \in \mathcal{S}$ also belongs to $\mathcal{S}$; and 2) every intersection of two simplices $\Delta, \Delta^{\prime} \in \mathcal{S}$ is a face of each of them. An example of a simplicial complex (35a) and an example which is not a simplicial complex (35b) is shown in Figure 35 The dimension of a simplicial complex $\mathcal{S}$ is simply the maximum dimension of the simplices in $\mathcal{S}$.

An important result ${ }^{27}$ is that any (reasonably-nice-behaved) space $M$ can be built from $n$ simplices inductively by starting from vertices, and attach edges to them to make a graph, and then attach 2 -simplices, and so on. To make this more precise, let $\mathcal{S}$ be a simplicial complex in $\mathbb{R}^{N}$ and let $|\mathcal{S}|$ denote the subset of $\mathbb{R}^{N}$ consists of the union of simplices in $\mathcal{S}$. This subset
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Figure 35: (a) This shows a proper simplicial complex consists of two 2-simplices (filled in red and blue), their edges (in green) and their vertices (in red). The intersection of these 2 -simplices is the edge of either of them and hence belong to the simplicial complex; (b) This shows two 2 -simplices that do not form a simplicial complex. The intersection of them is a subset of the edge of either of them. Hence, the union of the two triangles do not define a simplicial complex.
admits a natural topology: A subset $S \subset|\mathcal{S}|$ is closed if and only if $S \cap \Delta$ is closed for all simplices $\Delta \in \mathcal{S}$. Such sets are closed under finite union and arbitrary intersections, and hence define a topology on $|\mathcal{S}|$. The subset $|\mathcal{S}|$ endowed with this topology is called the underlying space of $\mathcal{S}$ or its polytope. A map $\phi:|\mathcal{S}| \rightarrow M$ from $|\mathcal{S}|$ to a topological space $M$ is continuous if its restriction $\left.f\right|_{\Delta}$ to each $\Delta \in \mathcal{S}$ is continuous. Equipped with these definition, we see that the polytope of a simplicial complex can be homeomorphic ${ }^{28}$ to a topological space. Finally, notice that there might be many simplicial complexes which are homeomorphic to a given topological space $M$. Alternatively, one can choose different homemorphisms from a given polytope to a homeomorphic topological space. A choice of such homeomorphism is called a triangulation of $M$. After choosing such a homeomorphism, $M$ is called a triangulated space. The study of simplicial aspects of $M$ (simplicial homology and cohomology groups and cup product, etc) can thus be reduced to the study of the simplicial complex underlying its triangulation. We use this correspondence in the following, and often use the simplicial complex $\mathcal{S}$ and the space $M$ for which $\mathcal{S}$ provides a triangulation interchangeably. For example, the simplicial homology and cohomology groups of a simplicial complex are actually the simplicial homology and cohomology of its underlying space, which is homeomorphic to some topological space. As an example, consider the simplicial complex in Figure 36 whose underlying space is a cylinder.

## E. 2 Simplicial homology groups

For a simplicial complex $\mathcal{S}$, a $p$-chain is a function $c$ from the set of oriented simplices in $\mathcal{S}$ into integers (or more generally any Abelian group $G$ ) satisfying 1) for two oppositely-oriented simplices $\Delta$ and $\Delta^{\prime}$, we have $c(\Delta)=-c\left(\Delta^{\prime}\right)$;2) $c(\Delta)=0$ for all but finitely-many oriented $p$-simplices $\Delta$. The set of all $p$-chains naturally forms an Abelian group under addition, which will be denoted as $C_{p}(\mathcal{S}, G)$, which is a free Abelian group. For $p<0$ and $p>\operatorname{dim}(K)$, this is a trivial group. One can define the boundary operator $\partial_{p}$ as the following homomorphism $\partial_{p}: C_{p}(\mathcal{S}, G) \rightarrow C_{p-1}(\mathcal{S}, G)$, which for an oriented $n$-simplex $\Delta=\left[v_{0}, \cdots, v_{n}\right]$ is defined as

$$
\begin{equation*}
\partial_{p} \Delta \equiv \sum_{a=0}^{p}(-1)^{a}\left[v_{0}, \cdots, \widehat{v}_{a}, \cdots, v_{n}\right] \tag{E.5}
\end{equation*}
$$

and $\left[v_{0}, \cdots, \widehat{v}_{a}, \cdots, v_{n}\right]$ means that the vertex $v_{a}$ is removed from the set of vertices. The boundary operator has two important properties: 1) For the oppositely-oriented simplex $-\Delta$
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Figure 36: A simplicial complex consisting of six 2 -simplices, their faces (edges) and vertices. The underlying space of the top and bottom triangles are circles and the underlying space of the whole simplicial complex is (homeomorphic to) a cylinder. To study simplicial aspects of cylinder, one can instead study similar aspects of this simplicial complex.
of a simplicial complex $\Delta$, we have $\left.\partial_{p}(-\Delta)=-\partial_{p}(\Delta) ; 2\right)$ it satisfies

$$
\begin{equation*}
\partial_{p-1} \circ \partial_{p}=0 \tag{E.6}
\end{equation*}
$$

As an example, consider a 2 -simplex $\left[v_{0}, v_{1}, v_{2}\right]$ for which we have

$$
\partial_{2}\left[v_{0}, v_{1}, v_{2}\right]=\left[v_{1}, v_{2}\right]-\left[v_{0}, v_{2}\right]+\left[v_{0}, v_{1}\right] .
$$

The boundary operation defined here is the analog of the boundary operation in the singular homology theory in the context of integration of differential forms on Riemannian manifolds.
(E.6) makes it clear how to define homology group of a simplicial complex. They can be defined by considering the boundary operators $\partial_{p}: C_{p}(\mathcal{S}, G) \rightarrow C_{p-1}(\mathcal{S}, G)$ and $\partial_{p+1}: C_{p+1}(\mathcal{S}, G) \rightarrow C_{p}(\mathcal{S}, G)$. The kernel of the first is called the group of $p$-cycles $Z_{p}(\mathcal{S}, G)$, and the image of the second is called the group of $p$-boundaries $B_{p}(\mathcal{S}, G)$. The second property above guarantees that $B_{p}(\mathcal{S}, G) \subset Z_{p}(\mathcal{S}, G)$. One can then define the $p^{\text {th }}$ homology group of $\mathcal{S}$ by

$$
\begin{equation*}
H_{p}(\mathcal{S}, G) \equiv Z_{p}(\mathcal{S}, G) / B_{p}(\mathcal{S}, G) \tag{E.7}
\end{equation*}
$$

As we have explained above, these are the homology groups of a topological space $M$ which is isomorphic to the underlying space $|\mathcal{S}|$ of $\mathcal{S}$. In the following, we thus use the notations $C_{p}(M, G)$ and $C_{p}(\mathcal{S}, G), Z_{p}(M, G)$ and $Z_{p}(\mathcal{S}, G), B_{p}(M, G)$ and $B_{p}(\mathcal{S}, G)$, and $H_{p}(M, G)$ and $H_{p}(\mathcal{S}, G)$ interchangeably.

Example (homology groups of a point with integer coefficients): Let us consider the simplest possible example, i.e. when $M$ is just a point and $G \simeq \mathbb{Z}$. It is clear that $H_{p}(M, \mathbb{Z})=0, \forall p \geq 1$ since there are not $p$-chains with $p \geq 1$ in $M$. On the other hand, $H_{0}(M, \mathbb{Z})$ is the free Abelian group generated by the single point of $M$ and hence $H_{0}(M, \mathbb{Z}) \simeq \mathbb{Z}$.

## E. 3 Simplicial cohomology groups

In this section, we define the cohomology groups of simplicial complexes. As it will become clear, these are dual, in some precise sense, to the homology groups. The are the analog of de Rham cohomology groups in the context of differential forms.

To this end, we consider functions on set of simplicial complexes. For a simplicial complex $\mathcal{S}$ the group $C^{p}(\mathcal{S}, G)$ of $p$-cochains of $\mathcal{S}$ with coefficients in an Abelian group $G$ is defined to be

$$
\begin{equation*}
C^{p}(\mathcal{S}, G) \equiv \operatorname{Hom}\left(C_{p}(\mathcal{S}, G), G\right), \tag{E.8}
\end{equation*}
$$

where $\operatorname{Hom}\left(C_{p}(\mathcal{S}, G), G\right)$ denotes the Abelian group of all homomorphism of $C_{p}(\mathcal{S}, G)$ into $G .{ }^{29}$ The value of a $p$-cochain $\varphi^{p} \in C^{p}(\mathcal{S}, G)$ on an oriented $p$-chain $\left[v_{0}, \cdots, v_{p}\right] \in C_{p}(\mathcal{S}, G)$ is denoted by a pairing notation $\langle\cdot, \cdot\rangle: C^{p}(\mathcal{S}, G) \times C_{p}(\mathcal{S}, G) \rightarrow G$ as

$$
\begin{equation*}
\left\langle\varphi^{p},\left[v_{0}, \cdots, v_{p}\right]\right\rangle \in G . \tag{E.9}
\end{equation*}
$$

To be able to define cohomology groups, one needs to have a notion of a differential on complexes of cochains. In the context of simplicial calculus, this is called the coboundary operator. It is a map $\delta_{p}: C^{p}(\mathcal{S}, G) \rightarrow C^{p+1}(\mathcal{S}, G)$ and it is defined as being the dual of the boundary operator in the following sense

$$
\begin{equation*}
\left\langle\delta_{p} \varphi^{p},\left[v_{0}, \cdots, v_{p+1}\right]\right\rangle \equiv\left\langle\varphi^{p}, \partial_{p}\left[v_{0}, \cdots, v_{p+1}\right]\right\rangle \tag{E.10}
\end{equation*}
$$

Using (E.5) for the boundary operator $\partial_{p}$, we have

$$
\begin{equation*}
\left\langle\delta \varphi^{p},\left[v_{0}, \cdots, v_{p+1}\right]\right\rangle=\sum_{a=0}^{p+1}(-1)^{a}\left\langle\varphi^{p},\left[v_{0}, \cdots, \widehat{v}_{a}, \cdots, v_{p+1}\right]\right\rangle \tag{E.11}
\end{equation*}
$$

Using this formula, one can show the important property

$$
\begin{equation*}
\delta_{p+1} \circ \delta_{p}=0 \tag{E.12}
\end{equation*}
$$

This property, which is the dual version of (E.6), then makes it clear how to define the cohomology group of simplicial complexes. The kernel of $\delta_{p}: C^{p}(\mathcal{S}, G) \rightarrow C^{p+1}(\mathcal{S}, G)$ is the Abelian group of $p$-cocycles $Z^{p}(\mathcal{S}, G)$ and the image of $\delta_{p}: C^{p}(\mathcal{S}, G) \rightarrow C^{p+1}(\mathcal{S}, G)$ is the Abelian group of $p$-coboundaries $B^{p}(\mathcal{S}, G)$. The $p^{\text {th }}$ simplicial cohomology group of a simplicial complex $\mathcal{S}$ is defined as

$$
\begin{equation*}
H^{p}(\mathcal{S}, G) \equiv Z^{p}(\mathcal{S}, G) / B^{p}(\mathcal{S}, G) \tag{E.13}
\end{equation*}
$$

The coefficients of all these groups are in $G$, as the notation implies. Since boundary operation $\partial$ and coboundary operation $\delta$ are dual in the sense of (E.10), the simplicial homology and cohomology groups are dual to each other. Finally, as we have explained above, notice that these cohomology groups are the cohomology groups of a topological space $M$ which is isomorphic to the underlying space $|\mathcal{S}|$ of $\mathcal{S}$, i.e. we have $H^{p}(M, G) \simeq H^{p}(\mathcal{S}, G)$. In the following, we thus use the notations $C^{p}(M, G)$ and $C^{p}(\mathcal{S}, G), Z^{p}(M, G)$ and $Z^{p}(\mathcal{S}, G), B^{p}(M, G)$ and $B^{p}(\mathcal{S}, G)$, and $H^{p}(M, G)$ and $H^{p}(\mathcal{S}, G)$ interchangeably.

Example (cohomology groups of a point with integer coefficient): Let us continue our simple example, i.e. when $M$ is a point and $G \simeq \mathbb{Z}$. As we have explained in the previous section, $H_{p}(M, \mathbb{Z})$ vanishes for $p \geq 1$ and $H_{0}(M, \mathbb{Z}) \simeq \mathbb{Z}$. On the other hand, (E.8) and the fact that all homology groups are free Abelian tell us that

$$
H^{p}(M, \mathbb{Z}) \simeq \operatorname{Hom}\left(H_{p}(M, \mathbb{Z}), \mathbb{Z}\right)= \begin{cases}\operatorname{Hom}(\mathbb{Z}, \mathbb{Z}) \simeq \mathbb{Z}, & p=0  \tag{E.14}\\ \operatorname{Hom}(\mathbb{Z}, 0) \simeq 0, & p \neq 0\end{cases}
$$
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## E. 4 Cup product

As we have seen in previous section, the theory of simplicial complexes is in direct analogy with the theory of singular complexes, which is used for a rigorous treatment of the theory of differential forms on a manifold culminated in The de Rham Theorem. Therefore, we expect that there should be an analog of wedge product. We will now explain what this operation is. One of the main differences between homology and cohomology is that the latter can be endowed with a natural product. The analog of the wedge product in the simplicial context is called cup product which turns $H^{\bullet} \equiv \bigoplus_{p} H^{p}(M, R)$ into a ring called the cohomology ring of $M$.

The cup product is defined by considering cohomology with coefficients in a commutative ring $R$. We are mostly interested in the case that $R=\prod_{a} \mathbb{Z}_{N_{a}}$. For cochains $\varphi^{p} \in C^{p}(\mathcal{S}, R)$ and $\varphi^{q} \in C^{q}(\mathcal{S}, R)$, the cup product $\varphi^{p} \cup \varphi^{q}$ defines an element of $C^{p+q}(\mathcal{S}, R)$ such that whose value on a $(p+q)$-simplex $\Delta=\left[v_{0}, \cdots, v_{p+q}\right]$ is given by

$$
\begin{equation*}
\left\langle\varphi^{p} \cup \varphi^{q}, \Delta\right\rangle \equiv\left\langle\varphi^{p},\left[v_{0}, \cdots, v_{p}\right]\right\rangle \bullet\left\langle\varphi^{q},\left[v_{p}, \cdots, v_{p+q}\right]\right\rangle \tag{E.15}
\end{equation*}
$$

where • denotes the product operation on the ring $R$. The cup product has some important properties; It is associative, i.e. for $\varphi^{p_{i}} \in C^{p_{i}}(\mathcal{S}, G), i=1,2$, 3 , we have

$$
\begin{equation*}
\left(\varphi^{p_{1}} \cup \varphi^{p_{1}}\right) \cup \varphi^{p_{3}}=\varphi^{p_{1}} \cup\left(\varphi^{p_{1}} \cup \varphi^{p_{3}}\right) \tag{E.16}
\end{equation*}
$$

which can be easily verified using (E.15). Furthermore, it is distributive with respect to the addition in the ring $R$. We also have

$$
\begin{equation*}
\delta\left(\varphi^{p_{1}} \cup \varphi^{p_{2}}\right)=\delta \varphi^{p_{1}} \cup \varphi^{p_{2}}+(-1)^{p_{1}} \varphi^{p_{1}} \cup \delta \varphi^{p_{2}} \tag{E.17}
\end{equation*}
$$

Note that the operator $\delta$ reduces to $\delta_{p_{i}}$ defined in (E.10) when acting on $C^{p_{i}}(\mathcal{S}, R)$.
Up to now, we have define the cup product for $p$-cochains. However, it can be seen that this cup product induces one at the level of cohomologies. This can be seen by noting that $p$-cocyles are in particular $p$-cochains so one can consider the cup product of cocycles. On the other hand, the cup product of a cocycle and a coboundary is a coboundary, which can be easily seen by noting that $\varphi \cup \delta \varphi^{\prime}=\delta\left(\varphi \cup \varphi^{\prime}\right)$ for $\delta \varphi=0$. We thus see that cup product is a well-defined operation at the level of cohomology, i.e.

$$
\begin{equation*}
\cup: H^{p_{1}}(\mathcal{S}, R) \times H^{p_{2}}(\mathcal{S}, R) \longrightarrow H^{p_{1}+p_{2}}(\mathcal{S}, R) . \tag{E.18}
\end{equation*}
$$

Taking into its properties stated above (associativity, distributive with respect to addition in $R$ ), we see that it indeed endows $\bigoplus_{p} H^{p}(M, R)$ with a ring ${ }^{30}$ structure.

Example (cohomology ring of a point with integer coefficients): To complete our very basic example, i.e. the case of that $M$ is a point and $G \simeq \mathbb{Z}$, let us compute the cohomology ring of this space. We have seen that the cohomology groups of a point vanishes except for $p=0$, which is isomorphic to $\mathbb{Z}$. Due to (E.18), we thus see that $H^{p_{1}+p_{2}}$ vanishes except for $p_{1}+p_{2}=0$, which implies $p_{1}=p_{2}=0$. Consider $\varphi_{1}^{0}, \varphi_{2}^{0} \in H^{0}(M, \mathbb{Z})$. They satisfy

$$
\begin{equation*}
\delta \varphi_{1}^{0}=\delta \varphi_{2}^{0}=0 \tag{E.19}
\end{equation*}
$$

They are thus both constant functions. The value of their cup product $\varphi_{1}^{0} \cup \varphi_{2}^{0}$ is the product of their values. This is the complete description of the cohomology ring of a point.

In many situation, we are interested in integrating a cup product over a triangulated space $M$. For this purpose, it is enough to know how to compute the integral on the cohomology-ring

[^25]$H^{\bullet}(\mathcal{S}, R)$ of a simplicial complex $\mathcal{S}$, as follows. Let $\varphi^{p_{i}} \in C^{p_{i}}(\mathcal{S}, R), i=1, \cdots, N$ be a set of $p_{i}$-cochains. The integral of their cup product over a simplex
\[

$$
\begin{equation*}
\Delta^{p} \equiv \Delta^{p_{1}+\cdots+p_{N}}=\left[v_{0}, \cdots, v_{p_{1}+\cdots+p_{N}}\right] \tag{E.20}
\end{equation*}
$$

\]

is defined by

$$
\begin{equation*}
\int_{\Delta^{p}} \varphi^{p_{1}} \cup \cdots \cup \varphi^{p_{N}}=\left\langle\varphi^{p_{1}} \cup \cdots \cup \varphi^{p_{N}}, \Delta^{p}\right\rangle . \tag{E.21}
\end{equation*}
$$

Using (E.15), we have

$$
\begin{equation*}
\int_{\Delta^{p}} \varphi^{p_{1}} \cup \cdots \cup \varphi^{p_{N}}=\prod_{a=1}^{N}\left\langle\varphi^{p_{a}},\left[v_{p_{1}+\cdots+p_{a-1}} \cdots, v_{p_{1}+\cdots+p_{a}}\right]\right\rangle, \quad p_{0} \equiv 0, \tag{E.22}
\end{equation*}
$$

where the product is taken in the ring $R$. Using this result, we can define the cup products of cochains on a given space $M$ which is homeormophic to the underlying space of a simplicial complex $\mathcal{S}$. The integral of such cochains are defined by

$$
\begin{equation*}
\int_{M} \varphi^{p_{1}} \cup \cdots \cup \varphi^{p_{N}} \equiv \sum_{\Delta^{p} \in \mathcal{S}} \int_{\Delta^{p}} \varphi^{p_{1}} \cup \cdots \cup \varphi^{p_{N}}, \tag{E.23}
\end{equation*}
$$

where the sum is taken over all oriented $p$-simplices.
Let us now get back to the question we posed in the beginning of this appendix, i.e. the explicit computation of expressions of the form

$$
\begin{equation*}
\int_{M} A \cup A^{\vee} \tag{E.24}
\end{equation*}
$$

for some gauge fields $A$ and $A^{\vee}$ and some space $M$. This expression can be calculated by what we have explained so far. Since gauge fields are 1-cochains (and indeed 1-cocycles) with values $\mathbb{Z}_{N}$ (or product of such Abelian groups), $A \cup A^{\vee}$ is a 2 -cochain. Therefore, it has to be computed on a 2 -chain. Using the 2 -simplex in Figure 34 and denoting it as $\Delta^{2}$, we have

$$
\begin{align*}
\int_{\Delta^{2}} A \cup A^{\vee} & =\left\langle A \cup A^{\vee},\left[v_{0}, v_{1}, v_{2}\right]\right\rangle  \tag{E.25}\\
& =\left\langle A,\left[v_{0}, v_{1}\right]\right\rangle\left\langle A^{\vee},\left[v_{1}, v_{2}\right]\right\rangle,
\end{align*}
$$

where $\left\langle A,\left[v_{0}, v_{1}\right]\right\rangle$ is just the $\mathbb{Z}_{N}$-value of the gauge field on the oriented edge $\left[v_{0}, v_{1}\right]$ (also denotes as $A_{v_{0} v_{1}}$ in the main text) and the same for $\left\langle A^{\vee},\left[v_{1}, v_{2}\right]\right\rangle$. Using this basic result, we can now compute the integral of $A \cup A^{\vee}$ over a triangulated space $M$ using (E.23).

## F Group structure of the web of dualities

In this appendix, we collect the computations that verify the group structure at the level of transformation of twisted partition functions for the duality group of G -symmetric systems when $G$ is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$.

We first consider the case of $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$. Recall, that the duality group as described in Sec. 5.3 is

$$
\begin{equation*}
\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]=\left\langle\sigma_{L}, k_{1}, k_{2}, k_{3}\right\rangle=\left(S_{3} \times S_{3}\right) \rtimes \mathbb{Z}_{2} . \tag{F.1}
\end{equation*}
$$

Concretely, $k_{2}$ and $k_{1} k_{3}$ generate one of the $S_{3}$ groups such that $k_{2}^{2}=\mathrm{id},\left(k_{1} k_{3}\right)^{3}=\mathrm{id}$ and $k_{2}\left(k_{1} k_{3}\right) k_{2}^{-1}=\left(k_{1} k_{3}\right)^{-1}$. which $\sigma_{L}$ acts on by conjugation to give the other $S_{3}$ group, which is generated by $h_{2}$ and $h_{1} h_{3}$, where

$$
\begin{align*}
\sigma_{L}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(e_{L}, m_{R} ; m_{L}, e_{R}\right), \\
\sigma_{R}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{L}, e_{R} ; e_{L}, m_{R}\right), \\
h_{1}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{L}, m_{L} m_{R} ; e_{L} e_{R}, e_{R}\right) \\
h_{2}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{L} m_{R}, m_{R} ; e_{L}, e_{L} e_{R}\right),  \tag{F.2}\\
h_{3}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{R}, m_{L} ; e_{R}, e_{L}\right), \\
k_{1}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{L} e_{R}, m_{R} e_{L} ; e_{L}, e_{R}\right), \\
k_{2}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(m_{L}, m_{R} ; e_{L} m_{R}, e_{R} m_{L}\right), \\
k_{3}\left(m_{L}, m_{R} ; e_{L}, e_{R}\right) & =\left(e_{R}, e_{L} ; m_{R}, m_{L}\right)
\end{align*}
$$

At the level of twisted partition functions, these transformations take the form

$$
\begin{align*}
& k_{1}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{R}}, \\
& k_{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}^{2}\right)\right|}} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma}\left(A_{L}^{\vee}-A_{L}\right) \cup\left(A_{R}^{\vee}-A_{R}\right)}, \\
& k_{3}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}^{2}\right)\right|}} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{R}^{\vee}+A_{R} \cup A_{L}^{\vee}},  \tag{F.3}\\
& \sigma_{L}: \mathcal{Z}\left[A_{L}, A_{R}\right] \mapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}\right]=\frac{1}{\sqrt{\left|H^{1}\left(\Sigma, \mathbb{Z}_{2}\right)\right|}} \sum_{A_{L}} \mathcal{Z}\left[A_{L}, A_{R}\right] e^{i \pi \int_{\Sigma} A_{L} \cup A_{L}^{\vee}}
\end{align*}
$$

These can for example be computed using the anyonic symmetries with the formulas (109) and (110). Here, we demonstrate that these transformations satisfy the group composition rules in $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$. In particular we verify the following relations (1) $k_{1}^{2}=\mathrm{id}$, (2) $k_{2}^{2}=\mathrm{id}$, (3) $k_{3}^{2}=\mathrm{id}$, (4) $\sigma_{L}^{2}=\mathrm{id}$, (5) $\left(k_{1} k_{3}\right)^{3}=\mathrm{id}$ and (6) $k_{2}\left(k_{1} k_{3}\right) k_{2}^{-1}=\left(k_{1} k_{3}\right)^{-1}$. For simplicity we consider $\Sigma=T^{2}$ in the formulas below such that $\left|H^{1}(\Sigma, \mathrm{G})\right|=|\mathrm{G}|^{2}$.

1. $k_{1}^{2}=\mathrm{id}$ : From (F.3), twisted partition transform as follows under $k_{1}^{2}$

$$
\begin{equation*}
k_{1}^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \longmapsto \mathcal{Z}^{\vee}\left[A_{L}, A_{R}\right]=\mathcal{Z}\left[A_{L}, A_{R}\right](-1)^{\int_{\Sigma} 2 A_{L} \cup A_{R}}=\mathcal{Z}\left[A_{L}, A_{R}\right] \tag{F.4}
\end{equation*}
$$

Which verifies $k_{1}^{2}=\mathrm{id}$. Physically, $k_{1}$ corresponds to pasting a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ SPT, and therefore $k_{1}^{2}$ corresponds to pasting two copies of the $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ SPT. Since $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ SPTs are classified by $\mathbb{Z}_{2}$, this process is adiabatically connected to not pasting anything at all.
2. $k_{2}^{2}=\mathrm{id}$ : Implementing the $k_{2}$ transformation in (F.3) twice successively,

$$
\begin{equation*}
k_{2}^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \longmapsto \mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right] \tag{F.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]=\frac{1}{|\mathrm{G}|^{2}} \sum_{A_{L, R}, A_{L, R}^{\vee}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1) \int_{\Sigma}\left[\left(A_{L}^{\vee}-A_{L}\right) \cup\left(A_{R}^{\vee}-A_{R}\right)+\left(A_{L}^{\vee \vee}-A_{L}^{\vee}\right) \cup\left(A_{R}^{\vee \vee}-A_{R}^{\vee}\right)\right] \\
&=\sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1)_{\Sigma}\left[A_{L} \cup A_{R}+A_{L}^{\vee \vee} \cup A_{R}^{\vee \vee}\right]  \tag{F.6}\\
& \delta_{A_{L}, A_{L}^{\vee \vee}} \delta_{A_{R}, A_{R}^{\vee \vee}} \\
&=\mathcal{Z}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]
\end{align*}
$$

In going to the second line, we have summed over $A_{L}^{\vee}$ and $A_{R}^{\vee 31}$
3. $k_{3}^{2}=$ id: Implementing the $k_{3}$ transformation in (F.3) twice successively,

$$
\begin{equation*}
k_{3}^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \longmapsto \mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right] \tag{F.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]=\frac{1}{|G|^{2}} \sum_{A_{L, R}, A_{L, R}^{\vee}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1) \int_{\Sigma}\left[A_{L} \cup A_{R}^{\vee}+A_{R} \cup A_{L}^{\vee}+A_{L}^{\vee} \cup A_{R}^{\vee \vee}+A_{R}^{\vee} \cup A_{L}^{\vee \vee}\right] . \tag{F.9}
\end{equation*}
$$

Summing over $A_{L}^{\vee}$ and $A_{R}^{\vee}$, imposes $A_{L}=-A_{L}^{\vee \vee}$ and $A_{R}=-A_{R}^{\vee}$, which implies

$$
\begin{equation*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]=\mathcal{Z}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right] \tag{F.10}
\end{equation*}
$$

i.e., $k_{3}^{2}=\mathrm{id}$.
4. $\sigma_{L}^{2}=$ id: The duality operation $\sigma_{L}$, corresponds to Kramer's Wannier duality, i.e., gauging the global symmetry corresponding to the background $A_{L}$. Performing this operation twice furnishes

$$
\begin{equation*}
\sigma_{L}^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \longmapsto \mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}\right], \tag{F.11}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}\right] & =\frac{1}{|G|} \sum_{A_{L}, A_{L}^{\vee}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1)^{\int_{\Sigma}}\left[A_{L} \cup A_{L}^{\vee}+A_{L}^{\vee} \cup A_{L}^{\vee \vee}\right] \\
& =\sum_{A_{L}} \mathcal{Z}\left[A_{L}^{\vee \vee}, A_{R}\right] \delta_{A_{L}, A_{L}^{\vee \vee}}  \tag{F.12}\\
& =Z\left[A_{L}^{\vee \vee}, A_{R}\right]
\end{align*}
$$

5. $\left(k_{1} k_{3}\right)^{3}=$ id: Acting with the $k_{1} k_{3}$ duality, transforms the twisted partition function as

$$
\begin{equation*}
\mathcal{Z}\left[A_{L}, A_{R}\right] \xrightarrow{k_{1} k_{3}} \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{|G|} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1) \int_{\Sigma} A_{L} \cup A_{R}^{\vee}+A_{R} \cup A_{L}^{\vee}+A_{L}^{\vee} \cup A_{R}^{\vee} . \tag{F.13}
\end{equation*}
$$

Acting with $k_{1} k_{3}$ again produces the partition function

$$
\begin{align*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]= & \frac{1}{|G|^{2}} \sum_{A_{L, R} A A_{L, R}^{\vee}} \mathcal{Z}\left[A_{L}, A_{R}\right]  \tag{F.14}\\
& \times(-1)_{\Gamma}\left[A_{L} \cup A_{R}^{\vee}+A_{R} \cup A_{L}^{\vee}+A_{L}^{\vee} \cup A_{R}^{\vee}+A_{L}^{\vee} \cup A_{R}^{\vee \vee}+A_{R}^{\vee} \cup A_{L}^{\vee \vee}+A_{L}^{\vee \vee} \cup A_{R}^{\vee \vee}\right] .
\end{align*}
$$

This expression can be simplified by summing over $A_{L}^{\vee}$ and $A_{R}^{\vee}$. Doing so, we obtain

$$
\begin{equation*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]=\frac{1}{|\mathrm{G}|} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1) \int_{\Sigma}\left[A_{R} \cup A_{L}^{\vee V}-A_{R} \cup A_{L}-A_{L} \cup A_{R}^{\vee \vee}\right] . \tag{F.15}
\end{equation*}
$$

[^26]Finally acting with the $k_{1} k_{3}$ duality a third time gives

$$
\begin{align*}
\mathcal{Z}^{\vee \vee \vee}\left[A_{L}^{\vee \vee \vee}, A_{R}^{\vee \vee \vee}\right]= & \frac{1}{|\mathrm{G}|^{2}} \sum_{A_{L, R}, A_{L, R}^{\vee \vee}} \mathcal{Z}\left[A_{L}, A_{R}\right]  \tag{F.16}\\
& \times(-1) \int_{\Sigma}\left[A_{R} \cup A_{L}^{\vee \vee}-A_{R} \cup A_{L}-A_{L} \cup A_{R}^{\vee \vee}+A_{L}^{\vee \vee} \cup A_{R}^{\vee \vee \vee}+A_{R}^{\vee \vee} \cup A_{L}^{\vee \vee \vee}+A_{L}^{\vee \vee \vee} \cup A_{R}^{\vee \vee \vee}\right]
\end{align*}
$$

summing over $A_{L}^{\vee \vee}$ and $A_{R}^{\vee \vee}$ impose the constraints $A_{R}=A_{R}^{\vee \vee \vee}$ and $A_{L}=A_{L}^{\vee \vee \vee}$ respectively, therefore we get.

$$
\begin{align*}
\mathcal{Z}^{\vee \vee \vee}\left[A_{L}^{\vee \vee \vee}, A_{R}^{\vee \vee \vee}\right] & =\sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right] \delta_{A_{R}, A_{R}^{\vee \vee \vee}} \delta_{A_{L}, A_{L}^{\vee \vee \vee}}(-1) \int_{\Sigma}\left[-A_{R} \cup A_{L}+A_{L}^{\vee \vee \vee} \cup A_{R}^{\vee \vee \vee}\right]  \tag{F.17}\\
& =\mathcal{Z}\left[A_{L}^{\vee \vee \vee}, A_{R}^{\vee \vee \vee}\right] .
\end{align*}
$$

Thus establishing that $\left(k_{1} k_{3}\right)^{3}=\mathrm{id}$.
6. $k_{2}\left(k_{1} k_{3}\right)^{2} k_{2}^{-1}=\left(k_{1} k_{3}\right)^{-2}$ : This equation translates to

$$
\begin{equation*}
k_{2}\left(k_{1} k_{3}\right)^{2} k_{2}\left(k_{1} k_{3}\right)^{2}=\mathrm{id} . \tag{F.18}
\end{equation*}
$$

As a first step, we need to obtain how the twisted partition functions transform under $k_{2}\left(k_{1} k_{3}\right)^{2}$. Using (F.15) and (F.3), following the same steps as above, it can be shown that

$$
\begin{equation*}
k_{2}\left(k_{1} k_{3}\right)^{2}: \mathcal{Z}\left[A_{L}, A_{R}\right] \longmapsto \mathcal{Z}^{\vee}\left[A_{L}^{\vee}, A_{R}^{\vee}\right]=\frac{1}{|G|} \sum_{A_{L}, A_{R}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1)^{\int_{\Sigma}\left[A_{L} \cup A_{R}^{\vee}+A_{L}^{\vee} \cup A_{R}\right]} \tag{F.19}
\end{equation*}
$$

Acting with the $k_{2}\left(k_{1} k_{3}\right)^{2}$ duality again gives

$$
\begin{align*}
\mathcal{Z}^{\vee \vee}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right] & =\frac{1}{|\mathrm{G}|^{2}} \sum_{A_{L, R}, A_{L, R}^{\vee}} \mathcal{Z}\left[A_{L}, A_{R}\right](-1)^{\int_{\Sigma}\left[A_{L} \cup A_{R}^{\vee}+A_{L}^{\vee} \cup A_{R}+A_{L}^{\vee} \cup A_{R}^{\vee \vee}+A L^{\vee \vee} \cup A_{R}^{\vee}\right]}  \tag{F.20}\\
& =\mathcal{Z}\left[A_{L}^{\vee \vee}, A_{R}^{\vee \vee}\right]
\end{align*}
$$

We have thus established that the transformation (F.3), form a representation of $\mathcal{G}\left[\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right]$.

## G Conformal spectra of various phase transitions

In this appendix, we collect conformal spectra of various critical points for some of the quantum spin chains studied in Section 5.

## G. 1 Brief recap of $\mathbb{Z}_{N}$ parafermion CFT

Let us briefly recap some of the main features of the CFT describing the critical point between ferromagnetic (fully-broken) and paramagnetic (unbroken) phases of $N$-state Potts model, i.e. the $\mathbb{Z}_{N}$ parafermion CFT [202]. This is a diagonal RCFT described by the coset model $\mathfrak{s u}(2)_{N} / \mathfrak{u}(1)_{2 N}$ with central charge

$$
\begin{equation*}
c=\frac{2(N-1)}{N+2} . \tag{G.1}
\end{equation*}
$$

The primary states of the theory are labeled by a pair of integers $(l, m)$ whose range is as follows: $l=0, \cdots, N$ labels $\mathfrak{s u}(2)_{N}$ primary fields and $-l+2 \leq m \leq l$ labels the primaries of $\mathfrak{u}(1)_{2 N}$. Furthermore, these integers must satisfy the constraint $l=m \bmod 2$. From this,
one can conclude that there are $N(N+1) / 2$ primary fields, which we denote as $\varphi_{l, m}$. The conformal dimensions of these fields are given by

$$
\begin{equation*}
h_{l m}=\bar{h}_{l m}=\frac{l(l+2)}{4(N+2)}-\frac{m^{2}}{4 N} . \tag{G.2}
\end{equation*}
$$

We also have the following identification of primary fields

$$
\begin{equation*}
\varphi_{l, m}=\varphi_{N-l, m-N}=\varphi_{N-l, m+N} . \tag{G.3}
\end{equation*}
$$

The components of modular $T$-matrix of the theory are given

$$
\begin{equation*}
T_{l m}{ }^{l^{\prime} m^{\prime}}=e^{2 \pi \mathrm{i} l_{l m}} \delta_{l}^{l^{\prime}} \delta_{m}{ }^{m^{\prime}} \tag{G.4}
\end{equation*}
$$

while those of the modular $S$-matrix are

$$
\begin{equation*}
S_{l m}^{l^{\prime} m^{\prime}}=\frac{2}{\sqrt{N(N+2)}} \sin \left[\frac{\pi(l+1)\left(l^{\prime}+1\right)}{N+2}\right] e^{\pi i m m^{\prime} / N} . \tag{G.5}
\end{equation*}
$$

We are often interested in knowing twisted partition functions for $\mathbb{Z}_{N}$ parafermion CFT in various symmetry sectors and with twisted boundary conditions (see (99)) in terms of Virasoro characters. The twisted partition functions in the sector ( $\mathrm{g}, \mathrm{h}$ ) in terms of Virasoro characters $\chi_{l, m}(\tau)$ is given by [202]

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{g}, \mathrm{~h}}=\sum_{l, m} e^{2 \pi \mathrm{i} \frac{\mathrm{~h}(m-\mathrm{g})}{N}} \chi_{l, m} \bar{\chi}_{l, m} . \tag{G.6}
\end{equation*}
$$

The modular group $\Gamma \simeq \operatorname{PSL}(2, \mathbb{Z})$ is generated by $T: \tau \mapsto \tau+1$ and $S: \tau \mapsto-\frac{1}{\tau}$. Under a modular transformation

$$
\tau \longmapsto \frac{a \tau+b}{c \tau+d}, \quad\left(\begin{array}{ll}
a & b  \tag{G.7}\\
c & d
\end{array}\right) \in \Gamma
$$

partition functions (G.6) transform as

$$
\begin{equation*}
\mathcal{Z}(\mathrm{g}, \mathrm{~h}) \longmapsto \mathcal{Z}(a \mathrm{~g}+b \mathrm{~h}, c \mathrm{~g}+d \mathrm{~h}) . \tag{G.8}
\end{equation*}
$$

## G. 2 Some Results for $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ transitions

In this section, we collect numerical data showing the agreement between theoretically predicted conformal spectrum and numerical data for several quantum phase transitions realized in $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetric quantum spin chains.

## G.2.1 Some basic facts about Ising CFT

To compute the spectra analytically, let us first write down the modular $T$ - and $S$-matrices for Ising CFT. Using (G.4) and (G.5) and ordering the three primary fields of the model as $\left\{\varphi_{0,0} \equiv \mathbb{I}, \varphi_{1,1} \equiv \sigma, \varphi_{2,0} \equiv \psi\right\}$, whose conformal dimension are $\left(h_{l m}, \bar{h}_{l m}\right)=\left\{(0,0),\left(\frac{1}{16}, \frac{1}{16}\right),\left(\frac{1}{2}, \frac{1}{2}\right)\right\}$, we see that these matrices are given by

$$
T^{\mathrm{Ising}}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{G.9}\\
0 & e^{\frac{\pi i}{8}} & 0 \\
0 & 0 & 1
\end{array}\right), \quad S^{\mathrm{Ising}}=\frac{1}{2}\left(\begin{array}{ccc}
1 & \sqrt{2} & 1 \\
\sqrt{2} & 0 & -\sqrt{2} \\
1 & -\sqrt{2} & 1
\end{array}\right) .
$$

The spectrum of CFT is tabulated in Table 7.

Table 7: Primary fields of the Ising CFT describing the phase transition between ferromagnet and paramagnetic phases of Ising chain.

| Primary <br> fields | $\mathbb{I}$ |  | $\epsilon$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $(h, \bar{h})$ |  | $(0,0)$ |  | $\left(\frac{1}{2}, \frac{1}{2}\right)$ |

Table 8: Conformal spectrum for the critical point $\mathscr{C}_{15}$ realized as the minimal transition between the spontaneous symmetry breaking phase (labelled by $\mathcal{L}_{1}$ ) and the symmetry protected topological phase (labelled by $\mathcal{L}_{5}$ ).

| Symmetry sector $(\mathrm{g}, \alpha)$ | Conformal spectrum |
| :---: | :---: |
| $1=(0,0 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)^{2}$ |
| $m_{L}=(1,0 ; 0,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{R}=(0,1 ; 0,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{L} m_{R}=(1,1 ; 0,0)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)^{2}$ |
| $e_{L}=(0,0 ; 1,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{L}=(1,0 ; 1,0)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} e_{L}=(0,1 ; 1,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} m_{L} e_{L}=(0,1 ; 1,0)$ | $\left(\chi_{0} \chi_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{R}=(0,0 ; 0,1)$ | $\left.\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right) \chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{R}=(1,0 ; 0,1)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} e_{R}=(1,0 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} m_{R} e_{R}=(1,1 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{L} e_{R}=(0,0 ; 1,1)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{L} e_{L} e_{R}=(1,0 ; 1,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $m_{R} e_{L} e_{R}=(0,1 ; 1,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $m_{L} m_{R} e_{L} e_{R}=(1,1 ; 1,1)$ | $\left(\left\|\chi_{1 / 166}\right\|^{2}\right)^{2}$ |

## G.2.2 Analytical and numerical results

The theoretical predictions are made using a known transition and various duality mappings. The known transition is in the Ising ${ }^{2}$ universality class and is realized between the minimal realizations of either the fully symmetric paramagnet $\left(\mathcal{L}_{6}\right)$ and the symmetry broken phase $\left(\mathcal{L}_{1}\right)$ or between two partial symmetry broken phases ( $\mathcal{L}_{2}$ and $\mathcal{L}_{3}$ ). More precisely in the Hamiltonians $H_{16}$ and $H_{23}$ as described in (208) which realize the transitions $\mathscr{C}_{16}$ and $\mathscr{C}_{23}$.

1. The transition $\mathscr{C}_{15}$ between the symmetry broken phase and the the SPT described by the Lagrangian subgroups $\mathcal{L}_{1}$ and $\mathcal{L}_{5}$ respectively can be obtained from the the transition $\mathscr{C}_{16}$ using the duality transformation $k_{1}$. The conformal spectrum in the different symmetry eigensectors $\alpha \in \operatorname{Rep}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ and with different symmetry twisted boundary conditions $\mathrm{g} \in \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are given in Table. 8. The comparison between the numerically obtained spectrum and the analytically predicted conformal spectrum can be found in Figure 37.
2. The transition $\mathscr{C}_{34}$ between the partial symmetry symmetry broken phases labelled by the Lagrangian subgroups $\mathcal{L}_{3}$ and $\mathcal{L}_{4}$ respectively can be obtained from the the transition $\mathscr{C}_{23}$ using the duality transformation $h_{2}$. The conformal spectrum in the different symmetry eigensectors $\alpha \in \operatorname{Rep}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ and with different symmetry twisted boundary conditions $\mathrm{g} \in \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are given in Table. 9. The comparison between the numerically


Figure 37: The figure shows shows a comparison between the analytically computed conformal spectrum of the transition $\mathscr{C}_{15}$ and the numerically obtained spectrum for the Hamiltonian $H_{15}$ in (208) using exact diagonalization (depicted with crosses). All the numerics have been performed for spin chains of length $L=12$, i.e., spinchains containing $24 \mathbb{Z}_{2}$-spins. The subplots (a)-(d) correspond to $\times \mathbb{Z}_{2}$ eigensectors $(++),(-+),(+-)$ and $(--)$ and with periodic boundary conditions.
obtained spectrum and the analytically predicted conformal spectrum can be found in Figure 38.
3. The transition $\mathscr{C}_{24}$ between the partial symmetry symmetry broken phases labelled by the Lagrangian subgroups $\mathcal{L}_{2}$ and $\mathcal{L}_{4}$ respectively can be obtained from the the transition $\mathscr{C}_{23}$ using the duality transformation $h_{1}$. The conformal spectrum in the different symmetry eigensectors $\alpha \in \operatorname{Rep}\left(\mathbb{Z}_{2} \times \mathbb{Z}_{2}\right)$ and with different symmetry twisted boundary conditions $\mathrm{g} \in \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ are given in Table. 10. The comparison between the numerically obtained spectrum and the analytically predicted conformal spectrum can be found in Figure 39.

Using (103), we can compute the CFT partition functions in various twisted sectors. First consider the criticality $\mathscr{C}_{15}$ (the phase transition between fully symmetry-broken phase $\mathcal{L}_{1}$ and $\mathrm{SPT}_{1}$ phase $\mathcal{L}_{5}$ ). We have

$$
\begin{align*}
\mathcal{Z}_{(1,0),(0,1)}\left(\mathscr{C}_{15}\right)= & \left|\chi_{\frac{1}{16}}\right|^{4}-\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{16}}\right|^{2}-\left|\chi_{\frac{1}{2}}\right|^{2}\left|\chi_{\frac{1}{16}}\right|^{2} \\
& +\left(\left|\chi_{0}\right|^{2}\left|+\left|\chi_{\frac{1}{16}}\right|^{2}-\left|\chi_{\frac{1}{2}}\right|^{2}\right) \chi_{0} \bar{\chi}_{\frac{1}{2}}+\left(\left|\chi_{0}\right|^{2}\left|+\left|\chi_{\frac{1}{16}}\right|^{2}-\left|\chi_{\frac{1}{2}}\right|^{2}\right) \bar{\chi}_{0} \chi_{\frac{1}{2}},\right.\right. \\
\mathcal{Z}_{(0,1),(0,1)}\left(\mathscr{C}_{15}\right)= & \left|\chi_{\frac{1}{16}}\right|^{4}+\left|\chi_{0}\right|^{\mid}\left|\chi_{\frac{1}{16}}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}\left|\chi_{\frac{1}{16}}\right|^{2} \\
& +\left(\left|\chi_{0}\right|^{2}\left|-\left|\chi_{\frac{1}{16}}\right|^{2}-\left|\chi_{\frac{1}{2}}\right|^{2}\right) \chi_{0} \bar{\chi}_{\frac{1}{2}}+\left(\left|\chi_{0}\right|^{2}\left|-\left|\chi_{\frac{1}{16}}\right|^{2}-\left|\chi_{\frac{1}{2}}\right|^{2}\right) \bar{\chi}_{0} \chi_{\frac{1}{2}},\right.\right.  \tag{G.10}\\
\mathcal{Z}_{(1,1),(1,0)}\left(\mathscr{C}_{15}\right)= & 2\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{2}}\right|^{2}+\bar{\chi}_{0}^{2} \chi_{\frac{1}{2}}^{2}+\chi_{0}^{2} \bar{\chi}_{\frac{1}{2}}^{2}-\left|\chi_{\frac{1}{16}}\right|^{4}, \\
\mathcal{Z}_{(1,1),(1,0)}\left(\mathscr{C}_{15}\right)= & \left|\chi_{\frac{1}{16}}\right|^{4}-2\left|\chi_{\frac{1}{16}}\right|^{2}\left(\overline{\chi o}_{0} \chi_{\frac{1}{2}}+\chi_{0} \bar{\chi}_{\frac{1}{2}}\right)+\chi_{0}^{2} \bar{\chi}_{\frac{1}{2}}^{2}+2\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{2}}\right|^{2}+\bar{\chi}_{0}^{2} \chi_{\frac{1}{2}}^{2},
\end{align*}
$$



Figure 38: The figure shows shows a comparison between the analytically computed conformal spectrum of the transition $\mathscr{C}_{34}$ and the numerically obtained spectrum for the Hamiltonian $H_{34}$ in (208) using exact diagonalization (depicted with crosses). All the numerics have been performed for spin chains of length $L=12$. The subplots (a)-(d) correspond to $\times \mathbb{Z}_{2}$ eigensectors $(++),(-+),(+-)$ and $(--)$ and with periodic boundary conditions.


Figure 39: The figure shows shows a comparison between the analytically computed conformal spectrum of the transition $\mathscr{C}_{24}$ and the numerically obtained spectrum for the Hamiltonian $H_{24}$ in (208) using exact diagonalization (depicted with crosses). All the numerics have been performed for spin chains of length $L=12$, i.e., spinchains containing $24 \mathbb{Z}_{2}$-spins. The subplots (a)-(d) correspond to $\times \mathbb{Z}_{2}$ eigensectors $(++),(-+),(+-)$ and $(--)$ and with periodic boundary conditions.

Table 9: Conformal spectrum for the critical point $\mathscr{C}_{34}$ realized as the minimal transition between the two partial symmetry breaking gapped phases labelled by $\mathcal{L}_{3}$ and $\mathcal{L}_{4}$.

| Symmetry sector $(\mathrm{g}, \alpha)$ | Conformal spectrum |
| :---: | :---: |
| $1=(0,0 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)^{2}$ |
| $m_{L}=(1,0 ; 0,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{R}=(0,1 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} m_{R}=(1,1 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{L}=(0,0 ; 1,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{L}=(1,0 ; 1,0)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} e_{L}=(0,1 ; 1,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{R} m_{L} e_{L}=(0,1 ; 1,0)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $e_{R}=(0,0 ; 0,1)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{L} e_{R}=(1,0 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)^{2}$ |
| $m_{R} e_{R}=(1,0 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} m_{R} e_{R}=(1,1 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{L} e_{R}=(0,0 ; 1,1)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{L} e_{R}=(1,0 ; 1,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} e_{L} e_{R}=(0,1 ; 1,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $m_{L} m_{R} e_{L} e_{R}=(1,1 ; 1,1)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |

Similarly, for the $\mathscr{C}_{56}$ criticality between $\mathrm{SPT}_{0}$ and $\mathrm{SPT}_{1}$, we have

$$
\begin{aligned}
& \mathcal{Z}_{(1,0),(0,0)}\left(\mathscr{C}_{56}\right)=2\left(\left|\chi_{0}\right|^{2}+\left|\chi_{\frac{1}{2}}\right|^{2}+\chi_{0} \bar{\chi}_{\frac{1}{2}}+\bar{\chi}_{0} \chi_{\frac{1}{2}}\right)\left|\chi_{\frac{1}{16}}\right|^{2} \\
& \mathcal{Z}_{(1,0),(1,0)}\left(\mathscr{C}_{56}\right)=2\left|\chi_{0}\right|^{2}\left|\chi_{\frac{1}{16}}\right|^{2}-2 \chi_{0} \bar{\chi}_{\frac{1}{2}}\left|\chi_{\frac{1}{16}}\right|^{2}-2 \bar{\chi}_{0} \chi_{\frac{1}{2}}\left|\chi_{\frac{1}{16}}\right|^{2}+2\left|\chi_{\frac{1}{2}}\right|^{2}\left|\chi_{\frac{1}{16}}\right|^{2}, \\
& \mathcal{Z}_{(0,0),(1,0)}\left(\mathscr{C}_{56}\right)=\left|\chi_{0}\right|^{4}-\chi_{0}^{2} \bar{\chi}_{\frac{1}{2}}^{2}-\bar{\chi}_{0}^{2} \chi_{\frac{1}{2}}^{2}+\left|\chi_{\frac{1}{2}}\right|^{2} \\
& \mathcal{Z}_{(1,1),(1,1)}\left(\mathscr{C}_{56}\right)=2\left|\chi_{\frac{1}{16}}\right|^{4}-2\left|\chi_{0}\right|^{2}\left(\chi_{0} \bar{\chi}_{\frac{1}{2}}+\bar{\chi}_{0} \chi_{\frac{1}{2}}\right)-2\left|\chi_{\frac{1}{2}}\right|^{2}\left(\chi_{0} \bar{\chi}_{\frac{1}{2}}+\bar{\chi}_{0} \chi_{\frac{1}{2}}\right) .
\end{aligned}
$$

## G. 3 Some results for $G=\mathbb{Z}_{3} \times \mathbb{Z}_{3}$ transitions

The primary states of the $\mathbb{Z}_{3}$ parafermion CFT are tabulated in Table 11. The modular $T$ - and $S$-matrices are given by

$$
T^{\mathbb{Z}_{3}}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{G.11}\\
0 & e^{\frac{-2 \pi i}{3}} & 0 & 0 & 0 & 0 \\
0 & 0 & e^{\frac{-2 \pi i}{3}} & 0 & 0 & 0 \\
0 & 0 & 0 & e^{\frac{4 \pi i}{5}} & 0 & 0 \\
0 & 0 & 0 & 0 & e^{\frac{2 \pi i}{15}} & 0 \\
0 & 0 & 0 & 0 & 0 & e^{\frac{2 \pi i}{15}}
\end{array}\right)
$$

and $\left(\phi=\frac{1+\sqrt{5}}{2}\right.$ and $\left.\omega=\exp \left(\frac{2 \pi \mathrm{i}}{3}\right)\right)$

$$
S^{\mathbb{Z}_{3}}=\frac{1}{\sqrt{6+2 \phi}}\left(\begin{array}{cccccc}
1 & 1 & 1 & \phi & \phi & \phi  \tag{G.12}\\
1 & \omega^{2} & \omega & \phi & \omega^{2} \phi & \omega \phi \\
1 & \omega & \omega^{2} & \phi & \omega \phi & \omega^{2} \phi \\
\phi & \phi & \phi & -1 & -1 & -1 \\
\phi & \omega^{2} \phi & \omega \phi & -1 & -\omega^{2} & -\omega \\
\phi & \omega \phi & \omega^{2} \phi & -1 & -\omega & -\omega^{2}
\end{array}\right)
$$

Table 10: Conformal spectrum for the critical point $\mathscr{C}_{24}$ realized as the minimal transition between the two partial symmetry breaking gapped phases labelled by $\mathcal{L}_{2}$ and $\mathcal{L}_{4}$.

| Symmetry sector $(\mathrm{g}, \alpha)$ | Conformal spectrum |
| :---: | :---: |
| $1=(0,0 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)^{2}$ |
| $m_{L}=(1,0 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R}=(0,1 ; 0,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{L} m_{R}=(1,1 ; 0,0)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{L}=(0,0 ; 1,0)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{L} e_{L}=(1,0 ; 1,0)$ | $\left(\chi_{0} \chi_{1 / 2}^{-}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{R} e_{L}=(0,1 ; 1,0)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)^{2}$ |
| $m_{R} m_{L} e_{L}=(0,1 ; 1,0)$ | $\left(\chi_{0} \chi_{1 / 2}^{-}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $e_{R}=(0,0 ; 0,1)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{R}=(1,0 ; 0,1)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |
| $m_{R} e_{R}=(1,0 ; 0,1)$ | $\left(\chi_{0} \chi_{1 / 2}^{-}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} m_{R} e_{R}=(1,1 ; 0,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $e_{L} e_{R}=(0,0 ; 1,1)$ | $\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} e_{L} e_{R}=(1,0 ; 1,1)$ | $\left(\chi_{0} \bar{\chi}_{1 / 2}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left(\left\|\chi_{0}\right\|^{2}+\left\|\chi_{1 / 2}\right\|^{2}\right)$ |
| $m_{R} e_{L} e_{R}=(0,1 ; 1,1)$ | $\left(\chi_{0} \chi_{1 / 2}^{-}+\bar{\chi}_{0} \chi_{1 / 2}\right)\left\|\chi_{1 / 16}\right\|^{2}$ |
| $m_{L} m_{R} e_{L} e_{R}=(1,1 ; 1,1)$ | $\left(\left\|\chi_{1 / 16}\right\|^{2}\right)^{2}$ |

Table 11: Primary fields of the $\mathbb{Z}_{3}$ parafermion CFT describing the phase transition between ferromagnet and paramagnetic phases of 3-state Potts model

| Primary <br> fields | $\mathbb{I}$ | $\psi \bar{\psi}$ | $\psi^{\dagger} \bar{\psi}^{\dagger}$ | $E=\epsilon \bar{\epsilon}$ | $S=\sigma \bar{\sigma}$ | $S^{\dagger}=\sigma^{\dagger} \bar{\sigma}^{\dagger}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(h, \bar{h})$ | $(0,0)$ | $\left(\frac{2}{3}, \frac{2}{3}\right)$ | $\left(\frac{2}{3}, \frac{2}{3}\right)$ | $\left(\frac{2}{5}, \frac{2}{5}\right)$ | $\left(\frac{1}{15}, \frac{1}{15}\right)$ | $\left(\frac{1}{15}, \frac{1}{15}\right)$ |

A typical twisted partition functions for the $\mathrm{SPT}_{0}$ and $\mathrm{SPT}_{1}$ phases is

$$
\begin{align*}
\mathcal{Z}_{(0,1),(0,0)}\left(\mathscr{C}_{67}\right)= & \left|\chi_{\frac{1}{15}}\right|^{4}+\left|\chi_{\frac{2}{3}}\right|^{4}+\chi_{0}^{2} \bar{\chi}_{\frac{2}{3}}^{2}+\bar{\chi}_{0}^{2} \chi_{\frac{2}{3}}^{2}+\chi_{\frac{2}{5}}^{2} \bar{\chi}_{\frac{1}{15}}^{2}+\bar{\chi}_{\frac{2}{5}}^{2} \chi_{\frac{1}{15}}^{2} \\
& +2\left(\chi_{0} \bar{\chi}_{\frac{2}{3}}+\bar{\chi}_{0} \chi_{\frac{2}{3}}+\left|\chi_{\frac{2}{3}}\right|^{2}+\left\lvert\, \chi_{\frac{2}{5}}^{2}+\chi_{\frac{2}{5}}^{2} \bar{\chi}_{\frac{1}{15}}+\bar{\chi}_{\frac{2}{5}} \chi_{\frac{1}{15}}\right.\right)\left|\chi_{\frac{1}{15}}\right|^{2}  \tag{G.13}\\
& +2\left(\chi_{0} \bar{\chi}_{\frac{2}{3}}+\bar{\chi}_{0} \chi_{\frac{2}{3}}+\chi_{\frac{1}{15}} \bar{\chi}_{\frac{2}{5}}+\bar{\chi}_{\frac{1}{15}} \chi_{\frac{2}{5}}+\left|\chi_{\frac{2}{5}}\right|^{2}\right)\left|\chi_{\frac{2}{3}}\right|^{2} \\
& +2\left(\left|\chi_{\frac{1}{15}}\right|^{2}+\left|\chi_{\frac{2}{3}}\right|^{2}\right)\left|\chi_{0}\right|^{2}+2 \chi_{0} \bar{\chi}_{\frac{2}{3}} \chi_{\frac{2}{5}} \bar{\chi}_{\frac{1}{15}}+2 \bar{\chi}_{0} \chi_{\frac{2}{3}} \bar{\chi}_{\frac{2}{5}} \chi_{\frac{1}{15}} .
\end{align*}
$$

Here, we have demonstrated the method for few simple example. Similarly, one can obtain the twisted partition functions in any sector for any finite Abelian group of the form (9) using (108).
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[^0]:    ${ }^{1}$ Not to be confused with the holographic principle in contexts such as the AdS/CFT Correspondence.

[^1]:    ${ }^{2}$ In this work, we often use the standard terminology codimension. A codimension- $p$ submanifold in a $d+1$ dimensional spacetime has $d+1-p$ spacetime dimensions.

[^2]:    ${ }^{3}$ See section 2.1 of [150] for detailed discussion of this result.

[^3]:    ${ }^{4}$ Here by finite support, we mean that the set $\left\{i_{1}, \cdots, i_{n}\right\}$ which labels the local sites is a finite set.

[^4]:    ${ }^{5}$ More precisely, $2+1 d$ topological gauge theories with gauge group $G$ always have a non-anomalous 1-form symmetry subgroup $G$.
    ${ }^{6}$ Recently, this has be modified to a more refined statement: The global symmetry of the boundary theory is actually dual to what has been dubbed as a long-range gauge symmetry of the bulk theory [151, 152].
    ${ }^{7}$ This should not be confused with the notion of topological holography in the context of topological string theory [154-158].

[^5]:    ${ }^{8}$ If $q$-form symmetries are invertible and thus form a group (like the anyons in this paper), they must form an Abelian group. If we do not demand invertibility, then they can form a commutative fusion category. This is the case for 1 -form symmetries of topologically-ordered phases with non-Abelian anyons.

[^6]:    ${ }^{9}$ Since they are still topological on the boundary, but now the same dimension as a spatial slice, i.e., codimmension- 1 in $1+1 d$ spacetime.
    ${ }^{10} \mathrm{Here}, \mathbb{R}$ corresponds to the time direction. When computing thermal partition functions, this direction is compactified into a circle $S^{1}$.
    ${ }^{11}$ We could consider the construction on more general manifolds for example higher-genus surfaces with more boundaries. Such geometries would lead to many copies of the same twisted sectors and therefore do not provide any new information.

[^7]:    ${ }^{12}$ Note that we are using additive notation for $\alpha \in \operatorname{Rep}(G)$ since for the case of groups we are considering, finite Abelian groups, we have $\operatorname{Rep}(G) \simeq G$. Therefore, the operator $\mathcal{O}_{-\alpha, i+1}$ is labeled by an element $-\alpha \in \operatorname{Rep}(G)$. For example, consider the group $\mathbb{Z}_{4}=\{0,1,2,3\}$. Then, $-1 \sim 3$ since everything is defined modulo 4 .

[^8]:    ${ }^{13}$ We have used the same symbol for Lagrangian subgroups and the space of local operators in Section 2.2. These should not be confused with each other.

[^9]:    ${ }^{14}$ By a G-symmetric path, we mean a deformation of the Hamiltonian in a given gapped phase by a family of

[^10]:    Hamiltonians depending on a set of parameters. As we change the parameters, the corresponding Hamiltonian changes producing a path in the space of G-symmetric Hamiltonians.

[^11]:    ${ }^{15}$ An alternating bicharacter is a group homomorphism $\mathfrak{c}: G \times G \rightarrow \mathbb{C}^{*}$ in both arguments which satisfies the property $\mathfrak{c}(\mathrm{g}, \mathrm{g})=1$ for all $\mathrm{g} \in \mathrm{G}$ [177].

[^12]:    ${ }^{16}$ Such a construction has recently been used to find non-invertible topological operators in $3+1$ dimensional quantum field theories [97, 102].

[^13]:    ${ }^{17}$ Our statement here are about dualities obtained from this construction. There might exist dualities beyond the topological holography framework where this might not be true.

[^14]:    ${ }^{18}$ For notational simplicity, we will parameterize Hamiltonians with points lying outside of the $\lambda_{2}+\lambda_{3}+\lambda_{4}=1$ plane. However, through scaling, this parameterization is equivalent to the one for which $\lambda_{a} s$ are lying on the plane.

[^15]:    ${ }^{19}$ We label the Hamiltonians with the corresponding gapped phase, described by a Lagrangian subgroup. Therefore, the Hamiltonian associated to the Lagrangian subgroup $\mathcal{L}_{i}$ in Table 2 is denoted as $H_{i}$.

[^16]:    ${ }^{20}$ Here by $\langle\cdots\rangle$ denotes the set generated by the dyons inside.

[^17]:    ${ }^{21}$ Recall that we consider anything beyond gapped phases (with non-degenerate ground states) labeled by Lagrangian subgroups as transitions. This in principle could be gapless phases.

[^18]:    ${ }^{22}$ We label the Hamiltonians with the corresponding gapped phase, described by a Lagrangian subgroup. Therefore, the Hamiltonian associated to the Lagrangian subgroup $\mathcal{L}_{i}$ in Table 5 is denoted as $H_{i}$.

[^19]:    ${ }^{23}$ Here [•] refers to a homology class.

[^20]:    ${ }^{24}$ Sometimes called the semi-dihedral group $S D_{16}$. Please note that $D_{n}$ is a group of $2 n$ elements and corresponds to the symmetries of a regular polygon with $n$ corners. This is a geometric notation. In abstract algebra, this group is often notated as $D_{2 n}$, to indicate the order of the group. The notation used for $Q D_{16}$ follows the abstract algebra notation, rather than the geometry one, as this group has no geometric origin.

[^21]:    ${ }^{25}$ If we write elements of $S_{3} \times S_{3}$ as $\left(g_{1}, g_{2}\right)$, then the left and right subgroups are $(g, 1)$ and $(1, g)$ corresponding to rotating two triangles independently. The diagonal subgroup is $(g, g)$ where both triangles are rotated together, and the anti-diagonal is $\left(g, g^{-1}\right)$, where the two triangles are rotated in opposite directions.

[^22]:    ${ }^{26} \mathrm{~A}$ proper subset of a set is any subset which is not the set itself.
    ${ }^{27}$ To make this precise, one has to introduce the notion of cell-complex structure on a space and identify the space as a quotient of disjoint simplices in this cell-complex structure by certain equivalence relation. Here, and to avoid the mathematical details, we will just state the final result.

[^23]:    ${ }^{28} \mathrm{~A}$ homeomorphism between two topological spaces is a continuous bijective map with a continuous inverse.

[^24]:    ${ }^{29}$ Note that $C_{p}(\mathcal{S}, G)$ are Abelian groups and hence one can define the Abelian group $\operatorname{Hom}\left(C_{p}(\mathcal{S}, G)\right.$ as the group of all homomorphisms between two Abelian groups. The addition in $\operatorname{Hom}\left(C_{p}(\mathcal{S}, G)\right.$ is defined as follows: The addition of two homomorphisms $f_{1}, f_{2} \in \operatorname{Hom}\left(C_{p}(\mathcal{S}, G)\right.$ is defined by the addition of their values in $G$.

[^25]:    ${ }^{30}$ Actually cup product endows $H^{\bullet}$ with the structure of an $R$-algebra and hence an $R$-module.

[^26]:    ${ }^{31}$ We use the equation

    $$
    \begin{equation*}
    \frac{1}{|G|} \sum_{A_{R}^{\prime}}(-1)^{\int_{2} A_{R}^{A} \cup(A+\ldots)}=\delta(A+\ldots) . \tag{E.7}
    \end{equation*}
    $$

