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Abstract – Artificial Intelligence's (AI) revolutionary 
capacity is exemplified in GPT-3, an advanced model 
in Natural Language Processing. GPT-3's potential to 
generate human-like text and facilitate language tasks 
is unparalleled. This abstract highlights GPT-3's 
diverse applications, advantages, challenges, and 
ethical considerations. It underscores its role in 
enhancing research quality, promoting creative 
writing, and aiding language translation. However, it 
cautions against biases, inaccuracies, and limitations. 
Embracing GPT-3 requires balancing academic 
integrity, enriching education, and employing rigorous 
security measures. Ultimately, GPT-3 propels AI 
research by bridging language gaps and shaping 
innovative AI applications.  
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1. Introduction

The term Artificial Intelligence (AI) refers to a 
software program that can simulate context-sensitive 
responses or conversations (e.g., in the form of chat) 
with human users in natural language through a 
messaging service, website, or mobile application 
[1]. Artificial intelligence (AI) is a field of science 
that seeks to create machines or systems that can 
mimic human abilities in various aspects, such as 
learning, thinking, communicating, and others. One 
of the fastest-growing branches of AI is natural 
language processing (NLP), defining the ability of 
machines to understand and generate natural human 
language. One of the most influential early steps in 
the development of natural language processing 
(NLP) was the creation of the first machine 
translation system in the 1950s. 

The objective of natural language processing, a 
field encompassing linguistics, artificial intelligence, 
and computer science, revolves around facilitating 
interaction between computers and human languages. 
In simpler terms, it is closely linked to the realm of 
computer-human interaction [2]. These systems used 
rule-based approaches to translate text from one 
language to another. These early efforts paved the 
way for more advanced NLP approaches, including 
statistical and machine learning-based methods [3]. 
NLP has many benefits for humans, such as 
facilitating communication between humans and 
machines, between humans and humans with 
different languages, and processing and presenting 
information from large texts. In the context of online 
learning settings, where peer feedback frequently 
revolves around written text exchanges, the prospect 
of implementing NLP-driven adaptive support 
measures holds significant potential [4].  
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NLP can be used for many things, from helping 
businesses increase customer engagement and 
satisfaction to improving language-based research. In 
fact, this tool is very beneficial for academics as it 
helps them in various academic activities [5].  

One of the most advanced NLP models today is 
GPT-3 (Generative Pre-trained Transformer-3), 
developed by OpenAI. GPT-3 is a generative model 
that can generate human-like text based on a prompt 
or request. The model was trained using large text 
data from the internet (about 45 terabytes), covering 
a wide range of topics and genres. GPT-3 has about 
175 billion parameters, making it the largest and 
most advanced AI model to date. GPT-3 can perform 
a wide variety of NLP tasks using only one model. 
Some examples of tasks that GPT-3 can perform are 
writing essays on a specific topic, creating 
educational or entertainment chatbots, translating 
languages, answering questions, summarizing text, 
filling in missing text, changing writing styles, 
creating images from text descriptions, and others. 

In general, GPT-3 is trained to be able to engage in 
various natural language processing or NLP tasks to 
generate artificial text such as complex news articles 
that experts have difficulty distinguishing from 
human writing, as well as interact with humans on 
various online platforms such as social media 
websites, online education platforms, and email [6]. 
This article aims to critically review the potential and 
problems posed by GPT-3, and provide some 
suggestions and recommendations for AI researchers 
to utilize and develop this model responsibly and 
usefully.  
 
2. Research Methods 

 
The research method used in this article is the 

descriptive method. The descriptive method is a 
method used to assess, describe, or explain objects 
that occur today based on existing facts. The 
literature study method is a method that uses 
secondary data derived from written sources, such as 
books, journals, articles, reports, and others. The 
steps taken in this research method are in Figure 1.  

 

 
 

Figure 1. Research method 

In dealing with this research topic, the steps that 
need to be taken in preparing a scientific article are 
as follows. First, establish a research topic that 
focuses on GPT-3 and its impact on artificial 
intelligence research in Indonesia. After that, the 
second step is to develop a scientific article writing 
framework that includes an abstract, introduction, 
research methods, research results, discussion and 
discussion, and conclusions, which will provide a 
clear structure to the paper. 

The third step involved searching for literature 
sources relevant to the research topic, either through 
the internet or libraries. This involved collecting 
books, journals, articles, reports, and other sources 
related to GPT-3, AI, NLP, and the Indonesian 
context. Next, the fourth step is to carefully read and 
understand the sources that have been collected, to 
identify relevant and important information to 
support the argument in the scientific article. 

After that, the fifth step is to write a scientific 
article based on the information found from the 
literature sources. It is important to use direct or 
indirect citation techniques to avoid plagiarism, and 
include the page number or URL of the cited source. 
Finally, the sixth step is to compile the bibliography 
according to the specified format, in this case using 
the Harvard citation system. The bibliography should 
be organized alphabetically by author or institution 
name, thus ensuring the academic integrity of the 
paper. 

 
3. Result and Discussion 

 
GPT-3 is a machine learning platform that allows 

developers to train and deploy AI models. The 
platform is said to be scalable and efficient with the 
ability to handle large amounts of data. GPT-3 was 
launched on June 11, 2020 and is the largest Natural 
Language Processing Transformer (NLP) that can 
accurately and effectively reproduce human thought 
patterns and reasoning. The emergence of large-scale 
language models, such as chatGPT, has further 
pushed the boundaries of Natural Language 
Processing (NLP) capabilities.  

ChatGPT employs machine learning (ML) 
algorithms, which empower it to learn from 
dialogues between humans and subsequently apply 
this acquired knowledge when participating in 
discussions with either humans or machines [7]. The 
purpose behind developing this technology was to 
enable computers and robots to comprehend human 
speech more comprehensively and communicate with 
individuals in a manner that resembles natural 
interactions. These large models can provide 
personalized and accurate predictions and preventive 
measures, and improve early detection of adverse 
events [8].  
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3.1. The Ability of GPT-3 
 

Language Skills: GPT-3 has been extensively 
researched in relation to its ability to understand and 
generate text in various languages. Some studies may 
have compared its performance with other language 
models and measured its accuracy in language 
understanding. 

Creativity in Writing: Many studies may have 
explored the ability of GPT-3 to generate creative 
texts, such as poems, short stories, and even songs. 
The use of this model as a tool in creating creative 
content has been a topic of interest. 

Understanding Context and Text Continuity: GPT-
3 is known to have the ability to understand complex 
contexts and proceed with text in a coherent manner. 
Research may have analyzed the extent to which 
GPT-3 can understand longer contexts and produce 
texts that make sense. 

Bias in Understanding and Writing: Concerns 
about bias in texts produced by language models 
such as GPT-3 may also be a focus of research. 
Researchers may have tested the extent to which 
these models can produce bias-free texts or how they 
can reinforce existing biases. 

Application in Various Fields: Research may also 
have examined how GPT-3 can be applied in various 
fields, such as translation, code generation, text 
analysis, and others. These studies may provide 
insight into the potential practical use of this model 
in various industries. 

Critical Thinking and Analysis Skills: GPT-3 may 
also have been tested for its ability to think critically 
and analyze information. Such research could help in 
understanding the limitations and potential of the 
model in aiding human thought processes. 

Concept Introduction and Learning: Some research 
may have investigated whether GPT-3 can 
understand and teach certain concepts in an effective 
way, such as explaining scientific or mathematical 
concepts to people with less experience in the field. 

 
3.2. The Advantages of GPT-3 

 
GPT-3 has a remarkable ability to understand and 

mimic human writing styles. It can be used in a 
variety of contexts, such as article writing, summary 
creation, and even program code generation. In 
addition, GPT-3 also has the ability to generate text 
in multiple languages, making it an invaluable tool 
for writers and developers around the world. A recent 
study conducted by psychologists from the 
University of California Los Angeles (UCLA) 
revealed that OpenAI's AI GPT-3 has the thinking 
skills of a college student. 

 

In addition to these capabilities, the GPT-3 has 
other advantages. It has a wide language coverage, 
capable of understanding and generating texts in 
multiple languages, making it very useful for cross-
language applications. In addition, it is capable of 
generating creative and varied texts, including 
poetry, short stories, and engaging descriptions. The 
ability to understand complex contexts is also one of 
its advantages, allowing it to produce texts that are 
more coherent and relevant in an ongoing 
conversation. 

Another advantage is the flexibility of its 
application. GPT-3 can be applied in a variety of 
fields, such as translation, code generation, writing 
assistance, text analysis, and more. Interestingly, 
GPT-3 is able to cope with a variety of different 
language tasks, ranging from answering questions, 
writing articles, responding to emails, and more, 
without requiring significant customization. This 
model has the ability to generate text that closely 
resembles text written by humans. In research, GPT-
3 can be used to generate viable financial research 
designs with careful handling. With all these 
advantages, GPT-3 has proven itself to be an 
impressive breakthrough in the field of artificial 
intelligence-based text understanding and generation. 
 
3.3. The Disadvantages of GPT-3 

 
While GPT-3 has impressive capabilities, there are 

a few considerations that need to be taken into 
account. Firstly, GPT-3 requires a large amount of 
data to be trained, which means it requires 
considerable computing resources. Furthermore, 
GPT-3's ability to generate text can be inaccurate or 
irrelevant if not given clear instructions. While it is 
capable of logical reasoning, it cannot complete 
physical tasks like humans. 

GPT-3 has a weakness in explaining ideas and 
views in various contexts in different ways. Then, 
there are some aspects to note regarding the 
information generated by GPT-3. This model 
generates text based on the data it has seen, so there 
is a risk that the information generated is not always 
accurate or trustworthy. In addition, GPT-3 tends to 
reflect the biases present in its training data, which 
may result in text that is not neutral or impartial. 

GPT-3 has limitations in deep contextual 
understanding. The constraints of GPT-3 encompass 
the requirement for extensive data for the initial 
model training and the challenge of accurately 
grasping intricate user intentions. In cases where the 
dataset lacks diversity, artificial intelligence might 
encounter challenges in effectively addressing 
specific subjects or inquiries.  
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Furthermore, GPT-3 models might encounter 
difficulties in managing intricate dialogues and 
comprehending topics with subtle nuances [9]. 
Although capable of understanding context to a 
certain degree, these models do not have a deep 
understanding of the real world, which could result in 
incorrect or erroneous interpretations in certain 
situations. In addition, although the resulting text 
looks plausible, GPT-3 does not necessarily have the 
same understanding or critical thinking skills as 
humans.  

 
3.4. Pros and Cons among Academician 

 
However, the use of GPT-3 has also raised some 

debates in the academic world. Some of the world's 
leading schools and universities have banned the use 
of GPT-3 in the teaching and learning process for 
fear that it will increase the potential for plagiarism 
and threaten academic integrity. On the other hand, if 
seen from a different perspective, there are many 
things that can be utilized from the advancement of 
artificial intelligence (AI) to make work in the 
academic world easier.  

Integrating artificial intelligence into the realm of 
academics opens up numerous opportunities to 
enhance educational experiences, customize teaching 
methods, and transform the roles of educators. 
However, this shift also brings challenges related to 
assessment techniques, competency in digital skills, 
and the ethical considerations involved. 

For example, lecturers can introduce GPT-3 in the 
classroom while educating them to be wiser in its 
use.  As a writing assistant, ChatGPT relies on pre-
stored data, and repetition of text can be a possible 
consequence, which can result in a lack of 
innovation, creativity, and originality. Another 
drawback of ChatGPT is that it is unable to 
distinguish between fact, fiction, and unreliable 
information [10]. 

 
Table 1. Pros and Cons of GPT-3 
 

Pros Cons 

1. Research Quality 
Improvement 

2. Language Translation 
3. Introduction of AI to 

Society 
4. The languages 

Application 
Development 

1. Risk of Cultural and 
Language Bias 

2. Increased 
Dependency 

3. Global Competition 
4. Technology Gap 

 
The utilization of GPT brings the potential to 

improve the quality of research in academician. The 
use of GPT can assist researchers in producing better 
and more consistent text in research reports, articles, 
and other academic works.  

Furthermore, GPT also has an important role in 
language translation, which can greatly benefit 
Indonesian researchers by allowing easier access to 
international research published in foreign languages. 

The prospective advantages and opportunities 
presented by ChatGPT span across different domains 
such as education, scholarly composition, and 
customer service. The utilization of technological 
advancements like ChatGPT can significantly 
enhance the process of learning [11]. Within the 
academic sphere, ChatGPT holds the capacity to 
enable dynamic learning experiences, simplify 
interactions between educators and learners, and 
provide a more effective means of archiving and 
retrieving course content [12]. 

In health and medicine, artificial intelligence 
harbors an immense capacity to advance the 
promotion of precise global health, especially in 
regions with limited resources. AI-driven tangible 
technologies (such as cloud computing, mobile 
health, and drones) can be harnessed to avert or 
manage infectious diseases within low-income 
nations and mitigate non-communicable ailments in 
more developed regions [13].  In consulting, the 
technology enables more personalized and efficient 
services with chatbots and virtual assistants, as well 
as enabling more accurate data analysis and efficient 
collaboration [14]. 

Not only that, but the development of language 
models in the mother tongue also opens up 
opportunities for the development of applications that 
are more specialized and relevant to the language of 
the country context. With a model base like GPT, 
developers can design and build AI applications that 
are more effective and enrich the technology and 
innovation environment in the country. 

When using GPT, there are several risks that 
researchers need to be aware of. First, there is a 
potential risk of cultural and linguistic bias. Utilizing 
AI language models in research paper writing brings 
challenges and limitations related to accuracy, bias, 
and ethics. Before utilizing AI language models in 
research paper writing, these challenges and 
limitations should be carefully considered [15]. If the 
training data used for GPT does not include a 
sufficient variety of cultures and dialects, the 
resulting model could have biases that do not fit the 
local context, which could affect the quality of the 
results produced.  

Secondly, there are concerns regarding the 
increasing reliance on technologies such as GPT. 
While GPT can be a useful tool, over-reliance on it 
also has the potential to reduce the ability of 
Indonesian researchers to develop indigenous 
language and comprehension skills. This could 
reduce the richness and uniqueness of local 
contributions to research and development. 
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Furthermore, global competition is also a factor 
that needs to be considered. If the research 
community in Indonesia does not keep up with 
developments in technology such as GPT, there 
could be delays in research that competes at the 
global level. This can affect our reputation and 
ability to compete internationally.  

Finally, the technology gap is also something that  
has to be considered. The availability of computing 
resources and access to advanced technologies such 
as GPT may be uneven across Indonesia. This can 
lead to disparities in research capabilities in different 
regions, where some researchers may find it more 
difficult to access and utilize such technologies 
compared to others. 

 
4. Conclusion 

 
The researchers have a plethora of opportunities to 

harness the power of GPT-3 and drive progress in the 
field of artificial intelligence. One strategic avenue is 
to engage GPT-3 as a tool for conducting thorough 
research and development. Through dedicated 
exploration, researchers can unearth novel insights 
that pave the way for refining GPT-3's capabilities 
and generating innovative applications. This 
collaborative interaction between human ingenuity 
and machine intelligence can lead to transformative 
breakthroughs that reshape the AI landscape. 

Furthermore, GPT-3 presents a unique avenue for 
researchers to cultivate new skills within the realm of 
artificial intelligence. By delving into the intricacies 
of GPT-3 and its associated technologies, researchers 
can bolster their expertise and competencies, 
ultimately enhancing their proficiency in this rapidly 
evolving field. Such skill development not only 
benefits individual researchers but also contributes to 
the collective advancement of AI knowledge and 
practice. 

However, the utilization of GPT-3 comes with a 
responsibility to adhere to regulations and ethical 
considerations. The researchers are obligated to 
ensure that their utilization of GPT-3 aligns with the 
prevailing regulations and ethical frameworks 
governing the use of AI technologies. Striking this 
balance is essential to prevent any unintended 
consequences and to foster the responsible and 
sustainable integration of GPT-3 within the 
Indonesian AI landscape. 

Security stands as a paramount concern in the 
realm of AI deployment, and GPT-3 is no exception. 
To harness its capabilities effectively, the researchers  
have to place a strong emphasis on setting and 
maintaining rigorous security standards. This entails 
guarding against vulnerabilities and potential 
breaches that could compromise the integrity and 
safety of the applications powered by GPT-3.  

By upholding stringent security measures, 
researchers can bolster trust and confidence in the 
technology and pave the way for its widespread and 
secure adoption. 

In conclusion, the potential of GPT-3 as a tool for 
advancing researchers is immense. The researcher 
has the opportunity to engage in comprehensive 
research and development, cultivate new skills, 
navigate regulatory and ethical considerations, and 
set robust security standards. By strategically 
embracing these recommendations, researchers can 
unleash the full potential of GPT-3 and contribute to 
the ongoing evolution of artificial intelligence in 
Indonesia and beyond. 
 
References: 
 
[1]. European Parliamentary Research Service. (2021).  

Artificial intelligence. European Parliamentary 
Research Service.       Retrieved from: 
https://www.univiu.org/images/aauniviu2017/GP/co-
curr/Artificial_intelligence_act.pdf  
[accessed: 15 October 2023] 

[2]. Bharadiya, J. P. (2023). A Comprehensive Survey of 
Deep Learning Techniques Natural Language 
Processing. European Journal of Technology, 7(1), 
58-66.    Doi: 10.47672/ejt.1473 

[3]. Imamguluyev, R. (2023). The Rise of GPT-3: 
Implications for Natural Language Processing and 
Beyond. International Journal of Research 
Publications and Reviews, 4(3), 4893-4903.  
Doi: 10.55248/gengpi.2023.4.33987 

[4]. Bauer, E., Greisel, M., Kuznetsov, I., Berndt, M., 
Kollar, I., Dresel, M., Fischer, M. R., & Fischer, F. 
(2023). Using natural language processing to support 
peer-feedback in the age of artificial intelligence: A 
cross-disciplinary framework and a research agenda. 
British Journal of Educational Technology, 54(5), 
1222-1245.    Doi: 10.1111/bjet.13336 

[5]. Rahaman, M. S., Ahsan, M. M. T., Anjum, N., 
Terano, H. J. R., & Rahman, M. M. (2023). From 
ChatGPT-3 to GPT-4: A Significant Advancement in 
AI-Driven NLP Tools. Journal of Engineering and 
Emerging Technologies, 2(1), 50-60.  
Doi: 10.52631/jeet.v1i1.188 

[6]. Ugli, M. I. B. (2020). Will Human Beings Be 
Superseded by Generative Pre-trained Transformer 3 
(GPT-3) in Programming? International Journal on 
Orange Technologies, 2(10), 141-143. 

[7]. George, A. S., George, A. . H., & Martin, A. G. 
(2023). A Review of ChatGPT AI's Impact on Several 
Business Sectors. Partners Universal International 
Innovation Journal (PUIIJ), 1(1), 9-23.  
Doi: 10.5281/zenodo.7644359 

[8]. Klang, E., García-Elorrio, E., & Zimlichman, E. 
(2023). Revolutionizing patient safety with artificial 
intelligence: the potential of natural language 
processing and large language models. International 
Journal for Quality in Health Care: Journal of the 
International Society for Quality in Health Care, 
35(3), 1-2.    Doi: 10.1093/intqhc/mzad049 

https://www.univiu.org/images/aauniviu2017/GP/co-curr/Artificial_intelligence_act.pdf
https://www.univiu.org/images/aauniviu2017/GP/co-curr/Artificial_intelligence_act.pdf


SAR Journal. Volume 6, Issue 4, Pages 257-262, ISSN 2619-9955, DOI: 10.18421/SAR64-05, December 2023. 

262                                                                                                                                   SAR Journal – Volume 6 / Number 4 /2023. 

[9]. Jungwirth, D., & Haluza, D. (2023). Artificial 
Intelligence and Ten Societal Megatrends: An 
Exploratory Study Using GPT-3. International 
Journal of Environmental Research and Public 
Health, 11(3), 1-12.    Doi: 10.3390/systems11030120 

[10]. Shah, F. A. (2023). Is Chatgpt A Silver Bullet For 
Scientific Manuscript Writing? Journal of 
Postgraduate Medical Institute, 37(1), 1-2.  
Doi: 10.1148/RADIOL.223312 

[11]. Ausat, A. M. A. A., Massang, B., Efendi, M., 
Nofirman, & Riady, Y. (2023). Can Chat. Journal on 
Education, 5(4), 16100-16106. 

[12]. Rathore, B. (2023). Future of AI & Generation 
Alpha: ChatGPT beyond Boundaries. Eduzone: 
International Peer Reviewed/Refereed 
Multidisciplinary Journal, 12(1), 63-68.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[13]. Krittanawong, C., & Kaplin, S. (2021). Artificial 
Intelligence in Global Health. European Heart 
Journal, 42(24), 2321-2322.  
Doi: 10.1093/eurheartj/ehab036 

[14]. Kalla, D., & Smith, N. (2023). Study and Analysis of 
Chat GPT and its Impact on Different Fields of Study. 
International Journal of Innovative Science and 
Research Technology, 8(3), 827-833. 

[15]. Katar, O., Özkan, D., -3, G., Yildirim, Ö., & 
Acharya, U. R. (2023). Evaluation of GPT-3 AI 
Language Model in Research Paper Writing. Turkish 
Journal of Science and Technology, 18(2), 311-318. 
Doi: 10.55525/tjst.1272369 

 


