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Abstract 

Biometrics is the measurement and statistical analysis of people's unique 

physical and behavioral characteristics. Biometric systems use personal 

characteristics to authenticate someone, the basic premise is that every 

person can be accurately identified by intrinsic physical or behavioural 

traits. A system first collects biometric characteristics unique to every 

person, these characteristics are then directly linked to verify or identify 

the individual. Several types of biometric systems exist that make use of a 

single characteristic of an individual, such as fingerprint, palm veins, iris… 

Multimodal biometric authentication systems instead can use several 

characteristics to take a final decision, the level were the information 

fusion happen and the type of fusion are extremely important decisions 

that must be taken when modelling a multimodal biometric system (i.e. 

sensor level fusion, feature level fusion, decision level fusion, score level 

fusion and hybrid fusion level). In this work after presenting the different 

characteristics and design choices of multimodal biometric systems, we 

analyse different fusion methods in literature and then finally we 

implement a multimodal biometric system using fingerprint, voice and face 

as single biometric traits and custom fusion algorithm for taking a final 

decision. 
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Chapter 1 

Introduction 

The term “Biometric” relates to the utilization of organic, physical, or social 
characteristics of an individual as a form of identification and access 
control, it is also used to identify individuals in groups. 

Biometric identification systems which use a single biometric trait of the 
individual for identification and verification are called unimodal systems, 
some examples are fingerprint, face, iris, or vein recognition. Each 
biometric system has its own set of drawbacks and benefits that must be 
considered when designing a system. 

A multimodal biometric identification system integrates two or more 
unimodal biometric authentication systems, a multimodal system can 
gather different biological characteristics such as fingerprints, faces, iris 
images, and so on, using independent or multiple collection methods 
combined into one collector, and then analyse and judge the characteristic 
values of multiple biometric methods to identify and authenticate. 

Biometric technology is transitioning from a single-mode approach to a 
multimodal approach, indeed Multimodal biometric systems tend to 
outperform unimodal biometric systems and so they are useful in a lot of 
more intricate and diverse authentication scenarios, for example: defence 
and the intelligence, Border management, interface for criminal and civil 
applications, but also in domains such as Personal information and 
Business transactions that require fraud prevent solutions that increase 
security and are cost effective. 

We use more than one biometric modality in multimodal biometric 
systems and hence we have more than one decision channels. Thus arises 
the need to design a mechanism which can combine the classification 
outcome from each biometric channel and this mechanism is known as 
biometric fusion. This fusion combines the measurements from different 
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biometric attributes to enhance the strengths and decrease the 
weaknesses of the individual measurements. 

Fusion can be used to address several issues faced in implementation of 
biometric systems such as accuracy, efficiency, robustness, applicability 
and universality. There are various possible levels for fusing the biometric 
traits which can be used to increase robustness of the multimodal 
biometric system, they are: sensor level fusion, feature level fusion, 
matching score level fusion and decision level fusion. 
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Chapter 2 

Background 

in this chapter we will introduce multimodal biometric systems their 

characteristics and possible design choices, while implementing our system 

in the next chapter what shown here will be considered, also we will review 

some literature to investigate alternative implementation methods to our 

algorithm.  

 

2.1 Background and design choices  

 

A Biometric system is an identification system in view of the utilization of 

various biometric features of people by the investigation of physiological 

characteristics, for example, fingerprints, eye retinas and irises, voice 

designs, facial examples and hand estimations for authentication purposes 

or behavioural attributes. Authentication systems setup with one 

biometric modality may not be adequate for the related application as far 

as properties, for example, universality, distinctiveness, acceptability etc. 

100% accuracy may not be accomplishable in unimodal systems by virtue 

of the limitations, for example, the noise in the sensor data, intra-class 

variations, inter-class similarities, lack of universality, spoof attacks and 

other vulnerabilities.  
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Accuracy in biometrics is measured in terms of error rates. The two mostly 

utilized error rates are: 

False Acceptance Rate (FAR) is the percentage of identification 

instances in which unauthorised persons are incorrectly accepted.  

False Rejection Rate (FRR) is the percentage of identification 

instances in which authorised persons are incorrectly rejected. 

As the number of false acceptances (FAR) goes down, the number of false 

rejections (FRR) will go up and vice versa. The Equal Error Rate (EER) is the 

point where the percentage of false acceptances and false rejections is the 

same. 

 

 
     Figure 2.1: sensitivity and error relationship 
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Biometric traits should possess several qualities, in particular seven 

attributes should be considered when evaluating a biometric feature: 

Universality, Distinctiveness, Permanence, Collectability, Performance, 

Acceptability, and Circumvention. 

 

Universality: every individual should have the biometric trait.  

Distinctiveness: no two individuals should be identical in terms of the 

biometric traits. 

Permanence: the trait should be sufficiently invariant over time. 

Collectability: the trait should be easily measurable without any 

inconvenience to the user. 

Performance: relates to accuracy, speed of the technology used.  

Acceptability: stands for the user acceptance to the collection of the 

biometric. 

Circumvention: the ease with which the biometric trait can be 

deceived.  

 

Those traits are present in different qualities in different biometric 

technologies and is of paramount importance considering that when 

building a new system. In the following table we present a brief comparison 

of several different biometric identifier in terms of those seven features 

from [19]: 
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Different biometric identifiers have different strength and weaknesses that 

can be combined to form a more powerful multimodal biometric system. 

In the table below from [19] we analyse those strength and weaknesses 

from some main biometric Identities. 
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Unimodal Systems depending on one source of information for 

authentication suffer from a variety of problems such as:  

 

-Noise in the sensed data. (e.g., due to repeated use of fingerprint 

sensor)  

-Intra-class variation: User who is incorrectly interacting with the 

sensor typically causes these variations. 

-Inter-class similarities: In a Biometric System where there are large 

numbers of users, there may be inter–class overlap in the feature 

space of multiple users. 

-Non-Universality: The Biometric System might not be able to acquire 

a meaningful Biometric data from a subset of users.  

-Spoof Attack: This attack occurs when signature or voice are used in 

Biometric System.  
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Some limitations of unimodal systems can be overcome by including 

multiple sources of information for identification using Multimodal 

Biometric Systems. Multimodal biometric systems are a refined 

arrangement of unimodal systems, which fuse the therapeutic measures 

for the downsides of the unimodal biometric system. These systems are 

more reliable due to the presence of multiple independent biometrics, 

they improve on the single biometric system in several other different ways 

too:  

-They improve security given that it would be difficult for an imposter 

to spoof multiple biometric traits of a genuine user simultaneously.  

-They can provide a challenge-response type of mechanism by 

requesting the user to present a random subset of biometric traits. 

-They provide augmented accuracy because outcomes obtained from 

numerous cues can be fused by choosing the suitable level of fusion 

and applying efficient fusion scheme to achieve augmented accuracy.  

-They can counter the non-universality issue of unimodal biometric 

framework. For example, identification of someone is still feasible by 

using the other cue even if due to some ailment, he is incapable to 

access palm-print framework.  

-They can improve accessibility using any cue to access the system. 

-They can counter failures more easily given that one technology 

alone may not influence seriously the individual identification as 

different technologies can be successfully employed.  
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Different types of multimodal biometric system can exist: 

Single biometric trait, multiple sensors: Multiple sensors are used for 

the same biometric characteristic. The data taken from different 

sensors can then be combined at the feature level or matcher score 

level to improve the performance of the system.  

Multiple biometrics: Multiple biometric traits can be combined. 

Different sensors are used for each biometric characteristic, the 

performance of the system significantly increase with this method.  

Multiple units, single biometric traits: to improve system 

performance in an inexpensive way we can use the same sensor and 

get multiple different instances of a single trait, for example using 

different fingers.  

Multiple snapshots of single biometric: multiple instances of the 

same biometric trait can be used, for example the same finger several 

times (unlike the previous method where different fingers are used). 

Multiple matching algorithms for the same biometric: different 

methods are used in the feature extraction and matching of the 

biometric characteristic. 
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A multimodal biometric system can work in three modes: 

Serial mode: The output of one biometric characteristic is used to 

reduce the number of possible identities, the remaining set will be 

the reference for the next characteristic.  

Parallel mode: The information from multiple characteristics is 

considered together to perform recognition, this mode will be our 

reference when developing the project. 

Hierarchical mode: Individual classifiers are combined in a tree like 

structure. This mode is well suited if we have many classifiers.  

 

The four common modules in any biometric system are: the sensor 

module, the feature extraction module, the matching module, and the 

decision-making module.  

 

Sensor Module: In this module the biometric sensor or scanner 

measure the raw data of the user which is then recorded and 

transferred to the next module for feature extraction. The various 

factors like cost and size are impacted by the design of the sensor 

module of the biometric system.  

Feature Extraction Module In this module, the raw data transferred 

from the sensor module is used to generate a synoptic but indicative 

digital representation of the underlying traits or modalities. After 

extracting the features, it is given as input to the matching module 

for further comparison. 

Matching Module The extracted features when compared with the 

templates in the database generate a match score. This match score 

may be controlled by the quality of the given biometric data. The 
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matching module also condensed a decision making module in which 

the generated match score is used to validate the claimed identity.  

Decision Making Module Decision making module identifies whether 

the user is a genuine user or an impostor based on the match scores.  

 

 

 

The data from the sensors can be fused at different levels to obtain the 

final decision of the entire multimodal: 

 

Fig 2.2: possible multi modal biometric system structure 

 

 

Fusion at the sensor level: the data directly from the sensor is fused, 

we can either use samples of same biometric trait obtained from 

multiple compatible sensors or multiple instances of same biometric 

trait obtained using a single sensor; the data is fused at an early stage, 

so it has a lot of information as compared to other fusion levels. 
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Fusion at the feature extraction level: The data or the feature set 

from multiple sensors or sources are fused together. Features 

extracted from each sensor form a feature vector, different features 

vectors are then concatenated to form a single new vector, the same 

or different feature extraction algorithms can be used. The feature 

level fusion is challenging because relationship between features is 

not known and structurally incompatible features are common and 

the curse of dimensionality.  

 

Fusion at the decision level: In decision level fusion, each sensor 

reaches an individual decision, the outputs are then combined using 

different schemes to finally reach a verdict. Decision level fusion 

manages very abstract information, so it’s less preferred in designing 

multimodal biometric systems. 

 

Fusion at score level: Each sensor provides a matching score 

indicating the proximity of the feature vector with the template 

vector. These scores are combined to assert the veracity of the 

claimed identity. Is necessary to normalize the scores to map the 

scores obtained from different matchers on to a same range.  

 

 

Fusion at the score level is usually preferred because it is easier to combine 

the scores presented by different modalities, this type of fusion will be 

used in our system and several examples in literature will be presented 

using this system. 
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Some common score fusion method categories are: 

 

Rule-based fusion methods: this method comprises of collection of 

basic rules such as: statistical rule-based method like MAX, MIN, 

linear weighted fusion (i.e. sum and product), majority voting, AND, 

OR. Customer defined rules are adopted for every specific solution. 

 

Classification-based fusion methods: these methods classify the 

multimodal observation into one pre-defined class, different 

classification techniques are used. The method included in this 

category are Bayesian inference, dynamic Bayesian networks, 

maximum entropy model, support vector machine, dempster–shafer 

theory and neural networks.  

 

Estimation-based fusion methods: In this category we have methods 

such as: the extended Kalman filter, particle filter and Kalman filter 

fusion, which are used primarily to deduce the state of moving object. 

For example, for the task of object tracking (to deduce the position of 

the object) different modalities like video and audio are fused. 
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Among the various fusion strategies, score-level fusion has become 

popular since it represents a good trade-off between information 

availability and information entropy. On one hand, most commercial 

biometric systems do not provide access to the raw data, nor the feature 

sets extracted from the data. On the other hand, while final decisions and 

ranks are readily accessible in most commercial systems, their entropy is 

rather limited compared to scores.  

The scores first must be normalized and then can be combined using simple 
operations such as max, min, sum or product. The sum and product rules 
allow for weighted combinations of scores. The weighting can be 
differentiated in matcher specific, user specific or based on sample quality: 
 

In matcher specific weighting, weights are chosen to be proportional 
to the accuracy of the matcher (e.g. inversely proportional to the 
Equal Error Rate for the matcher).  
In user specific weighting, weights are assigned based on how well 
the matcher is known to perform for a particular individual.  
In quality-based weighting, the weights are assigned based on 
quality of the sample presented to the matcher. 

 
Weighting techniques though offer only some performance improvements 
over simple sum and max fusion and these fusion methods do not require 
any training.  
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2.2 Fusion methods literature review 

 

Several fusion methods are investigated in literature, below we present 

some examples seen during our research: 

In [5], the authors applied face and speaker recognition algorithms on   

hand-held devices, equipped with lower quality audio/video capture 

hardware. The fusion score method applied here consist in fusing the 

speaker and face systems using linear weighted summation, where the 

weights of each classifier are learned using the minimum classification 

error principle on a training set, trying to optimize the equal error rate of 

false acceptances and false rejections under the user verification scenario. 

Given that this work uses two sensors only one additional parameter (the 

ratio of the weights of the classifiers) needs to be learned. A simple brute 

force sampling of the parameter space is used for this MCE training. 

Authors in [6] use the speech and face modalities together to measure 

audio-visual synchrony for identification of in talking faces, the authors 

improved biometric verification performance by fusing the speech and face 

recognition systems using a SVM (support vector machine). Talking faces 

not only contain voice and image but also a third source of information: 

synchronization between the two. 

In [9] the authors addressed the problem of score level fusion of 

intramodal and multimodal experts, focusing on confidence-based fusion 

controlled by biometric data quality. They used as features not only quality 

measures but also the cross terms obtained by taking the product of score 

and quality to generalise the fusion feature space. The study showed that 

the use of quality weighted scores as features in the definition of the fusion 

functions leads to improved performance and demonstrated that the 

achievable performance gain is also affected by the choice of fusion 

architecture.  
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In [10] the authors developed score-level multi-modal fusion algorithms 

based on predictive quality metrics and employed them for face and 

fingerprint biometric fusion. The causal relationships (like the fact that the 

match score of a gallery-probe fingerprint image pair is affected by the 

image qualities of the gallery and probe fingerprint images and the state of 

match) in the context of each fusion scenario are modelled by a 

probabilistic framework. The recognition/verification decision is made 

through probabilistic inference.  

We consider the parameters: 

fg,a A quality-related image feature vector of a gallery facial image 

fp,a A quality-related image feature vector of a probe facial image 

qg,a Image quality for a gallery facial image generated from fg,a. 

qp,a Image quality for a probe facial image generated from fp,a. 

qg,i Image quality for a gallery fingerprint image.  

qp,i Image quality for a probe fingerprint image. 

sa Match score for a gallery-probe facial image pair 

si Match score for a gallery-probe fingerprint image pair. 

 

Once those measurement are observed, we can perform the quality-based 

face and fingerprint score-level fusion through probabilistic inference, the 

decision for match or no-match can be made by maximizing the probability 

of match given the values of our parameters, with qg,a and  qp,a derived from 

the input parameters. 

 

𝑚𝑎𝑡𝑐ℎ = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑚𝑎𝑡𝑐ℎ

𝑝(𝑚𝑎𝑡𝑐ℎ| 𝑓𝑔, 𝑎, 𝑓𝑝, 𝑎 , 𝑞𝑔, 𝑖, 𝑞𝑝, 𝑖, 𝑠𝑎, 𝑠𝑖) 



17 
 
 
 
 
 

This method has been showed to improve the verification performance 

over the methods based on the raw match score of a single modality. 

In [11] the authors have developed a unified probabilistic framework for 

quality-based face recognition decisions, where the quality assessments of 

facial images are integrated into face recognition. The proposed algorithm 

significantly improves face recognition performance over a wide range of 

facial image quality. 

Let fg be a feature vector containing some image features such as shape 

coefficients of a statistical facial shape model. Let qg be an assessment of 

image quality, for a gallery image. Similarly, fp and qp are the corresponding 

feature vector and the quality assessment for a probe image, respectively. 

Let sgp be the match score for a probe/gallery image pair obtained by some 

face matching algorithm.  

Once fg, fp, and sgp are observed, we can perform the quality-based 

recognition through probabilistic inference. The match or no-match 

decision will be made by maximizing the joint probability of a match, qg, 

and qp given the three measurements, as follows: 

𝑚𝑎𝑡𝑐ℎ = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑚𝑎𝑡𝑐ℎ,𝑞𝑔,𝑞𝑝

𝑝(𝑚𝑎𝑡𝑐ℎ, 𝑞𝑔, 𝑞𝑝 |𝑓𝑔, 𝑓𝑝, 𝑠𝑔𝑝) 

 

Which can be factorized as follows:  

𝑝(𝑚𝑎𝑡𝑐ℎ, 𝑞𝑔, 𝑞𝑝 |𝑓𝑔, 𝑓𝑝, 𝑠𝑔𝑝)

= 𝑐 ∗ 𝑝(𝑓𝑔) ∗ 𝑝(𝑞𝑔|𝑓𝑔) ∗ 𝑝(𝑓𝑔) ∗ 𝑝(𝑓𝑔) ∗ 𝑝(𝑞𝑔|𝑓𝑝)

∗ p(match)  ×  p(sgp|qg, qp, match) 

 

Where c is a normalization factor. The proposed algorithm significantly 

improves face recognition performance over a wide range of facial image 

quality. 
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In [12] the authors demonstrated the benefit of fusing the voice and face 

modalities in scenarios where both the face and voice data suffer from 

extensive degradations. Several fusion rules were tested: 

1) In the first case an exponential weighting factor in the product rule 

was introduced. This weighting factor is inversely proportional to the 

squared difference between face and voice scores. This mechanism 

tries to assign a lower weight to the fused scores in cases where the 

mutual confidence of the modalities is low.  

2) In the second case quality values for face images and audio data 

along with their corresponding match scores were used, in a 

weighted sum rule scheme. 

3) In the third case the quality values for face images and audio data 

along with their corresponding match scores were used, in a 

weighted product rule scheme.  

4) In the fourth case the quality values for face images and audio data 

along with their corresponding match scores were introduced. 

In [20] a score level-based strategy for a biometric framework with multiple 

cues, based on S-sums has been exhibited, S-sums were introduced by 

Silvert in 1979 and they are a class of binary functions that are used as a 

rule of combination for fuzzy sets. 

An S-sum is a function S: [0,1] × [0,1] → [0,1] such that:  

S (0, 0) = 0.  

S (1, 1) = 1. 

S is commutative.  

S is increasing with respect to the two variables.  

S is continuous.  

S is self-dual ∀ x, y ∈ [x, y] ^ 2, S( x, y) = 1 – s( 1 − x, 1 – y)  
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The general form is given by the formula: 

 

 

here g is a continuous, positive, increasing function of [0, 1] × [0, 1] 

into   [0, 1] , such that g( 0, 0) = 0. Continuous t-norm or t-conorm can 

be chosen as g. 

The two normalized matching scores will be then fused using the S-sums 

and the resulting score will be evaluated. 

 

To get illicit access to a secured system submission of whipped, artificially 

generated, or unoriginal cue to sensor is known as spoof attack. Johnson, 

Tan & Schuckers in [13] suggested fusion of face, iris, and fingerprint at 

score level, to achieve lesser vulnerability of proposed system against 

spoof attacks. After the scores from each modality have been fused, giving 

a combined score in the range of zero to one, a threshold is implemented 

to make a final accept or reject decision. By varying this threshold, a 

performance curve known as a Detection Error Trade off (DET), can show 

the relationship between the false reject rate (FRR) and false accept rate 

(FAR). In the proposed solution the percentage of false accepts given that 

one or more of the modalities have been successfully spoofed  is 

introduced as a parameter called the spoof false accept rate (SFAR). The 

paper proposes a method for determining, after a system assessment 

based on SFAR, a calculated adjustment of the operating point to ensure 

for a more secure system, at a cost of decreased FRR performance. It also 

quantitatively demonstrates how to assess the tradeoff. 
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Akhtar in [14] introduced serial mode of fusion to fuse fingerprint and face 

to achieve lesser vulnerability against spoof attacks. Comparing the results 

of serial mode fusion with parallel mode of fusion on two benchmark 

datasets have showed that serial mode of fusion is less vulnerable to spoof 

attacks.                                                                       

Gomez Barrero in [15] suggested fusion of scores of two cues i.e., face and 

iris estimating the strength and speed of attack in their proposed work, 

validating their work on Biosecure database with EER = 0.83%. 

Gupta, Walia & Sharma in [16] suggested fusion of iris, face, and fingerprint 

at score level to make system more robust against spoof attacks, validating 

everything on chimeric dataset.                             

Sujatha & Chilambuchelvan in [17] proposed a multimodal biometric 

framework that fuses the palm-print, face, iris, and signature, all was 

authenticated on the CASIA dataset.                                                                

S. F. Ali [18] presented a wide-ranging survey of liveness detection, spoof 

attacks and fingerprint. They have discussed about various algorithms and 

datasets for performance evaluation of multimodal framework and 

revealed that deep learning algorithms are superior solution to these 

issues. 
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2.3 Challenges to multimodal biometric system 

When developing multimodal biometric systems several challenges 

present itself that must be taken into consideration and addressed: 

(1) Availability of effective sensors: Availability of effective sensors 

to acquire the images irrespective of type of illumination in indoor or 

outdoor environments is a requirement of a multimodal biometric 

framework, the sensor should be fast and efficient to capture images 

from a distance.  

(2) Availability of appropriate database: Numerous multimodal 

datasets are available either free or at a nominal cost. Selection of a 

well-designed dataset which was acquired while following the 

protocol standards may result in the expedite of the research work, 

but a poor dataset may result in wastage of energy, money and time 

while evaluating on it.  

(3) Selection of efficient fusion scheme: The biometric traits can be 

fused by various types of levels of fusion: score level fusion, feature 

level fusion, decision level fusion, rank level fusion etc. and there are 

various fusion techniques for each level of fusion level. While 

designing a particular multimodal biometric system the selection of 

an appropriate level of fusion and fusion schemes plays a vital role in 

the performance of a multimodal biometric system. It is a challenge 

to decide how and when to fuse the biometric traits for designing an 

effective multimodal biometric system.  

(4) Privacy issues: In biometric frameworks the personal details of 

individuals are stored in a database so it possible that intruders can 

make misuse of this data, and this will result in privacy issues, when 

developing a biometric system, the security of the templates must be 

kept in mind so that privacy issues can be mitigated. 
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 (5) Cost-effective system: there is a trade-off between cost and the 

performance so in designing a robust, efficient, and cost-effective 

system this must be kept in mind. 

 

 

Those challenges could be addressed in several ways: 

Regarding the sensors, development of more precise and cost-

effective sensors could help. Moreover, such sensors should be able 

to acquire samples of multiple traits in one go. In addition to that, 

collecting more realistic multimodal databases will always be nicer, 

as they can facilitate the genuine evaluation of multimodal systems.  

Further, exploration and development of efficient fusion schemes are 

desirable, and may be achieved through learning-based fusion 

schemes. These schemes can learn the relationship between features 

and/or scores in a more representative manner, leading to superior 

results.  

The privacy related concerns are solvable through several 

applications, one of which is cancellable biometrics, where the 

biometric templates of the subjects can be revoked in case of 

potential threats.  
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2.4 Use-cases and Future directions  

In this section we cover some practical use-cases in which multimodal 

biometric systems are employed.  

(1) Aadhar Card: The most prevalent example of real-time use-case of 

biometrics is Aadhar Card. It is a national identification card, which 

compromises of a typical twelve digits number for each person, allotted for 

example by UIDAI (Unique Identification Authority of India), It is based 

upon biometric traits such as iris, face, and fingerprint. To get Aadhar card 

an individual must provide the biographical information such as name, 

gender, date of birth, address, and biometric information such as 

fingerprint, iris, and facial image. Then to check the uniqueness of this 

information, it is forwarded to the Central Identities Data Repository 

(CIDR), where de-duplication of the information is done. After these steps 

a 12-digit number with lifelong identification capability is allotted to a user. 

 (2) Border Control: Another important use of multimodal biometrics is 

border control, which is the entirety of measures taken by a state to 

monitor the activities on its border and the movement of people. Modern 

technology has also paved way to ensure border security in the most 

effective way through the introduction of biometrics. Biometrics are highly 

effective in border management as they use biologically unique traits like 

face and fingerprint to identify individuals trying to enter a country. E-

passport also plays an important role in border management and consist 

of a digital passport which has a chip embedded in it. The embedded chip 

holds the same data as the data page of traditional passport as well as 

additional biometric information. Saudi Arabia adopted this technique in 

border security, adopting an automated fingerprint identification system. 

The Saudi e-ID card is also a biometric card and is also efficient in physical 

and electronic identity verification. Saudi Arabia is also planning to deploy 

iris in addition to fingerprint to increase border security. 
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(3) Law enforcement: The use of Biometrics in law enforcement is rising, 

common modalities like fingerprints, face, voice & and iris are gaining 

attention. The use of biometrics in this sector started over 125 years ago 

thanks to an Argentinian criminologist. Today several countries like the 

United States, UK, Japan have adopted biometrics for its law enforcement. 

The US law enforcement agency: the FBI, has facial recognition records of 

more than 117 million Americans. The United Kingdom’s Welsh police is 

planning to adopt facial recognition to detect criminals and decrease crime 

rate, Japan is also planning to implement facial recognition at its airports 

to prevent terrorists from entering in the country.  

 

Multi modal biometric systems can develop in several various directions, 

among those several important fields are: 

(1)  Explore the possibilities of further deploying deep convolutional neural 

networks (CNNs) in the problem of multimodal biometrics, as CNNs have 

proven to be very efficient in solving various computer vision and image 

classification problems. 

(2) Conduct real-life case-studies analysing the vulnerability of multimodal 

systems, as it is still not known how the real-life multimodal system 

behaves in response to more sophisticated spoof attacks.  

(3) The feasibility of using multimodal biometrics in smartphones is an 

important area of investigation. Given the limited computational resources 

available on smartphones, devising computational-efficient multimodal 

systems is challenging.  

(4) Discovering the optimized blend of biometric traits is still a research 

question to be answered. Which biometric traits will yield outperforming 

results when fused together, and which fusion strategy would be 

advantageous.  
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Up to now we have introduced different characteristics and design choices 

of biometric systems and multimodal biometric systems, all those 

characteristics must be considered when designing a new system: 

 

-Type of system 

-Work mode 

-Choice and number of biometric indicators.  

-Fusion Level 

-Representation (incompatibility & unavailability of features).  

-Matching score  

-Decision methodology.  

-Fusion methodology.  

-Eventual weights of individual biometric.  

-Cost versus performance trade-off.  
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Chapter 3  

Implementation 

In this chapter we will describe all phases of the process of implementation 

of our multi modal biometric system, and we will understand the choices 

made, the reasoning behind those choices and the eventual problems and 

solutions adopted to overcome those problems. 

 

3.1 The general model  

In our multimodal biometric system, we decided to use three individual 

biometric recognition methods: fingerprint recognition, face recognition 

and voice recognition. Those methods won’t be all employed concurrently: 

in the first phase we ask the user for face and fingerprint recognition and 

consider both for recognition according to the parallel mode explained 

above, in the case we cannot reach a definitive solution we ask also for 

voice recognition and consider all three scores, this was the results of 

several considerations:  

1) If we assume that the system will be also used in a public place then 

using the voice could lead to problems such as external noise or possible 

distortion due to wearing mask in the pandemic situation.  

2)  Face is a trait that everyone has while fingerprint and voice recognition 

aren’t universally applicable. 

3) Fingerprint could seem not hygienic in the pandemic situation, but many 

touchless fingerprint identification systems already exist, instead voice and 

face recognition could lead people take off their masks in places where it’s 

not safe.  
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4) Face recognition systems with mask already exists and could even be 

used to enforce it in places where its necessary (such as covid-hospitals).  

5) Fingerprint and face have higher permanence than voice.  

6) Fingerprint recognition, when possible, have higher security and 

accuracy than the other two.  

 

Our overall system will follow the general schema explained below, in the 

case the user is not authenticated after the voice recognition a supervisor 

intervention is required. 

 

Figure 3.1: Schema of the general model. 

 

For the fusion technique we employ score level fusion, we decided to use 

this method because of its simplicity and because it was well suited with 

the idea of using external systems for calculating the scores of single 

characteristics. 
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3.2 Decision Matrix 

In our system the matching modules are responsible for the matching and 

normalization phases of the various single biometric systems, to evaluate 

the outcome we will need the scores returned by them and the values 

noValue and yesValue which are custom floating-point values between 0 

and 1 set during the deployment of a particular instance of the system and 

based on the level of security required.    

Each score corresponds to a confidence interval: if the score is smaller than 

noValue then it’s in the rejection interval indicated with no, if it’s bigger 

than yesValue than it’s in the acceptance interval indicated with yes, if it’s 

between noValue and yesValue both included than it’s in the uncertainty 

interval indicated with maybe. 

 

 

Figure 3.2: individual scores and confidence intervals. 

 

In the first phase the scores derived from the fingerprint recognition and 

the face recognition decide the outcome based on the table below which 

link different interval values of the two individual systems with the 

combined corresponding outcome. 
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Figure 3.3: Face and Fingerprint recognition combined decision matrix. 

 

In the case we ask the voice recognition all the three individual scores will 

be mapped in the interval values (yes/maybe/no) and the final decision will 

be based on the following matrix.  

 

 

 

 

 

 

 

 

 

Figure 3.3: Face and Fingerprint and voice recognition combined decision matrix. 

 

 

For example, if the voice recognition score is high enough to be mapped 

into a yes value while the face recognition is mapped into a no value and 

  Fingerprint   recognition  

  
 

yes maybe no 

Face 
recognition 

yes accepted accepted Ask voice 
recognition 

 maybe accepted Ask voice 
recognition 

Ask voice 
recognition 

 no Ask voice 
recognition 

Ask voice 
recognition 

rejected 

  voice  recognition  

  
 

yes maybe no 

Face 
recognition 

maybe+no rejected rejected rejected 

       
      + 

maybe+maybe accepted rejected rejected 

Fingerprint 
recognition 

 no+yes accepted rejected rejected 
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the fingerprint recognition into a maybe then the user is rejected. Is worth 

noting that for face and fingerprint recognition the combinations 

yes+maybe and yes+yes are not considered a because they already lead to 

acceptance in the first matrix, also fingerprint and face recognition have 

the same “weight” in the decision so only three are the possible 

combinations: maybe+no, maybe+maybe, no+yes.  

 

 

3.3 Score modules outputs and decision module 

In the first phase the individual matching modules of fingerprint and face 

recognition return an unordered array containing the relevant matches 

that have a similarity score bigger than the minimum value noValue to the 

decision module with their respective score.  

 

 

 

 

 

 

 

 

      

Fig 3.4: Array returned by the score module. 

 

Then the arrays from the two biometric systems are combined in one single 

array, given that the individual modules could report different entities the 

final array score is their combination in the form of set union where every 

lacking score is requested. 

Entity1 Score1 

Entity2 Score2 

Entity3 Score3 

Entity4 Score4 

Entity5 Score5 
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If for example module A report entity 1 and entity 4 while module B report 

entity 4 and entity 2 the final score array will take into consideration entity 

1,2 and 4 and so the decision module will ask the scoring module to report 

the missing scores for evaluation. 

 

Fig 3.5: Set union between the two arrays. 

 

 

After that a final combined score between the two individual scores is 

calculated. 

 

𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛

=  (𝑓𝑎𝑐𝑒_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑓𝑎𝑐𝑒_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛

+  𝑓𝑖𝑛𝑔𝑒𝑟𝑝𝑟𝑖𝑛𝑡_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑓𝑖𝑛𝑔𝑒𝑟𝑝𝑟𝑖𝑛𝑡_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛) 

 

The meaning of the weight is to be decided, a possibility could be the fact 

that many matching scores are found with a high value (that could even be 

an attack). So in this case (as an example) I could calculate the weight as 

function of n (number of returned entities) divided the number of scores 

that are bigger than the parameter ε (which represent the minimum value 

for an entity to be considered), Then we create an array having in each line 

the entity the combined score and the independent scores, ordered by the 

value of the combined score from highest to lowest. 
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Fig 3.6: Combined array. 

 

Then the single entities will be evaluated following the array order 

according to the first matrix described before, three cases can occur: 

- In case the entity falls into an accepted cell then the user is accepted, 

and the program stop. 

- In case the entity falls into a rejected cell then the next entity in the 

array is evaluated, if all entities are rejected then the user is rejected. 

- In case the entity falls into a matrix cell which require voice 

recognition then the entity is put into another array of uncertain 

entities and the evaluation proceed. 

 

 

If I arrived at the end of the array and no entity was accepted but the 

uncertain array is not empty, then I move to the second phase: for every 

entity in the uncertain array the voice recognition score is requested, and 

a new combined score will be created considering all tree individual 

systems: 

 

𝑓𝑖𝑛𝑎𝑙_𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛

=  (𝑓𝑎𝑐𝑒_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑓𝑎𝑐𝑒_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛

+  𝑓𝑖𝑛𝑔𝑒𝑟𝑝𝑟𝑖𝑛𝑡_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑓𝑖𝑛𝑔𝑒𝑟𝑝𝑟𝑖𝑛𝑡_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛

+  𝑣𝑜𝑖𝑐𝑒_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑣𝑜𝑖𝑐𝑒_𝑠𝑐𝑜𝑟𝑒_𝑒𝑛𝑡𝑖𝑡𝑦_𝑛) 

Entity1 Fingerprint_Score1 Face_Score1 Combined_Score1 

Entity2 Fingerprint_Score2 Face_Score2 Combined_Score2 

Entity4 Fingerprint_Score4 Face_Score4 Combined_Score4 
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Then a new array is created where in each line the three individual scores 

of the systems and the final combined scores are present and all its ordered 

based on this combined score from the highest value to lowest value. 

 

 

 

Fig 3.7: Final combined array. 

 

In the end each individual entity in the array is evaluated according to the 

second matrix following the order given by the combined score, if an entity 

fell into the accepted cell then the user is authenticated and the program 

end, if it fall into the rejected cell then I move to the next entity; if all 

entities are rejected then the user is rejected, in this final case manual 

intervention is necessary for example from a supervisor. 

 

 

 

 

 

 

 

 

Entity1 Fingerprint_Score1 Face_Score1 Voice_Score1 Final_Combined_Score1 

Entity2 Fingerprint_Score2 Face_Score2 Voice_Score2 Final_Combined_Score2 

Entity3 Fingerprint_Score3 Face_Score3 Voice_Score3 Final_Combined_Score3 
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3.4 Individual systems used 

 

For building the overall multi modal structure three open-source sub 

system have been used: 

SourceAFIS is the system used for recognizing human fingerprints. Its 

algorithm is the result of independent design by the developers. It doesn't 

copy some textbook algorithm, but it does however borrow heavily from 

other opensource fingerprint matchers. The algorithm is capable of 

delivering decent accuracy and surprisingly high matching speed; it can 

compare two fingerprints 1:1 or search a large database 1:N for matching 

fingerprint. It takes fingerprint images on input and produces similarity 

score on output.  

The algorithm is based on high-level abstractions like minutiae, ridge 

endings and bifurcations. Minutiae are what is saved in the template, and 

they consist of points on the image with associated direction angle.  
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Fig 3.8: Minutiae found by the algorithm in the fingerprint image [3]. 

 

After the first step, another abstraction occurs to produce edges and 

angles: an Edge is a line connecting two minutiae, edges are composed by 

a length and two angles inherited from its minutiae. Edge angles are 

expressed as relative to the edge. These three properties of the edge 

(length and two relative angles) do not change when the edge is moved or 

rotated so they will always be the same in different images from different 

angles of the same fingerprint, that's why they are so important for 

matching. 
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Fig 3.9: Edges and Angles found by the algorithm in the fingerprint image [3]. 

 

SourceAFIS’s algorithm tries to find at least one edge shared by the two 
fingerprints being matched. This is done using a nearest neighbour 
algorithm, so a root pair is found, which is the initial pair of matched 
minutiae, one from each fingerprint. 

Starting from the root pair, the algorithm crawls edges outwards and builds 
a pairing consisting of several paired minutiae and paired edges. 
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Fig 3.10: Matching from the root minutiae in blue with the pairing edges in green [3]. 

 

Then the scoring happens: the idea is that every paired minutia or edge is 

an event that is unlikely to happen randomly, starting form that 

assumption, the algorithm will try to decide is such pairings means it’s the 

same person or it’s just a coincidence. Generally speaking, the more of such 

unlikely events there are, the more likely the pairing is to represent the 

same finger. So, the algorithm essentially counts various matched features 

and scores them on how closely they match. Final sum of the partial scores 

is shaped to align to some scale and returned from the algorithm. 

 

From this point on our code intervene: 

We created a getFingerprintScore function that takes in input the float 

noValue explained before and the name of the image file which represent 

the user fingerprint. It returns an array containing the id and the 

normalized score of all the entities in our dataset which have a score bigger 

than noValue. 
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First the image identified by id is retrieved and a template is created, then 

an array containing all the names (which corresponds to the id) of the 

images in the dataset is created. 

 

 

 

Finally, the images are confronted with the fingerprint in input and an array 

containing the pairs of id and similarity score for each image is created, the 

scores are then normalized and an array containing only the pairs with 

score bigger than noValue is returned in output. 
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Exadel CompreFace is a free and open-source face recognition GitHub 

project. It’s a docker-based application that can be used as a standalone 

server or deployed in the cloud. The system provides REST API for a variety 

of tasks like face recognition, face verification, face detection, landmark 

detection, mask detection, head pose detection, age, and gender 

recognition services.  

CompreFace supports different models that work on CPU and GPU and is 
based on state-of-the-art methods and libraries like FaceNet and 
InsightFace. 

 

 

Interactions with CompreFace will be managed with curl which is a tool for 
transferring data from or to a server. Curl commands will be sent to the 
application to interact with it, for example if we want to compare faces 
from the uploaded images with the face in saved image ID: 

 
 

curl -X POST 
"http://localhost:8000/api/v1/recognition/faces/<image_id>/verify?limit=<
limit>&det_prob_threshold=<det_prob_threshold>&face_plugins=<face_plugins
>&status=<status>" \ 
-H "Content-Type: multipart/form-data" \ 
-H "x-api-key: <service_api_key>" \ 
-F file=<local_file> 
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In output it will return a json response that must be processed: 
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Two methods have been created for facing the issue of retrieving and 

processing the scores:  

 

getFaceScore takes in input noValue and the id of the image we want to 

confront with the images in the database, ask using a curl command a 

response from the application and then process the response received 

giving as output an array of couples of type [ id , probability ], where id 

identify the user in the database, and probability represent a normalized 

similarity with the image in input. 
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getEntityScore takes in input the id of the image from the user (idTest) and 

the id of the image in the database we want to confront it with (id), ask 

using a curl command a response from the application and then process 

the input received giving as output the similarity score between the two. 
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SpeechBrain is an open-source and all-in-one speech toolkit based on 

PyTorch which is a machine learning framework based on the Torch library, 

used for applications such as computer vision and natural language 

processing.  

 

SpeechBrain provides different models for speaker recognition, 
identification, and diarization on different datasets: 

• State-of-the-art performance on speaker recognition and diarization 
based on ECAPA-TDNN models. 

• Original Xvectors implementation with PLDA. 

• Spectral clustering for speaker diarization  

• Libraries to extract speaker embeddings with a pre-trained model on 
your data. 
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To get the data two files are used, one in Java and one in Python: 

In the Java file the method getVoiceEntityScore take in input the id of the 

two voices, then call the Python program passing as command line 

arguments the two ids, then process the output received and return in the 

similarity score between the two. 

 

 

 

 

 

 

 



48 
 
 
 
 
 

 

In the Python file first, I get the two ids from the command line, then using 

the method verify_files provided by speechbrain I get the similarity score 

and I print it in output so to pass the data to the Java file. 
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3.5 Main algorithm 

The main algorithm is divided in a main function: decision and several 

auxiliary functions: 

The decision function takes in input a string which identify the user (all the 

user files are named with that string) and returns in output an object of 

class outcome, which is composed of a string representing the id of the 

verified subject and the probability of that subject corresponding to the 

user. 
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First the arrays of corresponding fingerprints and faces with their 

respective probabilities are retrieved with the use of the individual 

functions explained before. 
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Then a new combined array is created and ordered using the uniteArray2 

function (which also ask for any lacking data) and the scoreArray2 function 

(which order the data according to the combined score explained before). 

The elements in the array are then evaluated in order and a second array 

keeps track of the identities that falls into the uncertainty range with a 1 in 

the equivalent position of the combined array. If a result is found, then the 

algorithm stops, and an outcome object is returned. 
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If no entities felt into the maybe range, then the user is rejected and the 

program stops, otherwise I create an array with only the entities in the 

first position in the maybe array and ask the voice score for each entity. 
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I then score and order the obtained array and evaluate the entities, if no 

entity falls into the acceptance range, then the program ends, the user is 

rejected and a supervisor intervention is necessary, otherwise it’s accepted 

returning the corresponding Outcome object. 
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The two auxiliary functions evaluate and evaluate2 take in input a 

candidate and the two values noValue and yesValue and return an integer 

representing in which cell of the evaluation matrix the candidate fall: 1 for 

yes, 0 for maybe and -1 for no. the function evaluate analyse candidates 

with only fingerprint and face scores while evaluate2 analyse candidates 

also having the face score. 
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The uniteArray2 function take in input the fingerprint and face arrays and 

unite them into a single unordered array were for each entity id correspond 

a fingerprint and a face score. 
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The tree entities classes contain each an id and either one single score: 

fingerprint and face scores or all three possible score fields. 
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3.6 Data and experimental results 

 

The data for running the final experiments was taken from different 
sources: the audio files came mostly from the Speaker Recognition Audio 
Dataset by Vibhor Jain [21] which is composed by several speaker’s audio 
data with length more than 1 hour for each, data is converted to wav 
format, 16KHz, and is split into 1min chunks. The dataset was scraped from 
YouTube and Librivox. 

For face recognition CelebFaces Attributes Dataset (CelebA) [22] was used 
which is a large-scale face attributes dataset with more than 200K celebrity 
images. The images in this dataset cover large pose variations and 
background clutter. The CelebA dataset include: 

• 10,177 identities. 
• 202,599 face images.  
• 5 landmark locations. 
• 40 binary attributes annotations per image. 

For fingerprint instead several datasets were used: most of the images 
were taken from UareU [23] a dataset distributed by Neurotechnology 
which contains 65 fingers with 8 impressions each, in TIFF, 500dpi, 
326x357px format, taken by U.are.U 4000 optical sensor by DigitalPersona, 
the remaining files were taken from several FCV (fingerprint verification 
competition) events such as FCV2000, they all contain 10 fingers with 8 
impressions each, stored in TIFF format. 
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In the test phase 97 identities were created each composed of one triple 

fingerprint image, face image and one voice file. Those were then 

confronted with 100 subjects, each identified by a triple fingerprint image, 

face image and voice file. Of the 100 subjects 97 corresponded to the 

identities present in the dataset, which means that the triples were 

different, but the face images were from the same person, the fingerprint 

images were from the same finger, and the voice files were from the same 

voice; while the remaining were not present in the system dataset and 

should have been rejected. 

The tests were done thanks to an auxiliary class, which calls the decision 

function for each subject, and records the number of false positives, false 

negatives, true positives, and true negatives. It also records in an array all 

the wrong identifications and to what identity they were falsely associated. 

It then displays the results and the content of the array. 
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Several tests were conducted using the same data on just the face 

recognition module and the fingerprint recognition module, first a noValue 

was set as parameter then all the results who have a higher score than 

noValue were retrieved, the result with the highest score was considered 

the response of the system, if no results were retrieved than the system 

rejected the test user. 
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Table 3.1: Face recognition 

 

 

 

 

 

 

 

 

 
Table 3.1: Fingerprint recognition 

 

From these tests we can observe that: face recognition and fingerprint 

recognition have similar performances in the chosen dataset so a weight 

to give higher preference to one system over another is not useful in our 

situation, we so decided to disregard our idea of adding weights in the 

ordering formula using instead a simple non weighted equation.  

 

noValue TP FN FP TN 
0.3 84 0 16 0 

0.4 84 0 16 0 

0.5 84 0 16 0 

0.6 84 0 15 1 
0.7 83 3 13 1 

0.8 80 9 9 2 
0.9 73 21 4 2 

noValue TP FN FP TN 

0.3 83 0 17 0 

0.4 83 0 17 0 

0.5 83 0 17 0 

0.6 83 0 17 0 

0.7 83 0 17 0 

0.8 83 0 17 0 

0.9 83 0 17 0 
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On the final multimodal biometric system several tests were then 

conducted, setting different parameters but using the same tests set 

explained above, we report here the results:  

 

  

 

 

 

   Table 3.1: Multimodal biometric system tests results 

     

As we can observe from our tests the performances increased significantly 

from the individual systems, so we managed to demonstrate the 

effectiveness of our multimodal biometric system and how it outperforms 

the unimodal systems. 

 

 

 

 

 

 

 

YesValue noValue TP FN FP TN 

0.5 0.3 91 4 4 1 

0.6 0.3 89 6 4 1 

0.4 0.3 92 2 5 1 
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Chapter 4 
Conclusions and future works 

In this work we introduced biometric systems and their different 

advantages/disadvantages, we then presented the structure of multi 

modal biometric systems and the different strategies to build them, 

introducing the various modules and the fusion methods, and analysing 

the literature regarding fusion methods. 

To take advantage of what we learned during our research we 

implemented an actual multi modal biometric system using three 

different open-source software for the single biometric features whose 

scores were then normalized and combined using our algorithm to get a 

final decision based on them and on specific parameters which are set 

based on the security level of the specific implementation.  

During the test phase of our final project, we obtained different results 

based on the parameters decided but ultimately, we were able to observe 

how the performances of a multimodal biometric system are an increase 

over one single biometric system. 

Future works might concern improving the algorithm for taking the final 

decision, creating different algorithms, and integrating different single 

biometric systems with better performances over the ones used. 
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