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Experimental research in the realm of human-robot interactions has focused on the behavioral and 
psychological influences affecting human interaction and cooperation with robots. A robot is 
loosely defined as a device designed to perform agentic tasks autonomously or under remote 
control, often replicating or assisting human actions. Robots can vary widely in form, ranging from 
simple assembly line machines performing repetitive actions to advanced systems with no moving 
parts but with artificial intelligence (AI) capable of learning, problem-solving, communicating, 
and adapting to diverse environments and human interactions. Applications of experimental 
human-robot interaction research include the design, development, and implementation of robotic 
technologies that better align with human preferences, behaviors, and societal needs. As such, a 
central goal of experimental research on human-robot interactions is to better understand how trust 
is developed and maintained. A number of studies suggest that humans trust and act toward robots 
as they do towards humans, applying social norms and inferring agentic intent (Rai and Diermeier, 
2015). While many robots are harmless and even helpful, some robots may reduce their human 
partner’s wages, security, or welfare and should not be trusted (Taddeo, McCutcheon and Floridi, 
2019; Acemoglu and Restrepo, 2020; Alekseev, 2020). For example, more than half of all internet 
traffic is generated by bots, the majority of which are “bad bots” (Imperva, 2016). Despite the 
hazards, robotic technologies are already transforming our everyday lives and finding their way 
into important domains such as healthcare, transportation, manufacturing, customer service, 
education, and disaster relief (Meyerson et al., 2023). 
 
Experiments focused on human behavior within the realm of human-robot interactions, often 
center on understanding how individuals make decisions and establish trust when interacting with 
robots (Hancock et al., 2011; Hoff and Bashir, 2015). The interdisciplinary field studying human-
robot interaction draws insights from evolutionary social science, behavioral economics, and 
robotics to illuminate the design of cognitive processes influencing human behavior toward robots. 
Evolutionary social science comprises an interdisciplinary field integrating evolutionary principles 
from psychology, anthropology, and biology to understand how the evolved design of the human 
mind gives rise to patterns of cognition, behavior, and culture when interacting with features of 
the world. Behavioral economists often rely on predictions generated by social scientists and the 
controlled methods of experimental economics, inducing value in the laboratory with incentive-
compatible tasks to study how monetary costs and rewards, social preferences, and experiences 
influence decision-making in social interactions (Smith, 1976).  



By applying an evolutionary perspective and conducting incentive-compatible and realistic 
experiments into trust-based human-robot interactions, researchers have come to a better 
understanding of human decision-making processes and the evolutionary design of behavioral 
algorithms relevant to human-robot interaction (Tooby, 2009). The study of behavioral algorithms 
extends to the robot algorithms –many of which are “black boxes”—that shape human behavior 
and are ubiquitous in our daily activities (Ishowo-Oloko et al., 2019). One key take-away of this 
research is that people are more likely to interact with robots that they can understand and trust 
(Lee and See, 2004; Schaefer et al., 2016). However, a psychology that evolved to navigate 
interactions with fellow humans regulates this trust – presenting a hazard when regulating trust in 
robots. This feature of our evolved psychology also fuels our fears of becoming overly-reliant on 
robots (Salem et al., 2015; Robinette et al., 2016a). But just as over-trusting harmful robots is a 
problem, so is under-trusting the robots that could help us (Ishowo-Oloko et al., 2019). The 
research we review below features both undertrust and overtrust of robots. 
 
Previous work shows that emotions regulate social behavior and may, likewise, regulate human-
robot interactions. A set of basic social emotions such as guilt, gratitude, anger, and pride result 
from trust-based interactions and can affect how we treat others and how others treat us in trust-
based interactions (Schniter and Shields, 2013; Schniter, Sheremeta and Shields, 2015). For 
example, a trustor’s guilt—triggered when one does not trust a trustee—promotes the subsequent 
extension of trust, and a trustor’s anger—triggered when a trustee fails to reciprocate—down-
regulates trust re-extension (Schniter and Sheremeta, 2014). The degree to which social emotions 
may also affect trust-based interactions with robots, depends in part on whether robots are 
responsive to the recalibrational effects of emotions directed at them. Historically, humans have 
recognized robots as lacking social presence: unable to understand, respond to, or experience social 
emotions (Gray, Gray and Wegner, 2007; Spence et al., 2014). More recently, communicative 
companionship robots and robo-pets have been developed that not only produce emotional 
expressions, but respond to human emotional needs, providing a therapeutic relief from loneliness 
(Austermann et al., 2010; Broadbent, 2017). 
 
Trust in robots may also depend on how our interactions with robots affect other people, how 
robots affect us in survival situations, and how intuitively we understand the goals or intentions 
behind robot behavior. Below, we review three domains of research that have been productive in 
unraveling these concerns affecting human-robot interactions: experiments with economic game 
interactions, emergency and warfare situations, and autonomous vehicle interactions.  
 
Human-robot interactions have been studied in the context of human–robot Prisoner Dilemma 
(PD) game experiments (Hsieh, Chaudhury and Cross, 2023; Maggioni and Rossignoli, 2023). In 
the repeated PD with robots, participants show an initially high rates of cooperation -similar to that 
shown when interacting in the PD with fellow humans. The initially high level of cooperation with 
robots quickly decays after the game is repeated, giving way to a tit-for-tat response strategy. 



Despite the robot having played a purely random strategy in the Hsieh et al. (2023) study, many 
participants incorrectly interpreted that the robot had played reciprocally. The Coin Exchange 
game, a hybrid of the PD and the Trust game, has also been studied in the context of experimental 
human–robot game interactions (Wu et al., 2016). Wu and colleagues (2016) showed that 
participants initially trusted robots more than humans and cooperated with a human opponent just 
as readily as a robot opponent. Behavioral economists have also used trust game experiments to 
study trust and emotional reactions to trust-based interactions with fellow humans and with robots 
programmed to mimic human reciprocity (Schniter, Shields and Sznycer, 2020). In these 
interactions, people extend trust similarly to fellow humans and to robots programmed to act like 
humans, but experienced emotions differently with respect to robot versus human partners. For 
example, a trustee’s failure to reciprocate the trustor’s trust triggered more trustor anger when the 
trustee was a human and less trustor anger when the trustee was a robot. Similarly, reciprocation 
by trustees triggered more trustor gratitude when the trustee was a human and less trustor gratitude 
when the trustee was a robot. Further, human trustors’ emotions finely discriminated among robot 
types. Human trustors experienced more pride and less guilt upon placing trust in a trustee. But 
pride and guilt were more intense when the trustee was a robot whose payoffs went to a fellow 
human than when the trustee was a robot acting alone. Interestingly, the differences in emotional 
experience across partner types appear to be restricted to the domain of social emotions and do not 
generalize to the domain of non-social emotions. 
 
Researchers have leveraged virtual reality technology in the laboratory to simulate real-world 
crises, for example emergency fire and active shooter situations, and to study human trust in robots 
offering evacuation assistance and giving advice about whom to kill or not during warfare 
(Holbrook, et al., 2023a, 2023b; Robinette et al., 2016). Across these scenarios, humans overly 
trust robots. Survival and warfare scenarios feature the potential for extreme loss of life and have 
three features that make them ideal for an error-management heuristic that will err to self-
preservation and cautious trust in order to make the least costly error (Haselton and Nettle, 2005): 
(a) decisions in these scenarios are based on uncertain information, and over the course of human 
evolutionary history, (b) decisions in these scenarios had recurrent impacts on survival and genetic 
fitness, and (c) the costs of false-positive and false-negative errors associated with these decisions 
have recurrently been asymmetrical. 
 
Another area of human-robot interaction where life is often on the line is humans’ use of 
autonomously driven vehicles. When people can make choices about how to program autonomous 
vehicles, their interactions with others in traffic are more cautious and cooperative than if they 
were driving themselves (de Melo, Marsella and Gratch, 2019). This can be explained by humans 
showing preference for automated driving programs that err to caution, contrasted with the human 
driver who occasionally throws caution to the wind when running late, enraged by other drivers, 
or otherwise distracted. Travelling in motorized vehicles is an evolutionarily novel activity that 
modern humans show remarkable ease engaging in on a daily basis, despite fatal motor vehicle 



collisions (2.5% of all deaths) ranking first place among non-disease related reasons for death 
(Dattani et al., 2023) and leading as the primary cause of injury and death among children 
worldwide (World Health Organization, 2008). Unfortunately, people are hesitant to delegate 
driving responsibility to autonomous vehicles and observers critically judge such delegations as 
shirking moral responsibility (Gogoll and Uhl, 2018).  
 
In summary, the experimental social science research on human-robot interactions focuses on 
unraveling decision-making processes underlying human relationships and the relationships 
humans are constantly developing with robots. Evolutionary theory serves as a foundational 
framework for understanding the adaptive functions and evolutionary origins of human behaviors 
relevant to human-robot interaction and experimentally studied by behavioral economists. 
According to this perspective, the architecture of the human mind evolved to have enough structure 
and content to promote our ancestors’ survival and reproduction while also having the flexibility 
to navigate novel challenges and opportunities (Barkow, Cosmides and Tooby, 1992). These 
features enable humans to design and rationally interact with AI and robots—agents whom our 
forager ancestors may never have imagined could exist. Still, interactions with robots, and 
science’s ability to explain these interactions, are imperfect, because robots (i) lack the 
psychophysical cues that we evolved to expect in an interaction partners and (ii) often are guided 
by unexplainable or unintuitive decision logics. Future relationships with robots will depend on 
the creation of and trust in robots that effectively engage with humans across diverse contexts, 
fostering trust, cooperation, and successful interactions that align with human cognitive 
mechanisms, social tendencies, and cultural diversity. Our abilities to design, build, and interact 
with robots are testament to the power of human cognition. A behavioral science of human social 
interactions with AI and robots that harnesses this power has great promise. 
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