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The human visual system serves as the basis for many modern computer vision

and machine learning approaches. While detailed biophysical models of certain as-

pects of the visual system exist, little work has been done to develop an end-to-end

model from the visual stimulus to the signals generated at the visual cortex measured

via the scalp electroencephalogram (EEG). The creation of such a model would not

only provide a better understanding of the visual processing pathways but would also

facilitate the design and evaluation of more robust visual stimuli for brain-computer

interfaces (BCIs). A novel experiment was designed and conducted where 15 partici-

pants viewed stereotyped visual stimuli while their EEG was recorded simultaneously.

The resulting EEG responses were characterized across participants. Furthermore,

a Residual Connection Feed Forward system identification Neural Network (ReCon

FFNN) was implemented as a preliminary end-to-end model of the visual system that

uses the temporal characteristics of the visual stimulus as the model input and the

corresponding EEG time series as the model output. This preliminary model was

xiii



able to reproduce temporal and spectral characteristics of the EEG and serves as a

proof of concept for the development of future artificial neural network or biophysical

models that incorporate spatio-temporal information.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Humans heavily rely on their senses to function in everyday life. One of the major

goals of neuroscience is to understand how the information from sensory pathways is

manipulated by the brain leading to conscious or unconscious interpretation of these

senses by the central nervous system. One of the most critical and dominant human

senses is vision. Visual perception of our environment allows us to plan and execute

tasks much more efficiently and underpins many common interactions we have with

our environment. Accordingly, the visual system has received much attention from the

field of neuroscience. Retinotopic mapping and studies aimed at better understanding

pathways involved in visual processing have been able to improve our understanding

of the layout of the visual system [1, 2, 3]. Physiological experiments have been

performed to reveal the biological mechanisms underpinning the visual system, and

computational models have been developed to give deeper insight into how these

underlying mechanisms react to changes [4]. Brain-computer interfaces (BCIs) have

been developed to interpret neural signals generated by the visual system to offer

practical utility by introducing new ways for people to interact with computers [5].

However, the visual system is far from perfectly understood. There remains a need

to continue to investigate the visual system and develop a model which is not only

capable of rendering new insights into the behavior of the visual system but also

able to improve the performance of BCIs. Accurate biophysical or computational

models of the visual system can be utilized to improve stimulus design and detection

1



compared to conventional, time-consuming empirical approaches, while also offering

new insights into physiological mechanisms and extending existing data sets.

The proposed approach for probing the mechanisms of the visual system is to

(1) collect data from a novel physiological experiment, (2) characterize the resulting

physiological responses, (3) develop a computational model capable of reproducing

realistic physiological responses, and (4) validate the model by demonstrating its

outputs have the same characteristics as the recorded physiological data.

The physiological experiment underpins the other parts of the approach to a large

extent. This study aims to unveil the biological basis for how sensory information is

transmitted and processed. This is much easier said than done, however, as effectively

measuring human neural processes directly in vivo presents many associated risks.

Indirect measures such as electroencephalography (EEG), functional near-infrared

imaging (fNIR), magnetoencephalography (MEG), and functional magnetic resonance

imaging (fMRI) have all been used as well, but each technique has its limitations

(e.g. temporal and spatial resolution, portability, safety, cost, etc.) [4, 6, 7, 2].

Furthermore, understanding how visual information is manipulated within the visual

cortex is nearly impossible by indirectly recording physiological data alone. For this

reason, biophysical and computational models have been developed to attempt to

explain the behavior observed by these physiological experiments at various scales.

Some models operate at the level of individual neurons while others operate at

the level of neuronal populations or regions consisting of larger divisions of the brain

[8, 9]. Typically, models with finer resolution (i.e. neuronal level) are desired over

those with larger resolutions (neuron population level), as those with finer resolution

are ideally able to more closely resemble the organization of cells within the visual

system. However, models with larger resolutions are often able to capture the overall

behavior of the visual system using simpler, more efficient methods. The ideal goal of

2



these models would be to extrapolate our understanding of the visual system by ap-

plying them to new inputs. However, often due to limitations in recording equipment,

computational hardware, and/or physiological understanding, models are developed

for specific regions within the brain rather than modeling from visual input to com-

pletely processed output. This problem, and the large list of assumptions linked to

many models, leads to models that have limited practical utility. On the other hand,

BCIs are used to study the brain in a way that typically focuses on a practical ap-

plication [5]. These systems are designed to interpret and classify the physiological

activity observed within the brain and use that information to achieve a practical

goal. BCIs based on visual processing, referred to as visual BCIs, are also useful

for improving our understanding of visual processing as the components of neural

behavior related to stimulus classification are likely to contain pertinent information.

In this way, visual BCIs are useful tools for finding where and how important visual

information is transmitted in the brain. However, BCI research often neglects to re-

late classification features to physiological mechanisms. Therefore, a logical approach

is to merge aspects of modeling and visual BCIs to offer new insights into how the

brain processes visual information.

1.2 Motivation

The visual system is critical for performing many everyday tasks. Understanding

the visual processing performed by the brain is a key area of neuroscience, with

potential impacts in a wide array of applications. Modeling physiological systems is

a classic approach to garnering deeper insight into the mechanisms of how the body

regulates itself and processes external stimuli. Accordingly, this thesis proposes a

novel visual experiment aimed at developing an end-to-end model visual system, from

visual stimulus to EEG response. A novel data set from 15 participants was collected,
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characterized, and made publicly available for others to utilize for developing such

models. Using this data, a preliminary model of the visual system from visual input

to the visual cortex is implemented as a proof-of-concept. This preliminary model

a launching point for future work, and aims to inspire other researchers to pursue

developing original end-to-end models of the visual system or iterate on the one

presented in this thesis.

While there have been many attempts to computationally model the visual sys-

tem using a variety of methods, the majority of these models lack practical outputs

and have severe limitations in terms of scope [9, 10, 11, 12, 8, 13]. On the other

hand, visual BCI research is primarily focused on practical applications, and there-

fore most often leaves something to be desired in regards to connecting the features

used for classification to the visual processing being performed [5]. Furthermore, the

recent advances in computational resources and the development of powerful neural

networks as models for real nervous system circuits have given way to the possibility

of new modeling techniques originally inspired by the structure of the visual cortex.

Artificial neural networks (ANNs) are a type of computational system inspired by

the biology of the visual cortex, suggesting that they may be a strong modeling tool

for the visual system [9]. This preliminary modeling attempt aims to demonstrate

that developing a model incorporating the strengths of neural networks and analysis

techniques used for visual BCIs can produce a more robust and practical model of the

visual system. The preliminary model implemented is a Residual Connection Feed

Forward System Identification Neural Network (ReCon FFNN), which models EEG

data based on the corresponding input sequence of visual stimulation.
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1.3 Objective and Approach

There are two primary objectives of this work. The first is to collect a novel data

set, which can be utilized to model the visual system. A study was designed and

performed on 15 participants. The participants viewed a set of cyclic binary visual

stimulus patterns while their EEG was simultaneously recorded. This data set has

been cleaned, annotated, characterized, and made publicly available.

The second objective inspires a new line of inquiry into modeling the visual sys-

tem using the visual stimulus pattern as the model input. To this end, a preliminary

model was developed representing the processing of the visual system from visual

input to the visual cortex. Models were developed using a ReCon FFNN for each

participant’s EEG data separately. The models developed in this work were evalu-

ated in terms of their ability to produce realistic synthetic EEG data based on the

stimulus input sequence which shared characteristics with the recorded EEG. This

thesis aims to establish a proof-of-concept for further development of future models

with the same goal.

It should be noted that the ReCon FFNN model of the visual system belongs

to a family of models that are not intended to contain components that directly

model the biophysics of the visual system. The decision to utilize a model that is

agnostic of the biophysics of the visual system was motivated by the desire to blend

practicality with a reliable computational model bearing biomimetic features (e.g.

residual connections, layer connectivity inspired by simple and complex cells, etc.).

To make the model more tractable, it is limited to modeling the temporal char-

acteristics of EEG. Thus, the visual stimuli were intentionally designed to be highly

spatially correlated. To remove spatial information from the multiple EEG channels

used in recording participant responses, a canonical correlation analysis (CCA) spa-
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Fig. 1.: The proposed approach for the preliminary model the visual system from visual
input to visual cortex. The visual stimulus is highly spatially correlated, thus only the
temporal information from the stimulus was used to train the model. The ANN architecture
used in this study is a novel structure called a ReCon FFNN.

tial filtering procedure was employed. After the data were collected and preprocessed,

the ReCon FFNN model was trained using the sequences of flashes as the model input

and the associated EEG response as the target output. Analysis of the results of the

modeling process was then performed to determine the strength of the model. Addi-

tionally, there is currently no gold standard technique for evaluating the performance

of models generating EEG. Habashi et al. (2023) state this in a clear, concise man-

ner: “To date, there is no direct metric that could be considered a real assessment

of the generated EEG signals’ quality and directly relate it to the performance of

the model” [14]. For this reason, it remains a challenge to definitively validate such

models. This work represents an initial attempt at modeling and defining potential

evaluation metrics in this context. This work hopes to inspire future research into

this under-explored end-to-end modeling of the visual system.
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1.4 Summary of Chapters

The subsequent chapters of this thesis are organized as follows. Chapter 2

presents the background of the human visual system. Chapter 3 presents the back-

ground of visual BCIs as it relates to this work. Chapter 4 presents the state-of-the-art

of neural networks, how they function, and how they are used with time series data

such as the physiological recordings used in this study. Chapter 5 describes the exper-

imental design and the tools utilized to execute the experiment. Chapter 6 details the

preparation of the data recorded from participants including using CCA as a spatial

filtering technique. Chapter 7 discusses the desired properties of an ANN model of

the visual system, and presents the architecture of the ReCon FFNN developed to

model the visual system. An evaluation of the performance of the model is presented

in Chapter 8. Chapter 9 concludes the dissertation with a discussion of the main

contributions of this work, limitations, and possible future directions for continued

research in this area.

7



CHAPTER 2

THE VISUAL SYSTEM AND COMPUTATIONAL MODELS OF THE

VISUAL SYSTEM

This chapter presents background on the human visual system. The chapter is or-

ganized in a way that follows the flow of sensory information from the eye through

the visual cortex. While not an exhaustive presentation of all known qualities of the

visual system, this chapter aims to give the reader sufficient understanding to see

parallels between the anatomical and physiological function of the visual system and

the preliminary computational model presented in this study (e.g. feed-forward and

feedback connections within the visual system).

2.1 The Eye and Optic Nerve

The visual system is made up of a combination of light-sensitive photorecep-

tors and an immense number of neurons responsible for processing visual information

within the brain. All visual information the body receives begins with the eyes, which

have a structure designed for efficient collection of sensory information from light in

the environment. The sclera is the connective tissue on the outermost layer of the eye.

The next layer is the choroid which is a highly pigmented layer of epithelial tissue,

which helps draw light onto the inside surface of the eye. The retina is the inner-

most layer and contains the photoreceptors and neurons responsible for transmitting

information from photoreceptors to the optic nerve [15]. This structure is slightly

altered at the front of the eye where light enters. The cornea is an oblong protrusion

in the sclera which is transparent to allow light to enter the eye. The choroid in this
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Fig. 2.: Diagram of structure of the eye (left) and diagram of the organization of photore-
ceptors and sensory neurons (right). Connections from Ganglion Cells synapse with the
optic nerve. The anatomical illustration of the eye is public domain.

same area becomes the iris, a region with colored pigment similarly responsible for

helping draw light into the eye. On the inside of the eye, positioned behind the iris,

is the lens. This transparent disk of proteins can be stretched to specific thicknesses

allowing for visual depth adjustments. A diagram of the eye’s structure is shown in

Figure 2.

The retina itself is where visual processing begins. The photoreceptors can be

divided into two classes: rods and cones. Rods detect the presence or absence of light

without color specificity, while cones are responsible for color detection. Furthermore,

the distribution of rods and cones is organized throughout the retina. The fovea is

the portion of the retina linked to the center of the visual field and has the densest

number of photoreceptors. Light activates photoreceptors within the retina causing

the release of chemical signals to bipolar cells, initiating an electrochemical cascade of

intercellular communication. Bipolar cells synapse with one or more photoreceptors

and interspersed among them are horizontal cells. These horizontal cells can activate
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or inhibit bipolar cells in a process called lateral inhibition. Bipolar cells transmit

signals to ganglion cells. Mirroring the design of bipolar cells and horizontal cells,

ganglion cells are assisted by amacrine cells that also perform lateral inhibition. These

layers of integration ultimately generate the receptive fields of the visual system.

Each ganglion cell transmits information through the optic nerve, the axons of which

terminate within the brain. Figure 2 includes an illustration of the organization of

these cells.

2.2 Visual Processing within the Brain

The first structure in the brain that receives and manipulates the signal from

the optic nerve is the lateral geniculate nucleus (LGN) within the thalamus. This

junction is responsible for diverting the signals from the optic nerve to specific regions

of the visual cortex [16]. The visual cortex takes up a large portion of the occipital

lobe and is divided into six regions: V1 through V6 [17]. Each of these regions exists

in both hemispheres for processing information from the contralateral half of the field

of vision, has its specific role in visual processing, and is further divided into layers.

The region that receives the vast majority of visual information from the LGN is

V1, which is also known as the primary visual cortex or striate cortex. Layer 4 of

V1 receives the information directly from the LGN and then distributes information

throughout the rest of the layers [17]. One of the most notable features of the primary

visual cortex is the presence and structure of simple and complex cells. Simple cells

respond to the orientation of lines and edges in a given portion of the field of vision.

Complex cells receive and sum inputs from multiple simple cells to process information

from a larger area within the field of vision. Furthermore, these complex cells have

a scaled response relative to motion in a specific direction. This implies that simple

cells process a lower order component of visual information, lines or edges, and the
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downstream complex cells process a higher order component of visual information,

namely the motion of lines or edges. This notion of visual processing beginning with

simple features of the visual information and gradually increasing the complexity of

the features being identified can be applied to the areas of the visual cortex as a

whole [18]. Furthermore, it has also been suggested that the visual cortex operates

on a ”middle-out” basis, where lower-order features making up a certain size of the

visual field are identified before the extraction of smaller and larger features [19].

This theory dictates that simple cells are tuned to only extract features of a certain

resolution within their portion of the visual field. Complex cells extract features

spanning more than one simple cell’s portion of the visual field. V1 is responsible

for extracting the first features from the visual input, and the organization of simple

and complex cells within it is a direct inspiration for the design of modern neural

networks (see section 4.1).

The next region of the visual cortex, V2, receives inputs from V1, and further

increases the complexity of features being identified. It is responsible for differen-

tiating between colors, spatial frequency of lines, patterns, and object orientation.

V2 has feed-forward outputs to V3, V4, and V5 as well as feedback outputs to V1.

The feedback outputs from V2 are part of a larger number of feedback outputs from

higher-order areas of visual processing to V1. These connections seem to play a role

in adaptation over time which occurs in V1 [17]. This feedback causes what is called

contextual receptive fields, which is the ability to weigh the contributions from parts

of the V1 network to its ultimate output. Practically what this leads to is the ability

for the visual system to self-regulate the information it deems important within the

visual field. These types of feedback connections are a direct inspiration for residual

connections in ANNs (see section 7.1.3). Visual information continues to flow through

to the higher-order regions of the visual cortex: V3, V4, V5, and V6. These higher-
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Fig. 3.: Diagram of the Visual System [21]. Visual information is sensed in the eye and
transmits information to the LGN, which in turn transmits information to the visual cortex.
The visual cortex contains feed forward and feedback connections throughout its regions
and layers.

order regions are responsible for object identification and linking motion to body

movements [20]. After the visual cortex, visual information is diffused throughout

many different areas of the brain where visual information is identified and utilized

to execute tasks, ultimately resulting in what we refer to as vision.

Overall, the visual cortex contains highly specialized regions that process lower-

order features before higher-order features of visual information. This structure has

inspired biophysical models, but due to the complexity of the system and many

unknown qualities of visual processing, many if not all, models opt for simplified
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structures or a reduction in scope by only including a subset of the visual pathway.

Ultimately this restricts the practical implementation of these models, which has

given way to the approach presented in this thesis of modeling the visual system in

an end-to-end fashion.
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CHAPTER 3

VISUAL BRAIN-COMPUTER INTERFACES

This chapter discusses the background of visual BCIs that primarily utilize the elec-

trophysiological information from the visual cortex. The chapter begins with an

overview of visual evoked potentials (VEP) which are the basis for nearly all visual

BCIs. Specific approaches to visual BCIs, including Steady-State VEPs (SSVEPs)

and coded VEPs (cVEPs), are then discussed. Additionally, a focus is given to certain

relevant techniques for visual BCIs including canonical correlation analysis and the

generation of synthetic EEG as visual BCI data. It should be noted that this section

focuses almost exclusively on EEG-based visual BCIs and, while this includes a large

amount of research into visual BCIs, it is not intended to be an exhaustive review of

the state-of-the-art.

3.1 Visual Evoked Potentials

The basis of modern visual BCIs is an electrophysiological phenomenon called

visual evoked potentials (VEP), which consists of a summation of the activity of a

set of neurons within the visual cortex in response to a visual stimulus. Traditionally,

VEPs are recorded using scalp EEG and are considered to be solely a sensory response

(i.e., separate from consciousness and attention) [22]. The characteristics of VEPs are

directly and strongly related to the characteristics of the stimulus being perceived and,

accordingly, their numerous spatio-temporal stimulus parameters must be considered,

as minor changes can result in drastic differences in the recorded VEP. Flashing

or flickering patterns are perhaps the most widely used types of stimuli in VEP
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applications and experiments. Reversal-Pattern VEP is the use of light and dark

elements within a stimulus which are contrast reversed to create the flashing pattern,

commonly referred to as a flicker pattern. This technique allows for constant variation

in the stimulus while maintaining the average luminance [23], produces relatively

consistent results in participants, and is the technique used for the present study.

The spatial, temporal, chromatic, and contrast properties of the stimulus can be

modified throughout the delivery of the stimulus to evoke different responses within

the visual cortex. Traditionally, the amplitude of the VEP is considered to increase

linearly with contrast and disappears with light and dark contrasts within 10% of

each other [23]. The visual stimuli used in VEP experiments and clinical applications

are typically referred to as checkerboard visual stimuli, which consist of a spatial

arrangement of squares with binary luminance with a distinct contrast difference (e.g.,

black and white). For clarification, the term retinotopic stimuli describes spatially

warped checkerboard stimuli used in retinotopic mapping studies.

Examples of binary visual stimuli are shown in Figure 4. These images have

variations in contrast over their area, which is referred to as the spatial frequency

of the stimulus. More specifically, the spatial frequency is the number of times the

image changes from the minimum to maximum value of contrast in a degree of visual

angle (the unit commonly used to describe spatial frequency is cycles/degree) [24].

Furthermore, for most applications, a maximal contrast between the light and dark

elements of the stimulus is used to maximize the amplitude of the VEP. Another

property of the stimulus that is commonly modified, in particular for visual BCIs,

is the temporal frequency of the stimulus. Temporal frequency is defined as the

rate at which a pattern of changes (light/dark elements reverse) in the stimulus.

Low temporal frequencies are defined as 4 Hz or less and are considered to produce

transient responses. High temporal frequencies are defined as more than 4 Hz and
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Fig. 4.: Examples of binary stimuli for VEP experiments. The top row of stimuli shows a
checkerboard pattern commonly used in BCI and clinical studies. The spatial frequency of
the stimuli increases from the left stimulus to the right stimulus. The bottom row illustrates
sample stimuli having different spatial patterns. Such patterns ultimately produce different
responses in the VEP based on the spatial frequency and geometry of the stimulus.

are considered to produce steady-state responses [25]. These steady-state responses

to flashes at a fixed frequency are known to produce oscillations within the visual

cortex at the frequency of the flashes and harmonics of that frequency. Both low-

and high-frequency stimuli can be in clinical and experimental applications based on

the goals of the application, up to the flicker fusion frequency of the visual system at

approximately 70 Hz [25].
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3.2 Visual BCIs

BCIs are systems that allow users to communicate with external devices without

the use of peripheral nerves or muscles. Brain activity for BCIs can be acquired from

various modalities, but it is most common to use electrophysiological signals from the

surface of the scalp or cortex, as such, these will be the focus of the remainder of this

chapter.

Historically, scalp EEG is used in non-invasive BCIs, while stereotactic EEG,

electrocorticography (ECoG), or intracortical microarrays are used for invasive sys-

tems. Invasive designs are generally considered to produce superior data as recording

occurs closer to the source of the electrophysiological activity, increasing the signal-

to-noise ratio. Additionally, the spatial is improved as there is little to no interceding

tissue between the desired brain region and the electrode. However, non-invasive sys-

tems are generally more widely employed as there is no need for a surgical procedure,

and well-designed non-invasive systems can be quite effective.

BCIs can be further categorized based on the type of control scheme: active,

reactive, and passive. Active BCIs require users to consciously, and directly control

the system without an external stimulus by using endogenous mental activity. Reac-

tive BCIs have the user perceive some external, exogenous stimulus and the brain’s

response to the stimulus is used by the system as an input. Passive BCIs record

the user’s physiological state and infer aspects of their cognitive state without active

participation from the user. The field of visual BCI research has been dominated

by reactive BCIs using VEPs due to the reliability of the detection and classification

[26].

Some of the first BCIs were visual BCIs, and most prominent designs for non-

invasive BCIs today remain visual BCIs. In 1984, Sutter [26] proposed a Speller BCI
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Fig. 5.: Diagram of the components of a Brain-Computer Interface (BCI). Signal acquisition
hardware collects physiological data relating to the current state of the brain. These signals
are processed to remove noise and enhance the relevant components of the signal. Features
related to the application are identified and then classified. The classifier sends commands
to the application interface, which can inform the actions to be taken by a device. The user
receives feedback (e.g. visual feedback) from the system for BCIs operating in real-time
(often called online BCIs) [27].
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based on VEPs, and by 1992 he was able to present a functional system with an ALS

patient [28]. This design presents a selection of different characters or numbers on

a screen that have unique flashing patterns from each other. The response to these

flashing stimuli can be distinguished from one another by a classifier and then used as

a unique input to a computer. In the case of Sutter’s device, and many other Speller

BCIs, they present a keyboard to the user with letters as the stimuli. Since Sutter’s

presentation of his system, an entire subfield within the BCI research community has

focused on VEP-based systems for a wide variety of applications and utilizing many

different modifications of the basic VEP BCI system.

The two broad categories of VEP-based BCIs are defined by the temporal fre-

quencies of the flashing patterns used in their stimuli [22]. Stimuli presented at low

frequencies (less than 4 Hz) are considered to produce transient responses, while stim-

uli presented at high frequencies (more than 4 Hz) produce steady-state responses.

BCIs that use higher frequency stimuli are called Steady-State VEP (SSVEP) BCIs

and often use multiple target stimuli simultaneously that flash at different frequen-

cies. This allows SSVEP systems to include as many target stimuli as frequencies can

be differentiated from one another during classification, hence providing a greater

number of control options for the user. Furthermore, these systems have been shown

to not require classifier pre-training by using a CCA-based classification approach

(see section 6.2) [29].

Building upon the design of SSVEPs, cVEPs use pseudorandom sequences in-

stead of fixed frequencies for the flashing pattern of the stimuli [30]. This technique

does require a training period to develop the classifier, but clever designs such as

using the same sequence for all stimuli but with different time shifts, allow for mini-

mal training requirements. The advantage of cVEP systems is that there is less bias

across the stimuli compared to the potential EEG frequency specificity of SSVEPs.
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CHAPTER 4

ARTIFICIAL NEURAL NETWORKS AS TIME SERIES MODELS

This chapter discusses the types of artificial neural networks (ANN) used to model

time series. It begins with a brief overview of what constitutes an ANN. There are

a wide variety of approaches to working with ANNs designed for time series based

on the goals of the application and the characteristics of the time series in question.

Therefore, selecting the proper neural network for a given problem and data set can

become quite a challenge. For this chapter, a few general problems will be discussed

along with the typical ANN architectures used to solve them. A focus will be given

to techniques that are most widely used and those that pertain to the present study.

4.1 Overview of Artificial Neural Networks

ANNs are computational systems inspired by the structure and function of bio-

logical neural networks. Biological neural networks consist of neurons that synapse

with other neurons in specific pairings and arrangements, which ultimately serve to

relay and/or process information. A classic example of a biological neural network

that inspired early artificial neural networks [31] are simple and complex cells within

the V1 layer of the visual cortex (see section 2.2). Simple cells receive a visual in-

put from the optic nerve and then several simple cells synapse with a complex cell.

Each cell in the network triggers (or does not trigger) an action potential based on

the excitatory or inhibitory inputs received, and in this configuration, complex cells

can synthesize the information generated at the outputs of simple cells. This type

of system is mimicked in ANNs by using artificial neurons, which receive inputs and
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Fig. 6.: Diagram of Simple and Complex Cells. This arrangement was the inspiration for
modern artificial neural networks. In the case of biological neural networks, the inputs are
sensory information and the output is processed visual information such as object recogni-
tion. For ANNs, the input and output are determined by the type of problem aiming to be
solved.

transmit a weighted, thresholded version of that input to all neurons it is connected

to. The thresholding of weighted values connecting artificial neurons in a network is

what ultimately gives ANNs their non-linear behavior. A diagram of this layout is

shown in Figure 6, and a diagram of a typical fully connected ANN is presented in 7.

Many of the early ANNs were directly inspired by the structure of the visual cortex

[32], and many more ANNs aim to solve the same problems as the human visual

cortex (this task is referred to as computer vision and is a core area of application for

ANN research).

In practice, ANNs can be used as a universal approximator to solve difficult high-

dimensional, non-linear problems. In a feedforward ANN, data in the network are

represented numerically and pass through the layers of neurons until the final layer of

the network produces the output. This output is then compared to a target output

using a loss function. The target output is the desired response that is associated

with the specified input, and the loss function is typically some measure of the quality

of the estimate of network output compared to the target output. The result from
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Fig. 7.: Diagram of a typical fully connected ANN consisting of two layers. Circles represent
nodes containing values. Arrows represent the weights between layers, and all products of
node values and weights are summed before passing through activation functions. Activation
functions are responsible for contributing to the nonlinear behavior of ANNs.

the loss function is used by an optimization technique called backpropagation [33], to

minimize the loss function by modifying the weights between neurons in the network

based on an optimization algorithm such as stochastic gradient descent [34], adaptive

moment estimation (ADAM) [35], or root mean square propagation (RMSprop) [36].

4.2 Problem Domains for Artificial Neural Networks

ANNs have become very powerful, prominent tools in a large number of domains

due to their capability to learn solutions to a problem. While ANNs are considered

universal approximators, assuming proper and sufficient training data is provided,

there are many ways to configure the network architecture and the selected archi-

tecture should be appropriate for the application. Determining what types of ANN

architectures perform best on a given problem has become a research field itself, and

has led to the refinement of how problems and ANN architectures are described.

ANNs can be used to solve both classification and regression problems, which respec-

tively require different design considerations.
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Classification problems aim to classify the data into two or more groups. The

simplest case of classification is the binary classification of two groups. While this

is the simplest conceptualization of classification, binary classification problems may

have highly complicated decision boundaries. Furthermore, binary classification is

often used within more sophisticated networks to augment the output of the network

based on the classification that is made, such as in Generative Adversarial Networks

(GAN) [14]. Classification can also be used for multiclass problems in which there are

three or more groups for the data to be sorted into. There are several techniques for

how to handle multiclass classification, but most often the network output is scaled

to represent the probability that the input is a member of each of the classes. Then

the class with the highest probability is selected as the one associated with the input.

For regression problems, ANNs have the goal of producing specific values (pos-

sibly over a continuum) based on the input given to the network. In theory, the size,

dimensionality, and organization of the output are independent of the size, dimen-

sionality, and organization of the input, which is only possible due to the inherent

flexibility of ANNs arising from the ability to change connections between nodes.

However, ANNs targeted at solving regression problems are most commonly config-

ured to have the number of points in the input greater than or equal to the number

of points in the output (this particular matter is relevant to the network employed in

this study; see section 7.1.1).

Regression problems are most often in the form of system identification or predic-

tion problems. System identification problems attempt to generate the input-output

mapping of an unknown system. Prediction problems aim to use past values of a

time series as the input to predict future values of the time series as the output. This

configuration of a prediction problem is referred to as forecasting.

A third problem domain for ANNs is generation problems. These problems task
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the network to generate a new example of a desired output. This can be based on a

given input to the network or essentially from scratch if the network is designed to

accept random noise as an input. These differ from regression in the fact that the

model output is of variable length and nearly always uses the underlying concepts

in the input to determine the output. Generation problems also include the creation

of synthetic data. This type of problem aims to generate a larger data set off of an

original small data set when the option to record more data is not feasible [14, 37].

This application of generation usually uses noise as the input which the network is

then able to mold into an output in-line with the characteristics of the original data

set.

4.3 Network Architectures for Time Series Problems

ANNs have been used to solve a wide array of problems including those relating

to time series. One of the key properties of time series data is that the order of data

points contains information. This has a drastic impact on how ANNs are designed

to work with time series data, and accordingly informs the most prevalent types of

neural networks for working with time series data.

4.3.1 Time Series Prediction and Forecasting

The most common problem ANNs are used to solve regarding time series data

is forecasting. It is possible to design networks capable of predicting future events

of the same time series such as stock market trends, weather patterns, or medical

events [38]. The black box nature of ANNs is rarely a concern for these types of

issues so long as the network is capable of accurately predicting future events. A

common architecture for time series forecasting is recurrent neural networks (RNNs).

These networks allow for feedback from the output of network nodes back to the
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Fig. 8.: Example of a typical Forecasting Neural Network for Time Series. Several of
the past points of the time series along with the current point act as the input to the next.
Additionally, a common feature among many forecasting neural networks is utilizing several
of the past output points as another input into the network (indicated by the blue dashed
lines). The network produces an output with the value of the next predicted point in the
time series (the green point indicates this target value).

same nodes or prior nodes in the network. This type of layout produces a system

that acts in a way somewhat analogous to an infinite impulse response filter [39]. The

unique strength of RNNs is that they use previous outputs as a feedback mechanism

to adjust the weighting of neurons in the network. While RNNs can be more difficult

to train compared to feedforward networks, they can provide more robust estimates.

Common types of RNNs include Long Short-Term Memory (LSTM) networks, Gated

Recurrent Unit (GRU) networks, and Fully Recurrent Neural Networks (FRNN).

An ANN architecture that has become increasingly popular for time series pre-

diction and forecasting is a transformer [40]. These ANNs are primarily known for

their significantly improved performance with natural language processing tasks but

have been modified to work for time series prediction as well. The performance of

these networks may not be drastically better than RNNs for time series prediction,
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and they require a significantly larger number of stored weights. Thus, RNNs are still

considered are still commonly utilized for time series prediction.

4.3.2 Classification of Time Series

Convolutional Neural Networks (CNNs) are the most prevalent architecture used

for classification due to their straightforward underlying structure, low number of

stored weights, and high performance [41]. These networks use a series of convolu-

tional layers as filters on the input to identify the most critical components of the

time series for classification. The final layer of the network can be a reduction of

the sequence to a single value representing the output classification or a series of

probabilities that the input belongs to each of the classes. CNNs are set apart from

other architectures in the fact that they intrinsically maintain the short-range tem-

poral relationship between points in a time series. This is due to their property of

simply being a series of convolutional filters, referred to as kernels, which pass along

the length of a time series. It should be noted that long-range temporal relationships

(those spanning distances greater than the kernel length) are not captured by this

intrinsic structure of CNNs. Despite this limitation, CNNs are commonly used for

time series classification.

4.3.3 Regression of Time Series

The most prevalent ANN architecture for system identification of time series is

feed-forward fully connected linear networks (FFNs) because the network is designed

able to learn the time dependence between points. These networks receive a sequence

of lagged time points, which pass through several fully connected linear layers until

the output layer, which transforms the output to the size of the regression output

[42]. The fully connected nature of the layers in the network means that each neuron
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Fig. 9.: Example of a typical Classifier Neural Network for Time Series. The lagged time
series is the input into the network. The network produces a probability value for how likely
the input belongs to that class. The class with the maximum probability is selected as the
output class for the network.

is connected to all neurons in the subsequent layer, making the network weights chal-

lenging to interpret. There are many different subtypes of FFNs based on additional

or removed connections as well as the dimensions of each layer in the network, such

as Encoder-Decoder architectures or Residual Deep Neural Networks, but the under-

lying premise of FFNs remains widely the same across these subtypes. Differences

typically relate to relatively minor improvements in performance or are supposed to

aid in making the network learn in a specific pattern. The architecture used in the

model developed in the present work is an FFN with residual connections to the input

added to improve performance (see section 7.2).
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(a) Example of a typical
Sequence-to-States Neural Network.

(b) Example of a typical
Sequence-to-Sequence Neural

Network.

Fig. 10.: Examples of typical Regression Neural Networks for Time Series. Figure 10a
depicts a sequence-to-states network, which takes a lagged time series and produces outputs
containing information about some state of the system the time series represents. Figure
10b depicts a sequence-to-sequence network, which takes a lagged time series and produces
an output time series based on the information within the input. Note: The ReCon FFNN
designed in the present work is a sequence-to-sequence regression network.

28



CHAPTER 5

EXPERIMENTAL DESIGN AND PROTOCOL

This chapter presents the details of the design and execution of the visual response

experiment performed to generate new data for modeling the visual system. Details

on the human participants, the equipment and software used, the format of the exper-

imental session, and the visual stimuli used are provided in this chapter. This includes

the relevant considerations to ensure the aims of the investigation were thoroughly

addressed by the resulting data and analysis.

5.1 Participants

Data were collected from 15 able-bodied participants (7 female, 8 male, ages

22-59, mean 31±12). 7 participants had 20/20 vision, and 8 had corrected to normal

vision. The participants with normal vision, and the single participant with corrected

vision who wore contact lenses daily, used the head-mounted display normally. Inter-

estingly, the remaining participants with corrected vision (7 total) elected to not wear

their glasses while using the head-mounted during during the experimental session

due to a comfort issue. However, each participant in this group stated they were

readily able to clearly see the spatial stimulus features and contrast changes without

glasses.

5.2 Experimental Task

During the experiment, the participants were asked to perform a simple visual

task while their electrophysiological responses to the task were recorded by an EEG
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system (see section 5.5). The resulting EEG data was used to inform the construction

of the computational model of the visual system. For the task, the participants were

asked to focus their gaze on a pattern-reversal visual stimulus shown in Figure 11,

presented in the form of a video. This stimulus was designed to maximally excite

the visual system, based on those frequently used in experiments concerning the

visual system [24] (see section 3.1). A feature present in nearly all checkerboard

or retinotopic stimuli is the high contrast between the spatial components of the

stimulus. Typically, pure white and black are chosen as they produce the highest

contrast differential between any two colors, and, due to the physiology of the retina,

this high contrast maximally excites the visual system. The visual field around the

stimulus was presented as a 50/50 gray tone (exactly halfway between the white and

black of the stimulus). This was done to ensure that the peripheral visual field would

not distract the participant or influence the response.

Fig. 11.: The Checkerboard Visual Stimulus used for the experiment. The white and black
regions would alternate contrast according to a predetermined binary sequence to create
a flicker pattern. The stimulus was positioned in the virtual space to appear to be 60
centimeters away from the participant’s head, and scaled to be 10 centimeters in diameter.
This resulted in the stimulus taking up 7.3o of visual angle.

The size and dimensions of stimuli were chosen based on feedback from early
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pilot testing of the system. Previous work suggests that a balanced, moderate spatial

frequency of the subdivisions of the stimulus may result in better responses from the

participant [24]. During pilot testing, it was found that roughly 1 cycle per degree

of visual angle (just less than that determined to be optimal in [24]) both elicited

stronger responses and was more comfortable for the participants. During testing, as

more divisions were added to the stimulus, the resolution at the center of the stimuli

became less clear. Since the center of the stimulus is where participants were asked

to focus their gaze, this resulted in participants reporting greater visual fatigue and

lower overall signal quality of the EEG visual responses. Differences between the

hardware used to deliver the stimuli in this study in comparison to previous work,

such as using a head-mounted display rather than a computer monitor, are a likely

explanation for this difference in spatial frequencies.

Another feature of the stimulus is its circular shape. This shape was chosen to

reflect the roughly circular shape of the fovea within the retina. Due to the foveal

area containing the highest concentration of photoreceptors within the retina, it is

responsible for producing the highest resolution area of the visual field. When fixating

gaze at a point in space, the fovea is aligned with that region to produce the highest

resolution image of that point, and a proportional amount of visual processing within

the brain occurs to manage this large amount of information. The stimulus was

displayed at the center of the video and at a visual angle (7.3 degrees of visual angle)

slightly larger than that of the fovea (approximately 5 degrees of visual angle [43]).

Another property of the visual stimuli is the rate at which the divisions alternated

between the binary colors (i.e., changed from black to white), or in other words the

rate at which the stimulus “flickered” or “flashed”, henceforth referred to as the

flicker frequency. Similarly, the temporal patterns at which the stimuli flickered are

referred to as the flicker pattern. There were two distinct types of flicker patterns
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implemented: fixed frequencies, being similar to those used in SSVEP-BCIs, and

pseudorandom, being similar to those in cVEP-BCIs.

Fixed frequency patterns consisted of the stimulus division alternating between

colors at a fixed time interval. There were four unique frequencies used in these fixed

frequency patterns: 5.625 Hz, 6.429 Hz, 7.5 Hz, and 9 Hz. These frequency values

refer to the number of duty cycles the stimulus completed over one second. One duty

cycle consists of the divisions of the stimulus appearing as their starting color for

50% of the time and then appearing as the alternate colors for the remaining 50%

of the time and can be thought of as the period of a wave as the pattern repeats in

the following duty cycle. These specific frequencies (5.625 Hz, 6.429 Hz, 7.5 Hz, and

9 Hz) were chosen due to hardware considerations relating to the 90Hz refresh rate

of the display being used (see section 5.5), frequencies used in previous studies [44],

and being safely below the frequencies typically linked to epileptic seizures (approx.

30 Hz). Specifically, concerning the stimulus presentation hardware, the refresh rate

of the visual display limits the frequencies that can be used. This is primarily due

to the duty cycle needing to have an equal number of frames presented for both the

starting and alternate states of the stimulus. This results in the duty cycle needing

to last for an even number of frames. Accordingly, the frequencies chosen follow this

principle: 5.625 Hz = 16 frame duty cycle, 6.429 Hz = 14 frame duty cycle, 7.5 Hz

= 12 frame duty cycle, and 9 Hz = 10 frame duty cycle.

The second type of pattern used to present the stimulus was a pseudo-random

binary sequence. An m-sequence was employed to produce these pseudo-random

sequences as is common practice among cVEP BCIs [45]. M-sequences are pseudo-

random binary sequences generated by a maximal linear feedback shift register of a

given period length. The length of the shift register determines the length of the

resulting output sequence’s period. A shift register with a length of X would result
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(a) Sample Stimulus Sequence Segments.

(b) Stimulus State when Binary
Pattern = 0

(c) Stimulus State when Binary
Pattern = 1

Fig. 12.: Sample Stimulus Sequence Segments. The respective plots show the flicker
patterns across the first 7.5 seconds of a trial for each stimulus type. A value of 0 denotes
the checkerboard visual stimulus in the starting orientation, and a value of 1 denotes the
stimulus with the contrast reversed. The x-axis is in units of frames of the video, which
was presented at 90 frames per second.
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in an output sequence period of 2X bits long. The given output sequence could be

repeated for an infinite number of periods. The specific sequence of bits is determined

by the initial values chosen to use with the shift register. Any combination of binary

values can be used, except for a sequence consisting of exclusively zeros, which would

only produce a sequence of zeros regardless of the shift register.

M-sequences have a handful of properties that make them desirable for perform-

ing experiments with visual BCIs [46] and as such have seen widespread use in the

field [47, 48, 49, 50, 51]. The first property is the balance property, which states that

there will be approximately the same number of ones and zeros in a given sequence

(more specifically in a 2n - 1 length sequence there will be 2n−1 ones and 2n−1 − 1

zeros). The second property is the run property. In a m-sequence, there are many

sub-sequences of consecutive 1s or consecutive 0s, and these are referred to as “runs.”

Within a given sequence, one-half of the runs are of length 1, one-quarter of the runs

are of length 2, one-eighth of the runs are of length 3, and so on. These first two

properties result in the m-sequences being able to stimulate across a wide band of

frequencies when used as the flicker pattern for visual stimuli. The third property is

the autocorrelation property. When a m-sequence is given a time delay it is effectively

producing a circular shift within the given sequence. Taking the correlation between

the original and the time-delayed sequence produces a minimal correlation. In prac-

tice, the utility of this property is that the same sequence can be time-shifted and

used for a separate target of a visual BCI. This is the primary reason m-sequences

are commonly used in cVEP BCI studies.

Due to these desirable properties, an m-sequence was used for several stimuli

in the present study. Specifically an m-sequence with a shift register of length six

resulting in a sequence of length 63 (26 − 1). The input sequence to the shift register

was [101011]. MATLAB Code from Buracas and Boynton (2002) [52] was utilized to
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generate the sequence. The exact sequence used in the experiment in hexadecimal

notation was 566ED2717946107E.

This sequence was presented with a one corresponding to the starting state of the

stimulus and a zero corresponding to the alternate state of the stimulus, at a bit rate

of 18 Hz. This bit rate was chosen as it allowed the maximum flicker frequency to be 9

Hz, which would occur for the sub-sequence 010 or 101 in the sequence. Furthermore,

the time-reverse of the above sequence was presented as a separate stimulus pattern

(the forward direction is referred to as m-Sequence 1 and the reverse direction is

referred to as m-Sequence 2 ).

Ultimately, the new sequence generated this way has the same frequency spec-

trum as the other pseudo-random sequence, which was expected to yield interesting

relationships when used to generate the model of the visual system. Furthermore,

these pseudo-random sequences can produce wide-band stimulation of the visual cor-

tex, and thus the model generated from the data collected from this experiment would

be substantially more robust if trained on both random and fixed frequency flicker

patterns. A summary of the various patterns used for the primary task can be found

in Table 1.

5.3 Fixation Task

A secondary task was used to ensure that the participants kept their gaze focused

on the center of visual stimuli to maximize the visual response. This fixation task

consisted of the participants clicking a button on a handheld remote each time a red

dot appeared at the center of the visual stimulus. These red dots appeared at two

random times during each trial and lasted for 0.5 seconds. Specifically, a red dot

would appear randomly between 5 and 24 seconds into the trial, and again between

25 and 29 seconds into the trial. These specific timings were selected to ensure that
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Stimulus Type Description

5.625 Hz Fixed frequency stimulus with a duty cycle being completed at

a rate of 5.625 Hz.

6.429 Hz Fixed frequency stimulus with a duty cycle being completed at

a rate of 6.429 Hz.

7.5 Hz Fixed frequency stimulus with a duty cycle being completed at

a rate of 7.5 Hz.

9 Hz Fixed frequency stimulus with a duty cycle being completed at

a rate of 9 Hz.

M-Seq1 Pseudorandom stimulus following a binary m-sequence pattern

presented at 18 Hz, which results in the fastest duty cycle of the

sequence being completed at a rate of 9 Hz.

M-Seq2 The same sequence as M-Seq1, presented in the reverse order.

Table 1.: Description of Stimulus Types. The various flicker patterns used as different
stimulus types within the experiment. Each was presented twice to each participant: once
in the first 6 trials and once in the last 6 trials. Fixed Frequency rates are related to
hardware considerations, see Section 5.2
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the participant was paying attention for the entire length of the trial. The EEG

data from the trial were synchronously recorded with the time stamps of the dot

appearances and participant button presses. This information would be used during

preprocessing to remove segments of the data where the participant was moving to

ensure there were as few motion artifacts as possible within the data.

5.4 Trial and Experimental Session Structure

The experimental session was divided into 12 trials. Each trial was assigned a

stimulus type from the different types discussed in the previous section. There were

a total of 6 different stimulus patterns used in the experiment, which are described

in Table 1. These patterns were randomly assigned to the first 6 trials and the last 6

trials independently. This made it such that each stimulus would appear once in the

first half of the trials and again in the second half.

Each trial consisted of 3 components: the pre-trial countdown/baseline period,

the task period, and the rest period. Preceding each task period, the user would

watch the grey screen for two seconds and then a three-second countdown would

appear on the screen to inform them that a task period was about to begin. The

visual stimulus appeared while the participant’s EEG was recorded. Within each

task period, the participant would simultaneously perform the primary task and the

secondary fixation task. The participants were asked to minimize their blinking and

keep their gaze fixated on the center of the stimuli during the trials. After the

trials, the participant was allowed to take a self-paced break which would end if they

pressed the button they used for the fixation task. After this break, the next trial

began with the pre-trial countdown for the remainder of the trials. A diagram of the

trial structure is presented in Figure 13.

The data collected from each participant included the EEG recording and trial-

37



Fig. 13.: Diagram of the experimental design and trial structure. The computer managed
controlled the visual stimuli via Unity and recorded EEG and relevant task information
via BCI2000. The fixation task blocks denote possible times when the fixation dot could
appear. The fixation dot was presented for a half second duration.
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specific data. This trial-specific data included the participant’s head position and

rotation, the start time of the stimulus, the timing of each component of the trial,

the times the dot for the fixation task was on screen, and the timing of button presses

for the fixation task.

5.5 Data Collection Equipment and Software

The EEG recordings used 8 passive cup electrodes connected to a g.USBamp

amplifier from g.tec (Guger Technologies, Austria) [53] with a sampling rate of 256

Hz. Signals were recorded using the BCI2000 software platform [54], which also

was used to synchronize and record the timing of all the events within a trial. The

positions of the recording electrodes were POz, PO1, PO2, POO3, POO4, Oz, O1,

and O2 according to the International 10-20 system. The ground and reference were

placed on the mastoid on opposite sides of the head. Figure 14 contains the electrode

montage. This organization of the electrodes is a modified version of the layout used

in [44].

Unity and C# were used to implement the experimental design. Playback of the

stimulus videos and the timing of the different components of each trial were man-

aged by Unity. The trial information such as the stimulus pattern and current trial

component were recorded by exporting this information from Unity to BCI2000. The

display used for the videos was a HTC Vive headset operating at a 90 Hz refresh rate.

This headset was used to completely isolate the user’s field of vision from potential

distractions that may affect the EEG. The 90 Hz refresh rate used by the HTC Vive is

common for such virtual reality headsets, as frames displayed at a rate lower than this

typically cause simulator sickness. This particular feature of the hardware resulted

in the specific values selected for the stimulus flicker frequencies discussed previously

(see section 5.2), as the flicker frequencies are determined ultimately by the number
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Fig. 14.: Electrode Montage. The electrode montage used to record EEG from the visual
cortex for the experiment presented in this thesis. Electrodes are positioned and labeled
according to the International 10-20 system.
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of frames spent in each state by the stimulus.
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CHAPTER 6

DATA PREPROCESSING AND MULTICHANNEL SPATIAL

FILTERING

This chapter presents the details of the preprocessing of the EEG data before use in

the visual model. The filtering and segmentation of the data to remove the portions of

the trials containing the button presses are covered. Details on the techniques used

to convert the recorded EEG time series from the set of 8 electrodes to the single

channel time series ultimately used for the model are also discussed. The chapter

concludes with the windowing procedure used to properly format the data for use

with the model.

6.1 Data Preprocessing

Data from each trial was recorded by BCI2000 and saved after the experimental

session for each participant was completed. The files were subsequently preprocessed

using MATLAB [55]. The signals for all trials were bandpass filtered from 3.25 Hz to

55 Hz using a minimum-order, zero-phase FIR filter with a stopband attenuation of

60 dB. To remove any potential artifacts from the button press during the fixation

task, the time spanning from the first frame of the dot appearance until a second-

and-a-half later was removed from the EEG data for both dot appearances for each

trial. This resulted in a usable trial length of 27 seconds. A bar plot of the button

press reaction times to the dot appearance of the fixation task for all participants

is shown in Figure 15. It should be noted that the average reaction times were all

well within the second-and-a-half window. This, along with the EEG responses from
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Fig. 15.: A bar plot of the button press reaction times for all participants for the fixation
task. The fixation task was intended to confirm that the participants foveated on the center
of the visual stimulus to maximize their response in the EEG. The average reaction times
all fell well within the bounds of the portion of the recording excluded to eliminate potential
motion artifacts of the associated button presses. This indicates the fixation stimuli were
reliably detected across participants and trials, and is confirmed by the EEG responses (see
Figure 19).

all participants (see section 8.1), indicates that the participants reliably maintained

focus on the center of the visual stimulus for the duration of the trials. All trials

were visually inspected to ensure the recording and preprocessing had been properly

performed.

The data from each EEG channel for each trial were subsequently normalized

by subtracting the mean and dividing by the standard deviation of the average of

the given channel’s baseline periods before each trial was recorded. This baseline

normalization ensures that a single channel does not bias the result if there is any

impedance mismatch across the channels.

As the proposed computational model discussed in the subsequent chapter was

designed to accept the stimulus flicker pattern as an input (see section 7.1.1), the

43



flicker sequences of each trial’s pattern and fixation task dot appearances were gen-

erated at the same sampling rate (256 Hz) as the EEG data. This was achieved by

taking the stimulus videos from each trial and selecting a single pixel (the same pixel

located in the outer top right region of the stimulus was used for all trials and all

participants) from the visual stimulus. The color value of this pixel was defined as 1

for white and 0 for black. The video was upsampled from 90 Hz to 256 Hz to match

the sampling rate of the EEG. A single pixel was used because the other pixels in

the stimulus represent perfectly redundant temporal information and the proposed

model was focused on reproducing the temporal, not spatial, patterns. This resulted

in a single-channel binary sequence of ones and zeros representing the states of the

checkerboard visual stimulus throughout the entire 30-second trial. The time spans

of the fixation task dot were also excluded from the analysis in the same fashion as

described for the EEG data to maintain data alignment.

6.2 Multichannel Spatial Filtering

The present study was designed as a starting point for a larger line of research

aimed at being able to model the spatio-temporal dynamics of the human visual

system. Due to the complexities of jointly modeling spatial and temporal information

in the visual system, this work exclusively focuses on modeling temporal dynamics.

This is accomplished by relating the single pixel input (representing the temporal

flash pattern of the visual stimulus) and a single, transformed EEG time series.

To derive a single EEG time series that is most representative of the visual

stimulus-response across the 8 recorded channels, a linear combination of the channels

(i.e., a spatial filter) was created using the canonical coefficients produced by canonical

correlation analysis (CCA) for each trial [56].

CCA is a multidimensional statistical analysis technique that is applied to find
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underlying correlations between two data sets, and ultimately produce canonical co-

efficients and canonical variables [29]. Given two multidimensional datasets, X and

Y, linear combinations x = XTA and y = Y TB can be found which maximize the

correlation between x and y. A and B are referred to as canonical coefficients while x

and y are called canonical variables. A and B contain multiple sets of coefficients de-

pending on the dimensions of the two datasets of interest. The vectors of coefficients

within A and B can be found by solving the optimization problem:

maxWx,Wy

E[W T
x XY TWy]√

E[W T
x XXTWx]E[W T

y Y Y TWy]
(6.1)

Practically, this is solved using a singular-value decomposition method to diago-

nalize the covariance matrices as the maximum canonical correlation corresponds to

the square root of the largest eigenvalue of the solution.

In the context of BCIs, CCA is used to generate spatial filters for multichannel

EEG data. The most common application of these spatial filters is the classification

of SSVEP or cVEP data. Classification is performed by generating ‘templates’ of

characteristic responses to specific visual stimuli which can then be used as the second

dataset for the CCA. The output canonical coefficients for the EEG and all possible

stimuli templates are compared, and the pair with the largest coefficients is selected

as the corresponding class.

The templates used for this application are critical as the accuracy of the classifi-

cation depends on the template’s ability to represent the actual response expected to

be observed in the EEG. These templates can be generated in several ways, but the

primary factor determining how templates are generated is the flicker pattern used

to generate the VEP. In the case of SSVEPs, templates are traditionally generated

using sine and cosine waves at the fundamental flicker frequency and a selected num-
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Fig. 16.: Diagram of CCA Classification for an n-class paradigm adapted from [29]. For
all N targets, the weighted sum of EEG signals is correlated with a weighted sum of the
template signals. Templates are drawn as sinusoids but can be any waveform. The optimal
weights are computed with CCA and produce a maximal Pearson correlation coefficient.
The class corresponding to the templates with the maximum correlation is selected as the
class of the input EEG signals.
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ber of harmonics of this frequency. The justification governing this approach is that

the strong response seen in SSVEP EEG at the fundamental flicker frequency and its

harmonics will result in the correlation between the templates at the same frequencies

being higher than that of the other templates at other frequencies. Typically, only

the second and third harmonics are due to the 1/f attenuation of the EEG spectrum.

The use of non-fixed frequency flicker patterns in cVEP paradigms results in a

different approach to generating templates being necessary. A calibration period of

the experiment is performed to collect data from the response to the coded flicker

pattern(s) being used [30]. The coded flicker pattern is repeated many times during

this training period. After the training period concludes, the EEG responses to each

of the repetitions of the coded pattern are averaged. This average response is then

used as the template for the actual testing portion of the experiment to classify which

stimulus the participant is attending. While this approach to generating templates

is relatively crude and relies heavily on generating training data, it has proven to be

effective at generating strong classification results from CCA [30].

In the context of the present experiment, CCA was not used for classification,

but rather for dimensionality reduction. As previously mentioned, the goal of the

experiment presented in this study was to model the temporal behavior observed in

SSVEP and c-VEP EEG data using the stimulus flicker pattern as an input. This

required that the channels of the EEG data be combined to consolidate the spatial

information from the data. Using the canonical coefficients generated from CCA as

weights for a spatial filter produces a single channel that best captures the aggregate

response to the stimulus. Further differences from the typical VEP classification study

format include the absence of the calibration period, the use of both steady state and

coded flicker patterns, and the exclusion of timespans relating to the fixation task.

These differences led to the resulting implementation of CCA discussed below.
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The templates for each trial were generated based on the flicker pattern used in

the given trial. For the fixed frequency trials (5.625 Hz, 6.429 Hz, 7.5 Hz, or 9 Hz),

the templates used were sine and cosine waves at the fundamental flicker frequency

and the respective 2nd and 3rd harmonics. For m-sequence trials, the templates were

generated using a modified averaging approach compared to the conventional method

typically used for cVEP experiments. As there were two trials for each of the flicker

patterns used, one trial of the same m-sequence was used to generate the template.

The 8 repetitions across the trial were averaged together and concatenated with itself

until it reached the length of the EEG data recorded for each trial. Regardless of

which stimulus was used in a trial, the times corresponding to button presses for

the given trial were then removed from these templates to align them with the given

EEG data. CCA was then performed using the 8 channels from the EEG and the

corresponding template.

For the fixed frequency trials, the first vector of weights from the CCA was

applied to the channels to produce the composite signal that would ultimately be used

for the model. This composite signal using the weights from the first set of canonical

coefficients is called the first canonical variable. In the case of the m-sequence trials,

only one set of weights was generated due to the template being one-dimensional.

This set of weights was applied to the EEG data to generate the composite signal for

the model. A block diagram of this spatial filtering procedure is presented in Figure

17

6.3 Downsampling and Windowing

The spatially filtered EEG and flicker pattern were decimated by a factor of 2 to

give a new sampling rate of 128 Hz, as the data had already been bandpass filtered

up to 55 Hz. The data were segmented into 2-second (256-point) windows with the
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Fig. 17.: Block diagram of CCA spatial filtering process. The top panel of the figure depicts
the procedure for fixed-frequency trials, while the bottom panel depicts the procedure for
pseudorandom trials. Note CCA produces weights (referred to as canonical coefficients)
that when applied to the two sets of data maximally correlate them. In the spatial filtering
procedure, only the weights produced for the EEG signals were utilized.
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flicker pattern used as the model input and the corresponding EEG signal as the

target model output. The first window for each trial began at the start of the trial

with a duration of 2 seconds. The corresponding EEG signal was aligned using a

delay of 70 ms, as this is the approximate time needed for the sensory information to

reach the visual cortex ([4]), also having a duration of 2 seconds. The next window

was started 62 ms after the start of the previous window to give an overlap of 93%.

These values were chosen as a form of data augmentation due to the large amount of

data needed to train models of the type used in this study. To maintain consistency

for model training, only full windows were used for each trial, thus data from the ends

of the trials were not included. These input-output window pairs were saved to the

same file along with a label of the stimulus type for training the models. Additionally,

this windowing procedure was utilized for calculating Welch’s power spectral density

estimate for the signals (see section 8.1).
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CHAPTER 7

PRELIMINARY VISION MODEL NETWORK

This chapter discusses the design and implementation of the preliminary visual system

model that is trained using the experimental data described in prior chapters. The

chapter begins with a detailed meta-analysis of the qualities needed for the network

to be successful in the task of producing realistic EEG from a binary flicker pattern.

Then the specifics of the selected network architecture are discussed. The chapter

concludes with an outline of the training procedure used to generate models of the

visual system for each participant.

7.1 Meta Analysis of Desirable Qualities for a Neural Network Model of

the Visual System

Building an ANN that is capable of synthesizing accurate EEG based on a repre-

sentation of the sensory information perceived requires careful conception. Even for

VEP responses that have well-understood properties, there are still many obstacles

to constructing a network that arises from various aspects of the structure of the

data, data preprocessing, and the inherent properties of different ANN architectures.

Despite this, ANNs are still one of the most promising tools for modeling how sensory

information modulates EEG due to their power to learn relationships within the data.

With proper attention given to the challenges of working with this type of system,

an accurate model can be developed.

The model developed for this work aims to reconstruct the EEG time series

directly from the binary visual stimulus patterns. Several different ANN architec-
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tures were considered, and ultimately the Residual Connection Feed Forward System

Identification Neural Network (ReCon FFNN) provided strong performance given the

evaluation metrics discussed in the subsequent chapter and was thus selected as the

model architecture for this preliminary analysis. It should be noted that the selected

model is an initial attempt to model the end-to-end behavior of the visual system, and

there may be other candidate models that perform just as well or better. The model

presented in this thesis is primarily intended to provide an initial proof-of-concept for

this modeling scenario. Limitations and other considerations for the modeling and

evaluation approaches are discussed in the concluding chapter.

7.1.1 Network Input and Output Structure

The structure and representation of the data within the input and output for

an ANN determines how the network must be organized. As previously described

(see section 6.2), the model only receives the flicker pattern sequence from the visual

stimulus presented to the participant. Thus, the model only considers the temporal

information of the stimulus and is not informed of any spatial information. This sim-

plification was deemed reasonable since the foveated stimulus was presented with fixed

contrast changes from bordering regions, and the stimulus background was static. Dis-

regarding the spatial information greatly simplifies the modeling process by removing

dependencies between the spatial and temporal dynamics, which are more challenging

to accurately model. Additionally, this simplification greatly reduces the number of

parameters within the network as the entire spatial stimulus is not used as the input

and instead, a single vector representing the spatial redundancies of the stimulus can

be used. It is envisioned that the proposed temporal model can be extended in the

future to include the spatial dynamics of the stimulus.

The flicker pattern of the stimulus is represented as a sequence of binary values
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(i.e., 0 and 1), with each value corresponding to one of the states of the stimulus.

Additionally, this is how the flicker sequence from each trial was originally coded and

recorded (see Section 6.1). To improve the convergence properties of the network

based on the sigmoid activation function utilized within the network (discussed in

section 7.2), the binary values for white and black were converted to +3 and -3,

respectively. This specific ±3 scaling of the input was intentionally selected to have

the input operate within the entire unsaturated region of the sigmoid function. This

had a desirable effect on the size of the weights within the network by keeping them

small and accelerating the learning process.

The flicker patterns for the stimulus can be thought of as periodic square waves

(in the case of the m-sequence stimuli, the period is much longer than the fixed

frequency stimuli), and these periods are repeated throughout a trial. The data win-

dowing procedure (see section 6.3) results in sets of identical inputs due to the periodic

nature of the square waves. This can cause the model to simply learn the average of

all the trials with the matching input windows. To mitigate this problem, random

noise (normally distributed, mean=0, and variance=0.1) was added to diversify the

input characteristics, which is a common approach for adaptive learning [57]. The 0.1

variance of the noise added was empirically found to be the minimum noise to have

the intended effect, and as such kept any blurring of the input to a minimum.

Furthermore, it should be noted that this scaled variance is selected in proportion

to the ±3 scale of the input. This random noise added to the model input is ultimately

representative of the intratrial and intertrial differences between the EEG windows

with identical inputs. Additionally, this noise was independent for each input window

in a training batch to aid in mitigating overfitting (the residual connections within

the network also aided in reducing how much overfitting occurs within the network;

see Section 7.1.3). Nonetheless, with such repetitive lagged inputs, overfitting was a
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primary concern while designing the network. SSVEP response modeling using the

stimulus as the input to the model will always need to address this problem as the

stimuli are intentionally repetitive yet produce non-identical responses. Thus, it is

advised for future studies to consider the use of alternate visual stimulus patterns,

such as cVEP stimuli patterns, to build preliminary models, or carefully implement

even more robust ways to address this matter.

7.1.2 Data in Multiple Units

As outlined in section 6.2, the recorded EEG from each participant was spatially

filtered using CCA to yield a single channel. This was performed to aid in making

the problem more approachable for the ANN model. ANNs are commonly used for

tasks for which the dimensionality of the input is greater than that of the output.

However, for the present modeling problem, the model input square waves are much

simpler (only contains fundamental frequency and harmonics) in comparison to the

target model output EEG (dynamic, broadband spectral content). For this reason,

the CCA spatial filtering technique was employed to reduce the model’s task modeling

8 channels of EEG to only modeling a single channel.

However, this spatial filtering does create a problem that complicates the net-

work’s task. The process of spatially filtering the data using the canonical coefficients

must be performed on a trial-by-trial basis because the templates for the CCA are

trial-specific due to the different stimulus types and random times of the button

presses for the fixation task. This means that the data may be scaled differently

for each trial, posing a problem for network training. The traditional approach to

such scaling issues is to normalize or z-score the data, but this technique does not

necessarily solve the problem as the statistics of the stimulus-induced EEG may be

non-Gaussian. To help mitigate this issue, the signals were normalized with respect
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to the average baseline for each channel of EEG before performing the CCA spatial

filter as described in Section 6.1. This normalization to the signal without the stim-

ulus present proved effective for accounting for potential scaling discrepancies across

the stimulus types.

7.1.3 Residual (Skip) Connections

Fully connected linear feed-forward networks are well motivated for the type

of system identification regression task presented in this study. However, there are

several key differences between the vast majority of system identification tasks and

the present task, primarily, the relative length of the output to that of the input.

Most regression tasks receive inputs with larger dimensions than the output. For

example, state-of-the-art techniques for natural language processing utilize a sequence

generation approach by selecting a single word from a dictionary with the highest

probability of being the next in the output sequence, which allows outputs to be one

word rather than an entire body of text. The task of the present model is structured

differently as the output is an entirely new sequence consisting of the same number of

points as the model input. One of the main inspirations for the proposed preliminary

model’s design came from prior work on ANNs for image generation.

Image generation tasks often present the model with random noise as the input,

and require the model to learn a general set of desired qualities of the output images.

Nonetheless, there are some examples of ANNs for image generation that receive an

input besides random noise. Isola et al. (2018) [58] constructed an image generation

network based on a GAN, which can take simple line art or blocks of colors as inputs

to produce photorealistic images of objects and buildings. The task of generating

realistic EEG based on sensory input has many similarities with the task of producing

images from blocks of colors.
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Since VEPs contain the fundamental frequency and harmonics of the stimulus’

flicker pattern, the binary sequence given to the model as an input acts in much the

same way as the blocks of color in the input image for the Isola et al. Image-to-

Image network. The general notion of the desired output is captured, but the input

lacks specific contextual details. Much of the strength of the Isola et al. Image-to-

Image network, as well as many of the highest-performing networks in other fields,

comes from an understated property that they share: the use of residual or “skip”

connections.

Residual connections consist of merging the information of the model’s input or

a previous layer’s output with the input to a downstream layer. What this means

practically is that the model can perform more drastic transformations on the data

flowing within the network as it gets “reminded” of the content of the input or previous

outputs. This type of connectivity is extremely important as models add more layers

and become deeper. Each layer of an ANN can cause the relationship between its

output and the input to become less distinct, which can lead to convergence issues

and/or overfitting. Residual connections are how this problem is mitigated, and

this approach has greatly contributed to the success of many types of networks. For

example, RNNs, U-Nets, and Transformers all utilize residual connections [59, 58, 60].

However, these architectures are not well suited for the regression task of producing

EEG from sensory input as presented in this thesis.

The architecture selected for the present visual cortex EEG model is a Residual

Connection Feed Forward System Identification Neural Network (ReCon FFNN). Fig-

ure 18 shows a block diagram of the ReCon FFNN used in this thesis. The network

architecture was in part inspired by the work of Sobreira and Tremmel (2018) [6],

as well as Lundby et al. (2023) [61]. Sobreira and Tremmel were able to show that

a system identification style fully connected neural network was able to accurately
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reproduce EEG for VEP presented at a slower rate than those used in this study.

Lundby et al. were able to improve their system identification model by adding

residual connections to the input at each layer.

The ReCon FFNN offers several features targeted at aiding it to produce a mean-

ingful output. An aspect of this architecture that proves extremely valuable in the

given modeling situation is the ability to self-learn relationships between time points

rather than prescribing them within the architecture itself. While learning the rela-

tionship between time points is not unique to the ReCon FFNN, what is unique is the

ability to allow residual connections to each time point in each layer to be learned.

Most other architectures require residual connections to be made by adding or mul-

tiplying the input or previous layer output with the current input due to constraints

on layer input sizes. The ReCon FFNN can learn how to weight residual connections

by simply concatenating the current layer’s input with the original input or previous

layer output. This change in how residual connections are made contributes greatly

to the success of the architecture. Finally, FFNNs are considered the standard for sys-

tem identification regression questions, which nicely align with the present modeling

scenario.

7.1.4 Composite Loss Function

While iterating on the architecture and training of the network, it was found that

it required a very carefully constructed loss function to achieve convergence. Most

regression networks utilize point-wise mean absolute error (MAE) or mean square

error (MSE) (also respectively known as L1 and L2 loss). These metrics are a logical

choice for training many regression networks as they can inform the network how

off its output is from the target output in relatively simple terms. However, the

highly oscillatory nature of EEG complicates how point-wise MAE and MSE should
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be interpreted. If the network output is exactly the same as the target output except

for being slightly out of phase, then both metrics would likely produce large errors.

For this reason, the MSE between the magnitudes of the Fourier Transform of the

network output and target output is calculated and included within the loss function.

Furthermore, despite the complications from the oscillatory data, both MAE and

MSE have additional strengths that justify their inclusion in the loss function. MAE

is commonly considered to be robust against outliers, which allows the model to learn

the lower-order statistics of the output more efficiently. On the other hand, MSE

causes larger errors to contribute significantly more than small errors to the overall

loss. To have the model benefit from both these respective strengths, the point-

wise MAE and MSE were both calculated and averaged. This averaged point-wise

loss was then empirically scaled before being combined with the MSE of the Fourier

magnitudes to control its relative contribution to the loss overall. This empirically

developed loss function equation is provided in Equation 7.1:

Loss = 0.55∗MAE(RealEEG,ModelOutput) +MSE(RealEEG,ModelOutput)

2

+MSE(FreqMagnitudesRealEEG,FreqMagnitudesModelOutput) (7.1)

7.2 Vision Model Network Architecture

The selected architecture of the visual cortex EEG model network is relatively

straightforward in its structure. The model consists of four layers and uses sigmoid

activation functions. The sigmoid function has traditionally been used as an activa-

tion function as it mimics biological neuronal behavior [62]. The first layer in the

network receives the input consisting of a binary sequence as described in section

7.1.1. The output of this layer is a sequence of equal length. The input to the second
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layer uses the output of the first layer concatenated with the original input and out-

puts a sequence equal in length to the original input. This design repeats through the

final (fourth) layer. The output from each layer passes through the sigmoid activation

function before continuing to the next layer. For a diagram of the architecture of the

network refer to Figure 18.

7.3 Model Training

The network was trained and validated on each participant’s data separately. The

data for each participant was divided into two independent portions: one consisting

of 80% of the total number of window pairs for training the model, and one consisting

of the remaining 20% for testing.

The participant-specific models were trained using all pairs of windowed flicker

sequences and corresponding lagged EEG signals for a given participant from the

training data. Each epoch of training began with a batch of randomly selected window

pairs. The batch size was equal to one-fifth of the total training data. The mean

of each EEG window within the target outputs for the batch was subtracted from

that window to remove any offset. Flicker sequences were scaled and combined with

normally distributed random noise as described in Section 7.1.1. These flicker patterns

were applied as inputs to the model and the model output was computed and recorded.

The model outputs were compared with the desired EEG signal via the loss function

(see section 7.1.4) for each window individually. The average of the losses across all

windows in an epoch was used to perform the optimization calculation. The Adam

optimization algorithm [35] built into PyTorch was used to optimize the model weights

based on modifications to the backpropagation algorithm.

After the optimization step, the previous losses were checked to determine if the

model’s performance had started to plateau. When the model’s loss had ceased to
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Fig. 18.: ReCon FFNN Model Architecture. This diagram shows the flow of information
throughout the network. The brackets indicate concatenation.
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Hyperparameter Value Description

Training Epochs 2000 The number of times the model would produce

outputs for a batch of inputs and then calcu-

late the average loss across all outputs from the

batch. The model weights were updated each

epoch.

Initial Learning Rate 0.001 The initial learning rate used to scale the adjust-

ments made to the model weights after each loss

calculation. This value is adjusted by the learn-

ing rate factor.

Learning Rate Factor 0.2 When the loss value of the model ceased to de-

crease by at least 0.00001 for several epochs equal

to the Learning Rate Patience, the learning rate

would be multiplied by this value.

Learning Rate Patience 80 The number of epochs that would have to pass

before the Learning Rate Factor could be used.

Beta 1 0.7 The Beta 1 parameter for the Adam Optimiza-

tion function used to find the optimal weights for

the model.

Beta 2 0.999 The Beta 2 parameter for the Adam Optimiza-

tion function used to find the optimal weights for

the model.

Table 2.: Model Hyperparameters. This table presents the hyperparameters used with the
model presented in this thesis.
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decrease by at least a factor of 0.00001 across the last 80 epochs (Learning Rate

Patience), the learning rate for the model would be multiplied by a factor of 0.2

(Learning Rate Factor). The hyperparameters for model training can be seen in

Table 2. After the model had been trained, the model was evaluated by computing

and recording the model output for all windows in the training and testing data,

respectively. These outputs were saved with their corresponding inputs and the actual

EEG signals for evaluation of the model’s performance, as described in the next

chapter.
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CHAPTER 8

DATA CHARACTERIZATION AND MODEL EVALUATION

This chapter covers the characterization of the EEG responses from the experiment

and the evaluation of the preliminary model for estimating the responses. The power

spectra are compared across stimulus types and the challenges of properly evaluating

models that generate simulated EEG are presented. Three types of model evaluation

are considered: (1) performance based on specific loss functions, (2) discrimination

of the model output compared to actual EEG, and (3) comparison of the autocorre-

lations of the model output and actual EEG.

8.1 EEG Response Characterization

To characterize the data recorded for each of the visual stimulus types, Welch’s

power spectral density estimate [63] of the spatially filtered EEG was calculated for

each participant and trial. The windowing procedure for this calculation was the

same as that for the model inputs (i.e., 2 second, or 256-point, windows with 93%

overlap) with FFTs zeropadded to a length of 512 points. The responses across all

trials of the same stimulus for all participants, along with the average of all responses

for the respective stimulus, are displayed in Figure 19.

The EEG responses for the fixed-frequency trials are as expected, with consistent

steady-state responses manifesting as spectral peaks at the frequency of the stimulus

and its harmonics. Harmonic peaks are observed through the fourth harmonic for

all fixed frequency responses, and even the sixth harmonic in certain cases. The m-

sequence stimuli, by design, generate both a broadband and steady-state response.
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Fig. 19.: Welch’s Power Spectral Density Estimates for all EEG responses to each stimulus.
The gray lines represent each trial and the green shaded regions show the 95% confidence
intervals. The vertical dashed lines indicate the locations of the harmonics of the stimuli
for the fixed-frequency trials.

This elevated broadband power is observed in frequencies below 18 Hz. The value

of 18 Hz is significant as that is the second harmonic of the highest frequency of the

m-sequence stimuli based on the bit intervals. Thus, participants produced higher

activity across the band of frequencies associated with the fundamental frequencies

within the m-sequence stimuli and their second harmonics. Note that this increase in

power was spread across all of the frequencies in this band, resulting in no prominent

spectral peaks except for at exactly 18 Hz. This peak centered at 18 Hz, which is not

as prominent as the peaks in the fixed-frequency responses, is presumed to be due to

the average response of the stimulus alternating at the prescribed bit interval.

8.2 Evaluation Techniques for Vision Modeling Network

Because this specific type of stimulus-to-EEG modeling has not been previously

explored in the literature, conventional evaluation metrics do not conveniently apply.
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Therefore, the proposed evaluation borrows techniques established to evaluate syn-

thetic EEG with forecasting ANNs (see section 9.2), and the re-purposing of other

existing techniques to evaluate networks in the context of time series regression. Over-

all, the guiding principle for the present model evaluation is to quantify the similarity

of the relevant qualities of the model output to the associated actual EEG signal.

Example model outputs are presented in Figure 20 and Figure 21 for Participants

1 and 4, respectively. While the time series and associated frequency magnitude

spectra for the recorded EEG and model output visually align with the training data,

the recorded EEG and model output for the testing data largely match in terms

of magnitude spectra but appear to have phase differences from inspection of the

time series. This is generally an acceptable result for such cyclic stimuli and, thus,

non-traditional methods of quantifying such properties are proposed.

After model training was completed, all training and testing data inputs were

passed through the model to produce final outputs for evaluation. These outputs

were saved with the corresponding inputs and the actual EEG from the same input

sequence. These model outputs are evaluated using several distinct approaches, which

are subsequently described.

8.3 Measurements of Loss for Vision Model Neural Network

8.3.1 Results

Several loss terms that compare the actual EEG and model output were calcu-

lated for each participant over the training and testing data, respectively. Some of

these terms directly contribute to the loss function used for network optimization,

while others are included as alternate metrics for reference. The specific loss terms

used are listed in Table 3. Figure 22 shows the averages of these loss terms across
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(a) Example from Training Data (5.625 Hz Trial).

(b) Example from Testing Data (6.429 Hz Trial).

Fig. 20.: Example Model Outputs and corresponding Actual EEG from Participant 1.
Corresponding frequency magnitude spectra appear beneath the time series.
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(a) Example from Training Data (9 Hz Trial).

(b) Example from Testing Data (9 Hz Trial).

Fig. 21.: Example Model Outputs and corresponding Actual EEG from Participant 4.
Corresponding frequency magnitude spectra appear beneath the time series.
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Fig. 22.: Average Losses across participants for both testing and training data. The mean
of each of the loss metrics (described in Table 3).

participants.

8.3.2 Discussion

While loss terms cannot be directly compared due to each having unique units,

what can be inferred from the losses are the characteristics of the EEG data the

model was able to learn and how performance shifts between the training and testing

datasets. As expected in model training, the loss is generally higher for the test-

ing data compared to training - indicating that there is some degree of overfitting.

However, this is a typical and reasonable behavior of ANN training.

The Time Standard Deviation MAE is relatively low and constant across the

training and testing datasets, which indicates that the model was able to learn to

produce signals with similar distributions of amplitudes as the actual EEG data.

Similarly, the Frequency Magnitude MSE is relatively low for both the training and

testing data. This means the model was fairly apt at capturing the magnitude spectral
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Loss Description

Pointwise Time

MSE

The Mean Square Error between each point in the recorded

EEG and the model output for the same input sequence.

Pointwise Time

MAE

The Mean Absolute Error between each point in the

recorded EEG and the model output for the same input

sequence.

Pointwise Time

Compound Loss

The average of the Mean Absolute Error and Mean Square

Error between each point in the recorded EEG and the

model output for the same input sequence.

Correlation

Loss

One minus the correlation between the recorded EEG and

the model output for the same input sequence.

Frequency Mag-

nitude MSE

The Mean Square Error between the frequency magnitude

coefficients of the recorded EEG and the model output for

the same input sequence.

Frequency

Phase MAE

The Mean Absolute Error between the frequency phase co-

efficients of the recorded EEG and the model output for the

same input sequence.

Time Standard

Deviation MAE

The Mean Absolute Error between each standard deviation

of the recorded EEG and the model output for the same

input sequence.

Table 3.: A description of the losses used to calculate the differences between the model
output and the recorded. These losses computed for the network are shown in Figure 22.
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content of the actual EEG.

The Correlation Loss (Note the correlation loss definition in Table 3) and Fre-

quency Phase MAE suggest that the phase information of the actual EEG was not

effectively captured by the model. Both metrics are related to the temporal alignment

of the model output and actual EEG. These phase metrics were not directly included

in the composite loss function for optimization due to convergence issues introduced

by creating a more difficult gradient to estimate during optimization. Therefore,

while the selected composite loss function facilitated the reproduction of the mag-

nitude spectra, a different model and/or loss function is likely necessary to reliably

capture the phase.

8.4 Classification of Actual EEG and Model Output

8.4.1 Results

A commonly used method to evaluate synthetic EEG generation is to build a

classifier based on actual EEG to determine if the correct class label (e.g., stimulus

type) can be predicted for synthetic EEG. The type and organization of these classi-

fiers can vary drastically depending on the specific application. Most synthetic EEG

studies employ ANN classifiers, or traditional SSVEP classifiers such as a CCA (see

section 6.2). However, for this study, a classifier architecture with a straightforward

design was selected for better interpretability.

Two different participant-specific classification scenarios were examined using

k-nearest neighbor (KNN) classifiers [64]. The first scenario used actual EEG time

series windows (including both the training and testing data) as the reference data.

Using k=3 (empirically selected) with Pearson’s correlation as the similarity metric,

classification of the associated stimulus type was performed on the modeled EEG
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Fig. 23.: Diagrams of the KNN Classifiers. Blue arrows indicate the data is being used as
the reference for the classifier. |FFT| is shorthand indicating that a Fast Fourier Transform
was performed and then the absolute value was taken to produce the frequency magnitude
coefficients.

corresponding to the training data partition, testing data partition, and actual EEG,

respectively. This process was repeated by using the modeled EEG as the reference,

to compare how the actual EEG would classify in this case [37]. The results of this

comparison are shown in Figure 24.

The second classification scenario was conceptually identical to the time series

classifiers except the magnitude spectra of the respective time series windows were

used and a value of k=10 was empirically selected. Block diagrams of the two classifi-

cation scenarios are shown in Figure 23. Results for the second classification scenario

are presented in Figure 25.
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Fig. 24.: Average Accuracy of KNN Pointwise Time Classifiers (k=3) across all participants.
One classifier was built using the recorded EEG from a participant as the reference data
(left bars), while the other used the model outputs as the reference data (right bars).
The classifiers assigned the predicted stimulus type according to the reference data. Self-
classification results are displayed for reference.

Fig. 25.: Average Accuracy of KNN Frequency Magnitude Classifiers (k=10) across all
participants. One classifier was built using the recorded EEG from a participant as the
reference data (left bars), while the other used the model outputs as the reference data
(right bars). The classifiers assigned the predicted stimulus type according to the reference
data. Self-classification results are displayed for reference.
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(a) Example Confusion Matrix for Testing Data.

(b) Example Confusion Matrix for Training Data.

Fig. 26.: Example Confusion Matrices for the KNN Frequency Magnitude Classifier Trained
on Actual EEG from Participant 6. These confusion matrices are representative of the
behavior seen throughout many of the classifiers across participants. This includes misclas-
sification between the 5.625 Hz and 6.429 Hz classes and separately the MSeq1 and MSeq2
classes.
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8.4.2 Discussion

The classifiers built to assess the similarity of the actual EEG and model output

were relatively successful across all scenarios. The KNN Pointwise Time Classifier

Trained on Actual EEG obtained relatively high average classifications on both the

training and testing datasets (85% and 77% respectively), indicating that the model

was able to produce time series similar to the actual EEG used to train it. These

results are also strengthened by the notion that the maximum accuracy of the classifier

(92%) is within the same range as the classification accuracy of the reference data

used to build the classifier.

The KNN Pointwise Time Classifier Trained on Model Outputs has the lowest

performance of all the classifiers as it is only able to accurately predict the class of

the actual EEG 66% of the time on average and exhibits relatively high variability

across participants (i.e., 42% to 90% accuracy). This is to be expected since the

model was trained using the synthetic EEG, which is more likely to deviate from the

characteristics of the actual EEG due to the nature of the modeling.

The example confusion matrices in Figure 26 show the same misclassification

pattern observed for both Pointwise Time Classifiers. An explanation for the M-

Seq1 and M-Seq2 classes being mistaken is that they are the same flicker pattern

but reversed. This means that the frequency content of both stimuli is identical,

and accordingly, the resulting EEG response for both conditions is expected to be

very similar. The use of two distinct m-sequences would likely alleviate this issue.

Some fixed-frequency trials were misclassified as an m-sequence trial. This is likely

because the pseudorandom stimuli are wideband and include prominent frequencies

that overlap with the fixed-frequency stimuli. The misclassification between the 5.625

Hz and 6.429 Hz classes is most likely due to spectral spreading and the spectral peaks
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being within 1 Hz of each other. As correlation was used as the distance metric, the

higher correlations in responses to these stimuli combined with noise could have led to

the classifiers predicting incorrectly. Regardless, the KNN Pointwise Time Classifier

Trained on Model Outputs still achieved a classification accuracy much higher than

chance, indicating the model outputs and actual EEG were at least broadly similar.

The Frequency Magnitude Classifiers were superior in all regards compared to

the Pointwise Time Classifiers. The KNN Frequency Magnitude Classifier Trained

on Actual EEG was able to achieve 80% classification accuracy on the testing data

model outputs and 91% classification accuracy on the training data model outputs.

Furthermore, the KNN Frequency Magnitude Classifier Trained on Model Outputs

was able to achieve a 95% accuracy on the actual EEG data. These results support

the notion that the model was able to produce data with very similar spectral content

as the actual EEG.

8.5 Correlation between Autocorrelations (ACC) of Actual EEG and

Model Output Pairs

8.5.1 Results

For many VEP BCI applications, key features for classification are derived from

the frequency magnitude response rather than the phase response. Furthermore,

EEG responses can be variable, even for repetitive stimuli. Therefore, computing

the autocorrelation function of the EEG time series can be a valuable representation

that captures the magnitude information while suppressing uncorrelated noise. The

autocorrelation of a signal effectively computes the correlation of a signal with itself at

different time lags. This is useful for elucidating repeating patterns in a signal such

as major frequency components in a periodic signal. Examples of autocorrelation
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Fig. 27.: An example of the autocorrelation function of a successful model output (testing
data) compared to the corresponding actual EEG for Participant 13. The Fourier Transform
of both autocorrelation functions is shown below.

functions for the model outputs and the actual EEG are presented in Figure 27 and

Figure 28, respectively. Viewing the autocorrelations from the frequency domain is

another way to assess shared frequency characteristics.

Computing Pearson’s correlation between two autocorrelation functions (ACC),

can be used as a measure of the similarity of the major frequency components of

the signals. This process was performed for both the testing and training model

outputs and their respective actual EEG window. Additionally, a 2-second segment

of each participant’s average baseline data was collected, and the autocorrelation of

this segment was calculated to serve as a reference in the absence of stimulation. The

ACC between this segment and each window from the testing data and training data

was computed. The bar graphs of the calculated ACCs are presented in Figure 29

including the ACCs with respect to the baseline for reference.
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Fig. 28.: An example of the autocorrelation function of a less accurate model output
(testing data) compared to the corresponding actual EEG for Participant 13. The Fourier
Transform of both autocorrelation functions is shown below.

Fig. 29.: Mean ACC of Actual EEG and Model Outputs for both Training and Testing
Data. The autocorrelation function of all model outputs and all segments of actual EEG
were calculated, respectively. The correlation between the autocorrelation functions of cor-
responding input-output pairs was computed and averaged within and across participants.
This same procedure was performed using an average of the baseline data from the partic-
ipant in place of the actual EEG.

77



8.5.2 Discussion

The ACCs of the actual EEG and model outputs proved to be relatively high.

Both the testing and training data had an average correlation above 0.6 with stan-

dard deviations slightly less than 0.15. This relatively high mean correlation is an-

other indication that the model was able to successfully generate outputs with the

same characteristics as the actual EEG by capturing the same harmonic frequencies

in its outputs. However, the resulting ACCs are highly variable. A likely explana-

tion for this is the presence of the m-sequence trials within the datasets. While the

m-sequences are periodic signals, their periods are longer than an individual data

window used in the analysis, they are broadband in nature and can produce transient

responses from portions of the stimulus occupying frequencies less than 4 Hz. There-

fore, it is expected for the responses to the m-sequence stimuli to be more variable

than those of the fixed frequency stimuli. Despite the impact of the m-sequence trial

data, the average correlation remained relatively high for all participants.

Inspecting the ACCs between the testing and training data compared to the av-

erage baseline, the baseline was relatively weakly correlated with the average baseline.

This baseline measure captures the natural autocorrelation of EEG due to ubiquitous

rhythmic activity and further highlights that the proposed models are not simply

reproducing this background EEG activity.
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CHAPTER 9

CONCLUSION

The main objectives of this thesis were to produce a novel data set for end-to-end

modeling of the visual system, and then to develop a preliminary end-to-end compu-

tational model of the visual system from the visual stimulus light intensity waveform

to the scalp EEG waveform using an artificial neural network. This chapter con-

cludes the thesis with the main contributions, limitations, and future directions of

this research.

9.1 Main Contribution

A novel experiment was designed and conducted on 15 participants to generate

EEG data related to both fixed frequency and pseudorandom stimulus sequences,

for use in the development of end-to-end system identification models of the visual

system. The stimuli and experimental protocol were systematically designed to pro-

duce concordant EEG responses that broadly activate different regions of the EEG

frequency spectrum. As such, the resulting input and output waveforms are intended

to excite a variety of system modes for creating robust end-to-end models.

Using this data, a preliminary computational model of visual processing from

visual input to the visual cortex was designed and implemented. A novel ANN

with learnable residual connections to the input (ReCon FFNN) was developed and

participant-specific networks were trained using the binary flicker patterns as the in-

put and the corresponding EEG as the target output. Because this modeling scenario

has not been previously reported in the literature, several novel metrics are proposed
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to quantify the difference between the model output and the actual EEG. These met-

rics showed that the network was able to learn many of the key characteristics of the

data including the frequency magnitude spectra and variability of the data.

The visual models were also evaluated using a novel implementation of a k-

nearest neighbor classifier scheme to identify the type of stimulus used to generate

the modeled and actual EEG data. The classifiers yielded accuracies that were sig-

nificantly above chance levels, suggesting that the models captured the meaningful

shared characteristics in the time domain. The equivalent classifiers using the fre-

quency magnitude spectra yielded comparatively higher accuracies, indicating the

network is more robust for capturing the relevant frequency content. The network

was further evaluated by comparing the autocorrelation functions of model outputs

and actual EEG windows. This process produced moderate to high correlations be-

tween the model inputs and corresponding outputs, which further indicates that the

network was able to reliably capture the harmonic characteristics of the data. Over-

all, these results demonstrate that the ReCon FFNN can be a viable model of the

pathway from the retina to scalp EEG.

9.2 Limitations and Future Work

There are several possible ways to extend this research based on the limitations

and promising results of the present work. A portion of participants with corrected

vision opted to not wear glasses during the experiment. While all participants stated

that they could clearly see the stimulus and flicker patterns, this may have affected

their EEG responses. However, since this work was focused on a temporal model,

any spatial blurring due to the lack of corrected vision is unlikely to alter the present

results. Future models that incorporate spatial information may need to account

for the participants with corrected vision. Related, due to hardware limitations, the
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present study did not use an eye tracker to confirm the participants’ fixation on the

stimulus. Instead, a fixation task was implemented, which is not as precise as eye-

tracking data for confirming eye position and segmenting the corresponding EEG

data.

Another issue is how to develop neural networks capable of using single time-

series inputs to produce outputs with higher dimensionality, such as multichannel

EEG. Since the input used with the ANN presented in this thesis had the spatial

information collapsed into a binary representation, the network had to learn a dy-

namically varying EEG output from a simple binary sequence input, particularly for

the fixed frequencies. Most commonplace ANNs typically have access to rich infor-

mation at the input for representing the output. For example, classifiers need only

produce a limited number of classes at the output, forecasting networks produce a

single output value corresponding to multiple lagged inputs, and transformers and

other sequence-to-sequence models rely on dictionaries to pull from to produce out-

puts. Additionally, the inputs of the model only included temporal information, and

since the common stimuli for VEP experiments are fixed-frequency visual stimuli, this

led to a paucity of information for generating dynamic output representations. The

m-sequences were included to help address this issue and, in hindsight, it would have

been beneficial to include additional, more varied m-sequence or other random stim-

uli. Overall, this work proposes a preliminary model architecture and loss function,

for which aspects of both were parameterized empirically. It is prudent to explore

other potential architectures and loss functions, with more objective and tractable

parameterizations.

A limitation of the model and other generative ANN models, such as synthetic

EEG networks or the model designed in this thesis, is the lack of established ap-

proaches to evaluate their performance. As stated in Habashi et al. 2023: “To date,
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there is no direct metric that could be considered a real assessment of the generated

EEG signals’ quality and directly relate it to the performance of the model” [14]. This

issue prevents definitive ways of demonstrating that models aimed at generating EEG

are producing accurate outputs. Furthermore, this problem is a product of a gap in

knowledge in both the fields of computational modeling and neuroscience. Currently,

there exists no established set of characteristics that the model output must share

with recorded EEG. This problem even extends to other neurophysiological record-

ing techniques as well, including those with much higher signal-to-noise ratios than

EEG. The field of quantitative neuroscience must answer the fundamental question

of what metrics define a signal from a given neurophysiological recording technique.

Additionally, the field of computational modeling must develop new tools to evalu-

ate models along these metrics. Evaluating models typically relies on distance-based

metrics, which require normalized or otherwise modified data, but it is more desirable

for models to work in natural units to make them more practical.

Perhaps one of the greatest issues plaguing black box models is the inability to

link their internal functions to the actual physical process they are modeling, i.e.,

model interpretability. Specifically for physiological ANN models, this issue proves

to be critical for moving the field from a position of potentially useful tools into a

position of producing very strong alternatives to in vivo models. A potential avenue of

inquiry to address this issue is to take a more biophysical approach to the organization

and structure of the ANN models. Ideally, this would lead to the models increasingly

functioning in the same fashion as the actual physiological system they intend to

represent. This includes the incorporation of the spatio-temporal dynamics of the

stimulus and neural processing. Along these lines, another step in the evaluation of

future physiological ANN models should be to investigate layer dynamics and link

them to the function of specific physiological structures.
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In conclusion, this work is intended to facilitate and inspire end-to-end models of

the visual system. Models capable of accurately capturing the processing of the visual

system from retinal input to the electrical activity of the visual cortex. Such research

offers great potential for understanding the visual system and stimulus optimization

for BCIs. It is also envisioned that similar approaches can be used to study and

model other sensory pathways, and even sensory integration, to build a more complete

picture of sensory information processing in humans.
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Appendix A

ABBREVIATIONS

ACC AutoCorrelation Correlation or Correlation between Auto-

correlations

ALS Amyotrophic Lateral Sclerosis

ANN Artificial Neural Network

BCI Brain-Computer Interface

CCA Canonical Correlation Analysis

CNN Convolutional Neural Network

cVEP Code-Modulated Visual Evoked Potential

ECoG Electrocorticography

ERP Error Related Potential

EEG Electroencephalography

fMRI functional Magnetic Resonance Imaging

fNIR functional Near InfraRed

FFN Feed Forward fully connected linear Network

FFT Fast Fourier Transform

FRNN Fully Recurrent Neural Network

GAN Generative Adversarial Network

GRU Gated Recurrent Unit network

LGN Lateral Geniculate Nucleus

LSTM RNN Long Short-Term Memory Recurrent Neural Network

MAE Mean Absolute Error
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MEG Magnetoencephalography

MSE Mean Square Error

ReCon FFNN Residual Connection Feed Forward system identification

Neural Network

RNN Recurrnet Neural Network

SCP Slow Cortical Potentials

sEEG Stereotactic Electroencephalography

SSVEP Steady State Visual Evoked Potential

TVEP Transient Visual Evoked Potential

VEP Visual Evoked Potential
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Appendix B

ADDITIONAL DATA TABLES

Remainder of page left intentionally blank.
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Testing Data Losses
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1 1.5051 0.9799 1.2425 0.2685 1.0038 0.2846 0.6789

2 1.5408 0.9874 1.2641 0.2592 1.0132 0.3077 0.6774

3 1.5694 0.9960 1.2827 0.2627 1.0344 0.3062 0.6806

4 1.5307 0.9837 1.2572 0.2647 1.0141 0.3094 0.6766

5 1.5472 0.9891 1.2681 0.2508 1.0261 0.2996 0.6787

6 1.5343 0.9818 1.2581 0.2599 1.0315 0.2998 0.6798

7 1.5287 0.9822 1.2555 0.2604 1.0175 0.3125 0.6778

8 1.5757 0.9998 1.2878 0.2755 1.0461 0.2882 0.6843

9 1.5219 0.9732 1.2476 0.2674 1.0018 0.3077 0.6755

10 1.5497 0.9866 1.2682 0.2471 1.0149 0.3167 0.6798

11 1.5203 0.9788 1.2495 0.2364 1.0156 0.3064 0.6770

12 1.5216 0.9766 1.2491 0.2672 1.0059 0.3251 0.6761

13 1.5321 0.9839 1.2580 0.2509 1.0163 0.3076 0.6775

14 1.5157 0.9815 1.2486 0.2578 1.0189 0.3039 0.6802

15 1.5131 0.9770 1.2450 0.2727 1.0349 0.3044 0.6801

Average 1.5338 0.9838 1.2588 0.2601 1.0197 0.3053 0.6787

Table 5.: Testing Data Losses. Several different ways to measure the difference between
the actual EEG and model outputs for only the testing data.
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Training Data Losses
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1 0.9945 0.7708 0.8826 0.2481 0.6654 0.1763 0.6020

2 1.0030 0.7716 0.8873 0.2517 0.6641 0.1860 0.5868

3 1.0085 0.7735 0.8910 0.2522 0.6675 0.1813 0.5918

4 0.9729 0.7601 0.8665 0.2477 0.6598 0.1797 0.5860

5 0.9993 0.7677 0.8835 0.2478 0.6606 0.1790 0.5887

6 1.0045 0.7717 0.8881 0.2538 0.6772 0.1871 0.5882

7 1.0165 0.7799 0.8982 0.2569 0.6836 0.1920 0.5906

8 1.0073 0.7749 0.8911 0.2566 0.6767 0.1856 0.5981

9 0.9835 0.7561 0.8713 0.2558 0.6556 0.1833 0.5941

10 0.9627 0.7501 0.8564 0.2400 0.6510 0.1853 0.5784

11 0.9869 0.7621 0.8745 0.2450 0.6667 0.1881 0.5751

12 0.9890 0.7642 0.8766 0.2574 0.6646 0.1985 0.5863

13 0.9962 0.7685 0.8824 0.2492 0.6673 0.1844 0.5868

14 1.0168 0.7814 0.8991 0.2544 0.6829 0.1878 0.5898

15 1.0865 0.8093 0.9479 0.2732 0.7377 0.2034 0.6002

Average 1.0019 0.7708 0.8864 0.2527 0.6720 0.1865 0.5895

Table 6.: Training Data Losses. Several different ways to measure the difference between
the actual EEG and model outputs for only the training data.
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KNN Pointwise Time Classifier Trained on Actual EEG (K=3)

Participant Actual EEG* Testing Data Training Data

1 0.9631 0.8092 0.8924

2 0.9255 0.8156 0.8845

3 0.9343 0.8154 0.9156

4 0.9066 0.7393 0.8267

5 0.9251 0.8373 0.9070

6 0.9427 0.7570 0.8522

7 0.9400 0.7883 0.8549

8 0.9931 0.8208 0.9016

9 0.9416 0.7967 0.8619

10 0.9085 0.7313 0.8023

11 0.9007 0.8083 0.8935

12 0.8706 0.6167 0.7297

13 0.9287 0.8060 0.8737

14 0.9040 0.7223 0.8183

15 0.8756 0.6990 0.8008

Average 0.9240 0.7709 0.8543

Table 7.: KNN Pointwise Time Classifier Trained on Actual EEG (K=3). This classifier
was built using the recorded EEG from a participant as the reference data. The classifier
tried to assign the type of stimulus that was being used to produce the response to each
EEG window. The * denotes Self Classification meaning that the results from that column
are the classification results from the same data used to train the model.
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KNN Pointwise Time Classifier Trained on Model Outputs (K=3)

Participant Actual EEG Testing Data* Training Data*

1 0.9080 0.9301 0.9375

2 0.6282 0.9552 0.9441

3 0.7151 0.9635 0.9573

4 0.7454 0.9218 0.9320

5 0.6966 0.9562 0.9455

6 0.5986 0.9499 0.9322

7 0.7657 0.9281 0.9255

8 0.8752 0.9354 0.9359

9 0.7180 0.9656 0.9505

10 0.6119 0.9417 0.9318

11 0.5162 0.9490 0.9521

12 0.4235 0.9583 0.9424

13 0.6615 0.9353 0.9297

14 0.6838 0.9322 0.9288

15 0.4558 0.9510 0.9362

Average 0.6669 0.9449 0.9388

Table 8.: KNN Pointwise Time Classifier Trained on Model Outputs (K=3). This classifier
was built using the model outputs as the reference data. The classifier tried to assign the
type of stimulus that was being used to produce the response to each EEG window. The *
denotes Self Classification meaning that the results from that column are the classification
results from the same data used to train the model.
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KNN Frequency Magnitude Classifier Trained on Actual EEG (K=10)

Participant Actual EEG* Testing Data Training Data

1 1.0000 0.8290 0.9289

2 1.0000 0.8156 0.9287

3 1.0000 0.8759 0.9797

4 1.0000 0.7852 0.9260

5 1.0000 0.8238 0.9497

6 1.0000 0.7852 0.9033

7 1.0000 0.7716 0.8893

8 1.0000 0.8125 0.9190

9 1.0000 0.8582 0.9513

10 1.0000 0.7406 0.8898

11 1.0000 0.8292 0.9420

12 1.0000 0.7042 0.8081

13 1.0000 0.7904 0.9242

14 1.0000 0.7380 0.8908

15 1.0000 0.8073 0.9234

Average 1.0000 0.7978 0.9169

Table 9.: KNN Frequency Magnitude Classifier Trained on Actual EEG (K=10). This
classifier was built using the recorded EEG from a participant as the reference data. The
classifier tried to assign the type of stimulus that was being used to produce the response
to each EEG window. The * denotes Self Classification meaning that the results from that
column are the classification results from the same data used to train the model.
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KNN Frequency Magnitude Classifier Trained on Model Outputs (K=10)

Participant Actual EEG Testing Data* Training Data*

1 0.9898 0.8717 0.9429

2 0.9723 0.8875 0.9654

3 0.9671 0.8968 0.9805

4 0.9741 0.8582 0.9528

5 0.9837 0.8749 0.9591

6 0.9237 0.8321 0.9520

7 0.9683 0.8665 0.9393

8 0.9746 0.8865 0.9555

9 0.9477 0.8926 0.9685

10 0.9548 0.8031 0.9516

11 0.9500 0.8573 0.9643

12 0.8973 0.8292 0.9482

13 0.9764 0.8321 0.9502

14 0.9328 0.8328 0.9416

15 0.9246 0.8396 0.9477

Average 0.9558 0.8574 0.9546

Table 10.: KNN Frequency Magnitude Classifier Trained on Model Outputs (K=10). This
classifier was built using the model outputs as the reference data. The classifier tried to
assign the type of stimulus that was being used to produce the response to each EEG
window. The * denotes Self Classification meaning that the results from that column are
the classification results from the same data used to train the model.
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Correlation Between Autocorrelation of Actual EEG and Model Outputs for

Training Data

Participant Mean Standard Deviation

1 0.8390 0.1542

2 0.7624 0.1324

3 0.7898 0.1407

4 0.7943 0.1506

5 0.7814 0.1261

6 0.7527 0.1344

7 0.7693 0.1290

8 0.8164 0.1573

9 0.7869 0.1460

10 0.7383 0.1470

11 0.7193 0.1141

12 0.6978 0.1313

13 0.7582 0.1413

14 0.7512 0.1489

15 0.7036 0.0982

Average 0.7640 0.1368

Table 11.: Correlation between Autocorrelation of Actual EEG and Model Outputs for
Training Data. The autocorrelations for all model outputs and all segments of actual EEG
were calculated. Then the correlation between pairs that shared the same input flicker
pattern was calculated. Statistics on the distributions of the correlations are presented in
this table.
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Correlation Between Autocorrelation of Actual EEG and Model Outputs for

Testing Data

Participant Mean Standard Deviation

1 0.7147 0.2057

2 0.6155 0.1465

3 0.6389 0.1854

4 0.6436 0.1791

5 0.6399 0.1414

6 0.6196 0.1328

7 0.6243 0.1596

8 0.7169 0.1780

9 0.6405 0.1665

10 0.5838 0.1169

11 0.5833 0.0934

12 0.5546 0.0815

13 0.6124 0.1595

14 0.6109 0.1530

15 0.5839 0.0894

Average 0.6255 0.1459

Table 12.: Correlation between Autocorrelation of Actual EEG and Model Outputs for
Testing Data. The autocorrelations for all model outputs and all segments of actual EEG
were calculated. Then the correlation between pairs that shared the same input flicker
pattern was calculated. Statistics on the distributions of the correlations are presented in
this table.
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