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Data Markets for Collaborative Forecasting in the Energy Sector

by Tiago TEIXEIRA

The growing presence of geographically dispersed renewable energy sources, such as

wind turbines, photovoltaic panels, and sensors, has generated extensive datasets that

hold immense potential for advancing renewable energy forecasting. However, the reluc-

tance of data owners to share their information, even with stringent privacy assurances,

hinders collaborative efforts that could prove beneficial to all parties involved.

To address this challenge, this study introduces a novel data marketplace aimed at

stimulating cooperation among diverse data owners. The marketplace employs a bid-

ding mechanism that accommodates the needs of both data sellers and buyers, all while

upholding data privacy. Sellers are empowered to specify their minimum compensation

requirements for sharing data, while buyers indicate their willingness to pay based on

anticipated improvements in forecasting accuracy.

At the core of this innovative framework lies a market operator tasked with data ag-

gregation and forecasting, employing Splines Bid-Constrained Lasso Regression (SBCLR).

This approach effectively aligns the interests of all participants, resulting in mutually ad-

vantageous outcomes. Empirical evidence from various agents demonstrates the advan-

tages of market participation, including enhanced forecasting skills and the potential for

revenue generation through data sales.

Keywords: Renewable Energy Sources Forecasting, Data Markets, Bid-Constrained Re-

gression, Data Sharing Incentives, Collaborative Learning
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Resumo

Faculdade de Ciências da Universidade do Porto

Departamento de Ciência dos Computadores
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Mercados de Dados para Previsão Colaborativa no Setor da Energia

por Tiago TEIXEIRA

O crescente número de fontes de energia renovável, como turbinas eólicas, painéis foto-

voltaicos e sensores distribuı́dos geograficamente, tem gerado grandes volumes de dados

com potencial para aprimorar as previsões de energia renovável. Contudo, a relutância

dos proprietários de dados em compartilhar suas informações, mesmo com garantias ri-

gorosas de privacidade, dificulta esforços colaborativos que poderiam ser benéficos para

todas as partes envolvidas.

Para enfrentar esse desafio, este estudo apresenta uma nova plataforma de mercado de

dados destinada a estimular a cooperação entre diversos proprietários de dados. A plata-

forma utiliza um mecanismo de licitação que atende às necessidades tanto dos vendedo-

res de dados quanto dos compradores, tudo isso preservando a privacidade dos dados.

Os vendedores têm a capacidade de especificar seus requisitos mı́nimos de compensação

para compartilhar dados, enquanto os compradores indicam sua disposição para pagar

com base nas melhorias na precisão das previsões.

No cerne deste inovador framework encontra-se um operador de mercado responsável

pela agregação de dados e previsões, utilizando a Regressão de Lasso com Restrições de

Licitação de Splines (SBCLR). Essa abordagem alinha eficazmente os interesses de todos

os participantes, resultando em resultados mutuamente vantajosos. Evidências empı́ricas

de vários agentes demonstram as vantagens da participação no mercado, incluindo o apri-

moramento das habilidades de previsão e o potencial de geração de receita por meio da

venda de dados.
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Symbols

For notation purposes, vectors and matrices are denoted by bold lowercase and bold up-

percase letters, e.g., a and A, respectively. The vector a = [a1, . . . , ak]
⊤ represents a col-

umn vector with k dimension, where ai denotes scalars, ∀i ∈ {1, . . . , k}. The column-wise

joining of vectors and matrices is indicated by [a, b] and [A, B], respectively. Random vari-

ables are denoted by italic uppercase letters, e.g., Y. Estimators and estimates are denoted

by hat operator “∧”, e.g., Ŷ is the estimate for Y.

The main symbols are summarized here:

Notation Description
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Yi,t Power measurements for RES agent i at time t
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Xi′
i,t i′th variable from the ith agent at time t, Xi′

i,t ∈ Rni

ni Number of exogenous variables of agent i

Xi,t Local data from agent i at time t

Xi Local feature matrix containing historical data

H Prediction horizon

T Number of time steps in historical data

Zt Data from all agents at time t

Z Feature matrix of historical data

f (i)local Local model to forecasts of Yi,t

f (i)market Collaborative model to forecasts of Yi,t

Θi Collaborative model parameters to predict Yi,t

βi Collaborative model parameters of exogenous variables

ηi Collaborative model parameters of endogenous variables

xxi
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λ LASSO regularization parameter
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θ Bayesian Optimization parameters

K Kernel Matrix
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Xi
(val) Explanatory validation set for f (i)local
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G(·) Gain function

bi Public bid of buyer i
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si,j Seller i bid for the usage of their jth variable

δb Minimum non-zero sum between any pair of seller bids

b̃ Potential bids in BGOT

I(·) Indicator function

CCFi,j(·) Cross-correlation function

ST Spline Transformer



Chapter 1

Introduction

1.1 Background and context

Renewable energy sources play a critical role in addressing climate change and achiev-

ing a sustainable future. The European Union has set ambitious targets to increase the

share of renewable energy in final energy consumption to at least 32% by 2030 [1]. How-

ever, integrating renewable energy into the power grid efficiently poses challenges due

to the intermittent nature and dependency on the weather conditions of these energy

sources. Accurate forecasting of renewable energy generation is vital to ensure its reli-

ability and optimize its integration, leading to enhanced efficiency and cost reduction.

Recent research has demonstrated that combining data from different geographic loca-

tions can significantly improve forecasting models by capturing spatiotemporal depen-

dencies [2]. Weather conditions at a particular location and time are not independent of

their previous states, and neighboring locations exhibit correlated weather patterns. For

instance, Zhu et al. proposed a unified framework for wind speed prediction that learns

temporal and spatial correlations jointly. Their research demonstrated that incorporating

spatio-temporal data improved the accuracy of wind speed forecasting. Cavalcante et al.

explored the application of LASSO vector autoregression structures for very short-term

wind power forecasting. Their study highlighted the advantage of incorporating spatial

and temporal information to enhance the accuracy of wind power predictions. Similarly,

the work [5] focused on solar power forecasting and demonstrated the effectiveness of

sparse vector autoregression structures, which take into account both spatial and tempo-

ral relationships.

1
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However, a significant barrier to achieve this data combination is the decentralized

ownership of data, where multiple parties maintain their databases and are often un-

willing to share due to personal or competitive reasons. Therefore, establishing incen-

tive mechanisms for data sharing is crucial. Data privacy serves as a key incentive —

for instance, training a linear regression model that combines data from multiple parties

without revealing any private information [6]. However, relying solely on data privacy

might not be sufficient. For example, data owner A can have huge improvements in accu-

racy when using data from data owner B, while data owner B does not have any benefit

when using data from A. Although data privacy is ensured, why should data owner B

cooperate?

To address this issue, a second family of incentive mechanisms has emerged: data

markets, where the concept revolves around monetizing data. In fact, one effective ap-

proach to incentivize agents to share their data is by offering monetary compensation

[7, 8]. One of the primary challenges in data markets is determining the value of data and

establishing fair pricing mechanisms. The work in [9] was a pioneer in constructing a data

market where buyers purchase forecasts instead of specific datasets based on cooperative

game theory. Noteworthy features of this framework include equitable revenue distri-

bution among sellers, payment based on improved forecasting skills, and compensation

for incremental gain. However, this framework has limitations, including the inability

to handle continuous updating of input variables, challenges with highly-correlated fea-

tures, and the potential for agents to pay for redundant data.

To address these limitations, [10] presents an adapted framework for electricity mar-

kets that considers continuous updating of the input variables, incorporates lagged time-

series data, and establishes a relationship between the exchanged data and reduction of

imbalance costs. Nonetheless, this marketplace also has its own limitations, such as the

lack of consideration for sellers’ perspective and the computational complexity in the data

monetization front, unsuitable for intra-day markets.

These limitations highlight the necessity for further refinement of marketplace design.

Balancing the interests of both buyers and sellers is crucial, along with the development

of a fast-running marketplace capable of handling short-term forecasting demands and

real-time decision-making.
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1.2 Research Questions and Contributions

This section outlines the central research questions addressed in this thesis and the cor-

responding contributions that constitute a slight advance the field of data markets, more

oriented to RES Forecasting.

1.2.1 Research Questions

(1) Establishing a Collaborative Data-Sharing Environment: How can we create an

environment for collaborative forecasting in data markets that allows sellers to spec-

ify their desired earnings and buyers to propose payments?

This research question delves into the exploration of mechanisms that serve the in-

terests of both sellers and buyers while facilitating the expression of their require-

ments to participate effectively in the market. It aims to find a balance that accom-

modates diverse needs and objectives.

(2) Integrating Constraints into Forecasting Methodology: How can we effectively

integrate the constraints determined by the interests of buyers and sellers into the

forecasting methodology?

This question emphasizes the incorporation of seller and buyer requirements into

the forecasting process while preserving the accuracy and reliability of forecasts.

1.2.2 Contributions

In the pursuit of addressing these research questions, this thesis makes the following con-

tributions:

(1) Exploring Regression Models in RES Forecasting: We present an exploration of

regression models in Renewable Energy Sources (RES) forecasting. Specifically, we

demonstrate that Spline Lasso regression models can be employed effectively in

RES forecasting. These models exhibit comparable prediction power to other model

types while requiring less computational time. This contribution enhances the un-

derstanding of suitable models for RES forecasting.

(2) Bidding Mechanism: We introduce a novel bidding mechanism within our data

market. This mechanism enables sellers to receive compensation aligned with their

data-sharing requirements. Simultaneously, it empowers buyers to express their
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valuation of gain. This contribution facilitates a fair and efficient exchange of data

in the market.

(3) Forecasting Framework: We implement a forecasting framework designed to han-

dle the unique requirements of sellers and buyers in data markets. This frame-

work effectively integrates constraints into the forecasting methodology, ensuring

the market operates harmoniously while preserving forecasting accuracy. Further-

more, it incorporates a robust model that precludes the allocation of redundant fea-

tures by the leverage of an integrated LASSO shrinkage method into our forecasting

methodology.

1.3 Thesis Structure

The thesis is structered into 5 major chapters. A brief description of each one is provided.

Chapter 1 - Introduction: This initial chapter sets the stage for the entire thesis. It

provides a concise introduction to the research domain, offering insights into the

contextual background. It outlines the overarching goals and contributions of the

research. Furthermore, this chapter introduces the reader to the organization and

structure of the thesis, establishing a coherent roadmap for the subsequent chapters.

Chapter 2 - Problem Formulation and Literature Review: The second chapter formu-

lates a standard RES forecasting problem. Additionally, it conducts a literature re-

view, shedding light on the primary forecasting methodologies currently employed

in the field. This chapter also provides an overview of existing solutions and ap-

proaches in collaborative forecasting, offering a valuable backdrop for the proposed

research.

Chapter 3 - Proposal: Chapter three presents a comprehensive exploration of the pro-

posed solution of a data market. It elaborates on the intricate mechanics of this data

market and outlines the employed forecasting methodology.

Chapter 4 - Case Study: In this chapter, the research findings come to life through a

real-world case study. The thesis presents a meticulous analysis based on data from

ten wind farms in Australia. The case study serves a dual purpose: demonstrating

the practical viability of the proposed data market concept and facilitating a com-

parative evaluation of various forecasting methods in the RES domain.
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Chapter 5 - Conclusion: The concluding chapter discusses the research done and sum-

marizes the contributions. Additionally, it provides future work to improve our

proposal.





Chapter 2

Problem Formulation and Literature

Review

The thesis aims to design an alternative data market for a day-ahead forecasting problem

that involves multiple RES power plants. For this reason, we first introduce the notation

and formulate the forecasting problem (Section 2.1). Then we review the main forecasting

models (Section 2.2) and, finally, the more relevant data markets algorithms (Section 2.3).

2.1 Formulation of the RES Forecasting Problem

Consider a set of N agents, denoted as A = {1, 2, . . . , N}, which represent the owners

of the RES power plants. For simplicity, we assume that agent i operates a single power

plant, having a single target variable Yi,t, corresponding to the produced power. Addition-

ally, each agent observes a set of ni exogenous variables, such as wind speed or direction

forecasts, denoted by Xi,t =
{

X1
i,t, . . . , Xni

i,t

}
. Here, X j

i,t denotes the jth variable from the ith

agent, i ∈ A.

At time t0, the goal of agent i is to forecast
{

Yi,t
}t0+H

t=t0+1, where H is the number of

timestamps ahead. Two models can be considered depending on the available data:

• Local model. In a scenario where agent i only has local data, a model function f (·)

can be used for each horizon such that

Yi,t ≈ f (i)local(Xi,t; Θi), (2.1)

7
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where Θi are the parameters to be estimated,

Xi,t =

 X1
i,t, . . . , Xni

i,t︸ ︷︷ ︸
exogenous from agent i

, Yi,t0−1, . . . , Yi,t0−L︸ ︷︷ ︸
L most recent power meas.

 . (2.2)

• Collaborative model. In a scenario where agents share their data, a more robust

function f (·) could be considered:

Yi,t ≈ f (i)market(Zt; Θi), (2.3)

where Zt = {X1,t,X2,t, . . . ,XN,t}, i.e.,

Zt =

X1
1,t, . . ., Xn1

1,t, Y1,t0−1, . . ., Y1,t0−L︸ ︷︷ ︸
power plant 1

, . . ., X1
N,t, . . ., XnN

N,t, YN,t0−1, . . ., YN,t0−L︸ ︷︷ ︸
power plant N

 .

(2.4)

The mapping function f (·) can exhibit either linear or nonlinear characteristics, de-

pending on the prediction horizon, and a multitude of approaches can be explored to

model this function effectively. The forthcoming section will delve into a comprehensive

discussion of the approaches to model f (·).

2.2 Forecasting Models

In the literature, there are two primary ways to classify methods used for forecasting

renewable energy sources [11]: based on the prediction horizon or the methodology em-

ployed.

Regarding the prediction horizon, power forecasting can be categorized into four main

groups based on the prediction time horizon, commonly referred to as ultra-short term

(up to 6 hours), short-term (>6 hours to 3 days), medium-term (4 to 7 days), and long

term prediction (>7days) [11].

In terms of methodology, four groups of RES forecasting approaches can be identified:

persistence models, physical models, statistical models, and hybrid models [12].

Most papers on wind power forecasting literature over the last years have focused on

different variants of statistical and machine learning approaches, generalized to generate

probabilistic forecasts [13]. Therefore, this section will focus mainly on statistical and

machine-learning approaches for modeling f (·).
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2.2.1 Time Series Models

Time series models are statistical models that use historical data to predict future values

of a time series. Several types of time series models may be considered, including the

autoregressive model (AR), moving average model (MA), autoregressive moving aver-

age model (ARMA), and autoregressive integrated moving average model (ARIMA). The

ARMA model is used for wind power forecasting in U.S. wind farms in [14]. The AR

model using a Bayesian approach is used to forecast the wind speed in [15].

2.2.2 Machine Learning Models

Linear Regression

The linear regression model to predict the target for agent i (Yi,t) using all available data

at time t0 (Zt) has the form

f (Zt; βi, ηi) = β0 +

own data︷ ︸︸ ︷
ni

∑
k=1

βi
k,iX

i
j,t +

others’ data︷ ︸︸ ︷
N

∑
j=1,j ̸=i

nj

∑
k=1

βi
k,jX

k
j,t︸ ︷︷ ︸

exogenous variables

+

own lags︷ ︸︸ ︷
L

∑
ℓ=1

ηi
ℓ,iYi,t0−ℓ +

others’ lags︷ ︸︸ ︷
∑
j ̸=i

L

∑
ℓ=1

ηi
ℓ,jYj,t0−ℓ︸ ︷︷ ︸

endogenous variables

+ε,

(2.5)

where βi
k,j is the coefficient associated to the k-th variable of agent j when predicting Yi,t,

and ηi
ℓ,j is the coefficient associated to the ℓ most recent power measurement from agent

j when predicting Yi,t. Both βi and ηi are unknown and must be estimated. Consider zt

and yi,t are the observed values for Zt and Yi,t, respectively. The most popular estima-

tion method is least squares, in which we pick the coefficients βi and ηi that minimize the

residual sum of squares

RSS(βi, ηi) =
1

2T

T

∑
t=1

(
yi,t − f

(
zt; βi, ηi

))2

, (2.6)

where f (·) is as defined in (2.5) and T is the number of historical records of the variables.

We choose βi and ηi that minimize the quantity (2.6), i.e.,

β̂
linear

, η̂linear = argmin
β,η

T

∑
t=1

(
yi,t − f (zt; β, η)

)2
(2.7)

This type of model is a simple and straightforward implementation. The coefficients

provide a clear understanding of the relationship between predictors and the target vari-

able. For the prediction task of agent i, this method enables us to know which agents
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j, j ̸= i, contributed more to the forecasting. Furthermore, the optimization problem can

be solved analytically, making it computationally efficient.

Linear LASSO Regression

Linear LASSO (Least Absolute Shrinkage and Selection Operator) Regression is a shrink-

age method that retains a subset of the predictors and discards the rest. In this method,

the coefficients β and η are estimated in the following way:

β̂
lasso

, η̂lasso = argmin
β,η

T

∑
t=1

(
yi,t − f (zt; β, η)

)2

subject to
N

∑
j=1

nj

∑
k=1

∣∣∣βi
k,j

∣∣∣+ N

∑
j=1

L

∑
ℓ=1

∣∣∣ηi
ℓ,j

∣∣∣ ≤ τ.

(2.8)

where τ is the prespecified free parameter that determines the degree of regularization.

We can also write the lasso problem in the equivalent Lagrangian form:

β̂
lasso

, η̂lasso = argmin
β,η

 1
2T

T

∑
t=1

(
yi,t − f (zt; β, η)

)2
+ λ

 N

∑
j=1

nj

∑
k=1

∣∣∣βi
k,j

∣∣∣+ N

∑
j=1

L

∑
ℓ=1

∣∣∣ηi
ℓ,j

∣∣∣
 ,

(2.9)

where f (·) is the function in (2.5).

The LASSO penalty in regression introduces sparsity in the estimated coefficients, fa-

cilitating automatic feature selection. In machine learning, Bayesian Optimization is a

commonly employed technique for hyperparameter tuning [16], which will be discussed

in Section 2.2.3. Therefore, Bayesian optimization can be utilized to determine the optimal

value of λ. One of the advantages of LASSO Regression is its ability to automatically per-

form feature selection, enhancing both the interpretability and performance of the model.

Additionally, the bias introduced by the regularization penalty can prevent overfitting by

shrinking certain coefficients toward zero. This property allows LASSO Regression to ef-

fectively exclude irrelevant features, enabling only relevant agents j to contribute to the

prediction task of agent i.

Linear and LASSO regression models have their limitations when it comes to captur-

ing nonlinear relationships between variables. In order to address this issue, researchers

have explored the use of additive models, which provide a flexible framework for model-

ing complex relationships. One approach to constructing additive models involves trans-

forming the variables in a manner that enables a linear model in the coefficients to capture
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the underlying nonlinear relationships. Examples of such transformations include kernel

linear regression and spline regression, commonly used in practice.

Splines Regression

Spline regression uses piecewise polynomials to approximate the nonlinear relationship

between the predictors Zt and the response variable Yi,t. In this thesis, each variable

X ∈ Zt is transformed into D + K + 1 new variables, obtained by applying B-spline basis

functions of order D with K interior knots. By applying this transformation to all variables

in Zt, we are left with an augmented set of variables Z̃t that can be fed as input into a

linear or lasso linear regression model. This transformation captures nonlinear complex

relations while providing computational efficiency and numerical stability.

In what follows, a brief description of how to obtain such B-spline basis functions of

order D, considering K interior knots, is presented. The approach involves dividing the

domain of each explanatory variable X ∈ Zt into several intervals ]−∞, τ0], ..., [τK+1, ∞[,

where

τ0 < τ1 < . . . < τK < τK+1

are points called knots. τ1, . . . , τK are called interior knots and are typically selected as

the quantiles from the empirical distribution of the underlying variable. Consider the

augmented knot set given by

τ−D = · · · = τ0 ≤ τ1 ≤ · · · ≤ τK+1 = · · · = τK+D+1, (2.10)

where the lower and upper boundary knots τ0 and τK+1 are appended D times due to

the recursive nature of the B-spline basis functions of order D. Usually, an index reset

is applied so that the K + 2(D + 1) augmented knots in (2.10) are now indexed by i ∈

{0, . . . , K + 2D + 1}.

For each of the augmented knots τi, i ∈ {0, . . . , K + 2D + 1}, a set of functions Bi,d(x) is

recursively defined, d ∈ {0, . . . , D}, where D is the degree of the B-spline basis as follows:

Bi,1(x) =


1 if τi ≤ x < τi+1

0 otherwise,
(2.11)

Bi,d(x) =
x− τi

τi+d−1 − τi
Bi,d−1(x) +

τi+d − x
τi+d − τi+1

Bi+1,d−1(x). (2.12)
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Each variable X is therefore transformed into K + D + 1 variables given by [B0,D(x), . . . ,

BK+D,D(x)].

Figure 2.1 illustrates the B-spline basis functions obtained when considering K = 2

interior knots, given by (3.33, 6.46), the boundary knots (0.20, 9.60), and the degree of the

B-spline basis is D = 3.

0 2 4 6 8 10
Variable values (x)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
Spline Transformer (B-spline order D=3) 

Basis function B(0, 3)
Basis function B(1, 3)
Basis function B(2, 3)
Basis function B(3, 3)
Basis function B(4, 3)
Basis function B(5, 3)

FIGURE 2.1: Example of B-spline basis function of order D = 3, and two interior knots
(K = 2).

In this thesis, the number of knots K, and the B-spline degree D are hyperparameters

chosen such that the residual sum of squares is minimized:

RSS(β) =
1

2T

T

∑
t=1

(
yi,t − f (z̃j,t; β)

)2
, (2.13)

where z̃j,t ∈ Z̃ and Z̃ is the augmented spline data set that can be fed into a Linear

Regression (Section 2.2.2) or a LASSO Regression model (Section 2.2.2).

Gradient Boosting Regressor

Gradient Boosting is a popular machine-learning technique for classification and regres-

sion tasks. In the context of regression, the Gradient Boosting Regressor (GBR) combines

multiple weak learners (typically decision trees) to create a strong predictive model.

Boosting algorithms operate by sequentially training weak learners, with each learner

aiming to rectify its predecessor’s mistakes. Consequently, the algorithm consistently ac-

quires knowledge that may not be entirely precise but constitutes a gradual advancement

in the correct path. As the algorithm progresses by iteratively addressing previous errors,
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its predictive capability becomes increasingly refined. These weak learners can be, for

example, regression trees.

Regression trees divide the input space in disjoint regions Rj ∈ RD, j ∈ {1, 2, . . . , J}.

A constant function γj is assigned to each such region, and the predictive rule is

zt ∈ Rj ⇒ f (zt) = γj. (2.14)

Thus, a tree can be formally expressed as

T (zt; Θ) =
J

∑
j=1

γjI
(

zt ∈ Rj

)
, (2.15)

with parameters Θ =
{

Rj, γj

}J

1
. The indicator function I(·) is defined as:

I(condition) =


1, if condition is true

0, if condition is false
(2.16)

The parameters are found by minimizing the empirical risk [17], which is the sum of the

loss function applied to the predictions and the corresponding true target values:

Θ̂ = arg min
Θ

J

∑
j=1

∑
zt∈Rj

L
(

yi,t, γj

)
(2.17)

If we choose L(yt, γj) = (yt − γj)
2 and the regions Rj are defined, the optimal γjm values

are found by differentiating the empirical risk with respect to γjm and set it to zero:

∂

∂γj
∑

zt∈Rj

L(yt, γj) = 0 (2.18)

which holds the result

γj =
∑zt∈Rj

yi,t

nj
(2.19)

i.e. the solution to the minimization of the squared error loss function leads to coefficients

γjm equal to the mean of the residuals in each region. However, finding the best region

partitioning is not solved analytically. Instead, a heuristic search procedure has to be used.

A typical strategy is to use a greedy, top-down induction of decision trees algorithm.

The gradient boosting model is a sum of such trees

fM(zt) =
M

∑
m=1
T (zt; Θm)︸ ︷︷ ︸

fm

(2.20)
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induced in a forward stagewise manner:

fm(zt) = fm−1(zt) + T (zt; Θm) (2.21)

At each iteration m, one must solve

Θ̂m = arg min
Θm

T

∑
t=1
L
(
yi,t, fm−1 (zt) + T (xi; Θm)

)
(2.22)

for the region set and constants Θm = {Rjm, γjm}Jm
1 of the next tree T (zt; Θm), given the

current model fm−1(zt).

Once the regions Rjm are defined, the optimal constants γjm are computed by mini-

mizing the loss function:

γ̂jm = arg min
γjm

∑
zt∈Rjm

L
(

yi,t, fm−1 (zt) + γjm

)
. (2.23)

However, the minimization problem (2.22) is, in general, an optimization problem compu-

tationally infeasible. An approximation is implemented instead, using gradient descent.

To find a local minimum of the loss function, the steepest descent step−ηm ∗ rm is applied

to the minimization problem, where ηm is the step length and

rm = ∇ fm−1(zt) (2.24)

In fact, the negative gradient is the maximal descent direction. Therefore, at each iteration,

the model is updated:

fm = fm−1 − ηmrm (2.25)

and the process is repeated in the next iteration. However, the gradient (2.24) is only

defined in the training data points {zt}T
t=1, whereas the ultimate goal is to generalize

fM to H timesteps ahead {zt}T+H
T . To solve this, a tree T (zt, Θ) is fitted to the negative

gradient values (2.24) using the least squares:

Θ̃m = argΘ min
N

∑
i=1

(
−rm − T (zt; Θ)

)2 (2.26)

and the regions R̃jm become determined. One is now able to compute the constants γjm

given by (2.23), which is reduced to the solution (2.19) when we choose the lost function

to be L(yi,t, Θ̃m) =
1
T

[
yi,t − fm(zt)

]2.
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2.2.3 Bayesian Optimization

Bayesian optimization is a sequential model-based optimization technique that solves ex-

pensive and black-box optimization problems, such as hyperparameter tuning in machine

learning.

The Bayesian optimization algorithm seeks to discover the optimal parameters θ that

minimize a single-valued objective function l(θ), such as cross-validation mean squared

error. There are two primary choices when performing Bayesian optimization: a prior

distribution of the objective function and an acquisition function. Generally, Bayesian op-

timization employs a Gaussian process (GP) as a prior distribution. A brief description of

Gaussian processes and Acquisition functions is presented next, followed by the Bayesian

optimization algorithm.

Gaussian Process

The Gaussian Process provides a way to model the probability distribution of possible

values, l(θ), for a given function l(·) at each point θ. These probability distributions are

characterized by Gaussian distributions, where the mean µ(θ) and variance σ2(θ) may

vary for different θ. Consequently, we define a probability distribution over functions as

follows:

P(l(θ)|θ) = N (µ(θ), σ2(θ)), (2.27)

where N represents the standard normal distribution.

To estimate the Gaussian process, given a set of S observations S1:S = {l(θi)}S
i=1 and

a user-specified sampling noise σ2
noise, the following steps are taken:

P(l(θ)|S1:S, θ) = N
(

µS(θ), σ2
S(θ)

)
, (2.28)

where

µS(θ) = k⊤K−1S1:S, (2.29)

σ2
S(θ) = k(x, x)− k⊤K−1k, (2.30)

Here, K represents the kernel matrix given by

K =


k(θ1, θ1) . . . k(θ1, θS)

...
. . .

...

k(θS, θ1) . . . k(θS, θS)

+ σ2
noiseI, (2.31)
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and k = [k(θ, θ1), k(θ, θ2), · · · , k(θ, θS)]. A commonly used option for k is the radial basis

function kernel (RBF) given by k(x, x′) = exp
(
− ∥x−x′∥2

2σ

)
.

Acquisition Function

In the search for the next point θS+1 to evaluate, various acquisition functions can be

employed, including the probability of improvement, the expected improvement, or the

Lower Confidence Bound. As an example, the equation for the Lower Confidence Bound

is as follows:

θS+1 = arg max
θ

(
2σS(θ)− µS(θ)

)
. (2.32)

Bayesian optimization algorithm

The Bayesian optimization algorithm using Gaussian Processes for hyperparameter tun-

ning is summarized in Algorithm 1. This was the mechanism employed for hyperparam-

eter optimization in the forecasting models presented previously.

Algorithm 1 Bayesian optimization algorithm for hyperparameter tuning.

1: Input: S, θmin, θmax
2: Generate randomly {θi}S

i=1 ∈ [θmin, θmax]
3: Compute S1:S = {L(θi)}S

i=1 and estimate µS(θ) and σS(θ) through (2.29) and (2.30)
4: while stop criteria not achieved (e.g., number of iterations) do
5: Find the new hyperparameter configuration θS+1 that maximizes the acquisition

function, as in (2.32).
6: Evaluate the performance of the model with the hyperparameter configuration θS+1

by training and cross-validating the model.
7: Incorporate the new observation θS+1 and its corresponding performance value

l(θS+1) into the set of observations S1:S+1.
8: Update the Gaussian process model of l(θ), i.e., µS+1(θ) and σS+1(θ)
9: end while

2.2.4 Feature Selection

In the context of supervised learning, feature selection consists of selecting a subset of

the n original features which contribute the most to the prediction of the variable we are

interested in. In general, by reducing the dimensionality of our regression task, we can

reduce the computational cost of training a model and its complexity. Feature selection

can also improve the predictor performance, simplify data visualization and facilitate in-

terpretability [18].

The existing approaches are commonly divided into three groups [19]:
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1. Wrapper methods: use a forecasting model to select feature subsets. Based on the

inference from the previous model, wrapper methods decide to add or remove fea-

tures to the features subset. Some examples of wrapper methods include forward

feature selection, backward feature elimination, and recursive feature elimination

[20].

2. Filter methods: use a similarity metric between the explanatory and the target fea-

ture to remove irrelevant features, being independent of the learning algorithm.

Common measures include Pearson correlation (that measures linearity between

two variables), Spearman correlation (that measures the monotonicity between two

variables), mutual information [21], etc.

3. Embedded methods: perform feature selection as part of the model construction

process. Common methods include L1 and L2 regularization on models’ coefficients.

The LASSO linear regression mentioned in Section 2.2.2 performs variable selection

using a L1 regularization.

2.3 Data Markets

Data markets serve as platforms facilitating the exchange, acquisition, and sharing of data

among multiple stakeholders, ensuring their collective benefit. These markets typically

comprise sellers, buyers, and a central market operator responsible for data storage, se-

curity, and overall market functioning. Due to the exclusive access granted to the market

operator, concerns related to data confidentiality are effectively addressed and mitigated.

Several proposals have been put forth in the literature under this framework. In the

subsequent subsections, we will examine the main algorithmic solutions that focus on

regression problems.

2.3.1 Cooperative Zero-Regret Auction Mechanism

The data market mechanism proposed by Gonçalves et al. [10] introduces an algorithmic

solution for data markets in collaborative forecasting, with a focus on renewable energy

forecasting by combining spatio-temporal data. Three main types of agents are consid-

ered: data buyers, data sellers, and the data market operator. The data market algorithm

is illustrated in Figure 2.2 and operates as follows. At a specific time T, a new session
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begins, where RES agents submit their historical data
{
Xj,t

}T

t=1
to the market operator.

Some agent i, aims to forecast power measurements for the subsequent H time steps{
Yi,t
}T+H

t=T+1. The market starts by computing a market price pi ∈ R+ representing the

price per unit increase in forecasting accuracy for this session – the computation of pi is

iterative and based on previous price data.

Market Operator

Step 1 RES agents submit their data
{
Xj,t

}T+H

t=1

Step 2 Computation of the market price pi

Step 3 Agent i requests power forecast
{

Yi,t
}T+H

t=T+1
and bids bi

Step 4 Allocation of the available data

Step 5 Computation of payment ri

Step 6 Division of revenue ri among N − 1 sellers

Step 7 Buyer i receives
{

Ŷi,t

}T+H

t=T+1
and leaves

Buyer i

bi

ri

{
Ŷi,t

}T+H

t=T+1

RES1

RES2
. . .

RESN

{X1,t}T+H
t=1

{X2,t}T+H
t=1

{XN,t}T+H
t=1

ψi(1)

ψi(2)

ψi(N)

FIGURE 2.2: Zero-regret data market mechanism at time t = T.

Upon arrival, agent i requests a power forecast for the next H time steps and sub-

mits a bid (bi) indicating the amount they are willing to pay per unit of improvement in

forecasting accuracy. Considering the bid (bi) and market price (pi), the market operator

allocates the available features – this allocation process determines how much noise will

be introduced to the data provided by the sellers, in case bi < pi.

Subsequently, the market operator applies cross-validation to estimate the gain in fore-

casting accuracy when using the collaborative forecast, instead of a local forecast. The

final payment (ri) for agent i is computed accordingly, and distributed among the sellers.

The percentage ψi(j) for each seller j ∈ A \ {i} relates to the importance of their data. The

ideal procedure for assessing the relevance of each feature involves exhaustive training of

the statistical model across all possible combinations of features. This method is known

as Shapley Allocation [22]. However, to overcome computational complexities, a Shap-

ley Approximation is used where only a subset of all possible features combinations are

used. The selection of feature combinations is inherently stochastic, leading to differing

subsets being chosen across iterations. Finally, the buyer i receives
{

Ŷi,t

}T+H

t=T+1
and leaves

the market session.
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Throughout the process, the sellers continuously update their data as new time steps

occur, ensuring that the available information remains relevant and up-to-date.

Noteworthy characteristics of this framework are:

i) Buyers acquire forecasts rather than specific datasets without knowledge of the

datasets used in generating the forecasts.

ii) Equitable revenue distribution among sellers with similar information.

iii) A market price determined by the buyer’s benefit, ensuring payment only when

forecasting skills are improved.

iv) Compensation based on incremental gain.

v) The market operator is model-free, meaning that the buyers can provide their own

model, and the market operator can forecast using any forecasting model.

2.3.2 Online Regression Market

The proposal in [23] offers a data framework for data markets in collaborative forecasting,

focusing on regression tasks in the energy sector. The authors consider two main compo-

nents: central and support agents. Figure 2.3 illustrates this proposal. A central agent

i takes the buyer role and posts a regression task on the platform. The regression task

is requested by i to the market operator and can be performed either as a batch learning

task or an online learning task by a regression model fi(·) specified by i. The central agent

i ∈ A also expresses its willingness to pay, denoted as bi, for improving the model fitting

or forecast accuracy, as measured by a loss function ℓ(·). The payment for the i-th agent

can be expressed as follows:

pi = (Llocal −Lmarket)︸ ︷︷ ︸
loss improvement with market data

×bi, (2.33)

where the loss values, Llocal and Lmarket, are obtained when predicting Yi,t using Xi,t and

Zt, respectively. The value of bi is stated in monetary terms per unit improvement in the

loss function ℓ(·) and per data point provided.

Support agents j ∈ A, j ̸= i, are sellers in this data market. They have sets of features

Xj,t, j ̸= i, which they share with the analytics platform. At each time t, support agents

provide new data to the platform as time progresses. The platform incorporates these
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Market Operator

Step 1 Every j ∈ A submit data
{
Xj,t

}T+H

t=1

Step 2 Central agent i requests power forecast{
Yi,t
}T+H

t=T+1 and defines fi(·), ℓ(·) and bi

Step 3 Update of the market model:

Θ̂i,T = Θ̂i,T−1 −
∇ℓ(yi, fi(xT , Θ̂i,t−1))

∇2ℓ(yi, fi(zT , Θ̂i,T−1))
.

Step 4 Computation of support agent’s contributions
weights ψj′

Step 5 Central agent’s payment computation:
pi = (Llocal −Lmarket)× bi

Step 6 Support agent’s revenue distribution:
rj = (Llocal −Lmarket) · bi ·∑j′∈Xj,t

ψj′

Step 7 Central agent i receives
{

Ŷi,t

}T+H

t=T+1
and

leaves

Central agent i

fi(·),
bi ,
ℓ(·)

pi

{
Ŷi,t

}T+H

t=T+1

Sup. Agent1

Sup. Agent2
. . .

Sup. AgentN

{X1,t}T+H
t=1

{X2,t}T+H
t=1

{XN,t}T+H
t=1

r1

r2

rN

FIGURE 2.3: Online Regression Market mechanism at time t = T.

data from the support agents to continuously learn and update the regression model, and

consequently Llocal and Lmarket.

The platform facilitates the market by matching the regression tasks posted by the

central agent with the feature data provided by the support agents. The key goal is to

improve the value of the loss function ℓ(·) through model updates and incorporating

relevant feature data. This improvement in the loss function can lead to remunerations

for the support agents based on the contribution of their features to improve the loss

function ℓ(·). The revenue for the j-th support agent is determined as follows:

rj = (Llocal −Lmarket)︸ ︷︷ ︸
loss improvement with market data

×bi × ∑
j′∈Xj,t

ψj′︸ ︷︷ ︸
contribution of jth agent features

, (2.34)

where ψj′ measures the contribution of the j′-th variable from the j-th support agent to

improve the loss function ℓ(·), ψj′ ∈ [0, 1] and ∑j ∑j′∈Xj,t
ψj′ = 1. Shapley values are

considered to determine such weights ψj′ – see [23] for more details.

The framework also includes an online version of the regression market to adapt to
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the streaming nature of data and the need for continuous learning in an online environ-

ment. In this online setting, the central agent still expresses their willingness to pay bi

for reducing the value of the loss function ℓ(·). The central agent specifies the regression

model fi, their own set of features Xi,t, and the duration over which the learning process

will occur.

The support agents continue to provide their sets of feature data at each time instant,

and the platform defines a mapping fi (Zt, Θi) within the analytics platform to accommo-

date the online regression market. The online market allows for recursive updates of the

regression model parameters based on newly collected data, using a Newton-Raphson

step:

Θ̂i,t = Θ̂i,t−1 −
∇ℓ(yi,t, fi(xt, Θ̂i,t−1))

∇2ℓ(yi,t, fi(xt, Θ̂i,t−1))
. (2.35)

Note that the assumption of twice differentiability of the loss function is made. For ex-

ample, for L2 norm, we have ℓ(yi,t, fi(xt, Θi,t)) enables this updating method, which has

been proven to be feasible and experimentally confirmed.

Moreover, the online configuration incorporates a fading window using a forgetting

factor (λ) to assign more importance to recent data. This ensures the model adapts to

changing patterns and dynamics in the energy sector by assigning a higher weight to

more recent observations.

2.3.3 LASSO Regression Market

The framework proposed in [24] explores the data market design of [25] by introducing

a regression market for wind agents to trade wind power data that allows the sellers to

customize their data payments within predefined limits.

In the proposed data market mechanism, there is a central agent denoted by i ∈ A,

that acts as a buyer. Figure 2.4 illustrates this proposal. The central agent’s task is to

predict its target variable
{

Yi,t
}T+H

t=T+1 by using the available data in the market Zt. The

other agents in the market are called support agents, the same as sellers in the previous

frameworks.

It is introduced a payment threshold, denoted as Hd
j (u

d
j , βd

j ), which represents the

payment required by a support agent j ∈ A, j ̸= i for disclosing data associated with

their dth feature. The coefficient βd
j measures the relation of agent j’s dth feature with

the central agent’s target variable yi. The seller determines the quantity ud
j that reflects

its reservation to sell the specific feature, taking into account factors such as the potential
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loss of accuracy, loss due to an increase in competitors’ profit, data collection costs, and

other considerations.

The forecasting framework is constructed based on a lasso regression model, as the

one explained in Section 2.2.2,

argβ min
1
T

T

∑
t=1

(yi,t −∑
j

∑
d

Xd
j,tβ

d
j )

2 +

value paid by ith buyer︷ ︸︸ ︷
∑
j ̸=i

∑
d
|ud

j βd
j |︸ ︷︷ ︸

value received by jth seller

. (2.36)

Each seller can set the lasso parameter λd
j based on their reservation value ud

j . This allows

agents to balance their willingness to share data with the impact on their own models.

In summary, the data market operates as follows: In the initial time step, all agents

submit their data, and support agents indicate their willingness to share data, denoted as

ud
i , to the central agent i. The market operator computes the minimization lasso problem

in (2.36), considering the lasso terms and the reservations of support agents. The final

payment is made to each support agent based on the product of their reservation to sell

a specific feature and the absolute value of the corresponding estimated coefficient. This

market mechanism has been proven to meet the profit requirements of support agents

while ensuring financial benefits for the central agent.

Market Operator

Step 1 Every j ∈ A submit data
{
Xj,t

}T+H

t=1
and the

quantities ud
j

Step 2 Central agent i requests power forecast{
Yi,t
}T+H

t=T+1 and defines fi(·), ℓ(·)

Step 3 Solve

argβ min
1
T

T

∑
t=1

(yi,t−∑
j

∑
d

Xd
j,tβ

d
j )

2 +∑
j ̸=i

∑
d
|ud

j βd
j |

Step 4 Central agent i pays πi = ∑j ̸=i ∑d |ud
j βd

j |

Step 5 Every support agent j receives rj = ∑d |ud
j βd

j |

Step 6 Central agent i receives
{

Ŷi,t

}T+H

t=T+1
and

leaves

Central agent i

fi(·),
bi

πi

{
Ŷi,t

}T+H

t=T+1

Sup. Agent1

Sup. Agent2
. . .

Sup. AgentN

{X1,t}T+H
t=1

{X2,t}T+H
t=1

{XN,t}T+H
t=1

r1

r2

rN

FIGURE 2.4: LASSO Regression Market mechanism at time t = T.



Chapter 3

Proposal

Our proposed framework introduces a data market tailored for collaborative forecasting

within the energy sector. This innovative marketplace is characterized by its bid-based

interaction approach, strategically designed to incentivize active participation from both

buyers and sellers. The ultimate goal of our market is to enhance forecasting accuracy

through collective intelligence. Although this data market can be implemented in other

sectors, we present our proposal adapted to RES Forecasting while employing the formu-

lation described in Section 2.1. The rest of this chapter is structured as follows. Section

3.1 introduces the key entities in this market, Section 3.2 outlines the bidding process and

price formation, Section 3.3 details the modeling of linear spline regression under bud-

get constraints, and Section 3.4 synthesizes these steps to elucidate the proposed auction

mechanism.

3.1 Data Market Entities

Like established data markets in Section 2.3, our framework comprises three fundamental

entities: buyers, sellers, and the market operator.

A seller is an agent j ∈ S ⊆ A aiming to generate monetary revenue by submitting

their data sequences Xj,t to the market. These sellers are motivated by revenue generation

and lack specific knowledge about the forecasting methods that will use their data.

On the other side, a buyer is an agent i ∈ B ⊆ A with a unique regression task{
Yi,t′
}t+H

t′=t+1. Without the collaborative framework, a buyer i would be constrained to

approximate Yi,t using a local function f (i)local(X i, Θi) built on local historical data
{
Xi,t
}T

t=1.

Here, X i is the correspondent local feature matrix and Θi represents the parameters to

23
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be estimated. However, with our market model, buyer i enters the market intending to

enhance forecasting accuracy through the use of the market model f (i)market(Z, Θi), where Z

is the feature matrix that incorporates all historical data collected by the market {Zt}T
t=1.

At the center of this dynamic interaction lies the market operator, responsible for or-

chestrating a range of critical operations. This includes acquiring data from sellers, man-

aging an auction mechanism incorporating both buyers and sellers, performing regression

tasks, computation of payment prices, equitable revenue distribution among sellers, and

overseeing other tasks to ensure the smooth functioning of the market. Sellers j ∈ S only

possess access to their individual data Xj,t, while buyers i ∈ B can only access power

forecasts specifically generated for their respective power plants, Yi,t. This setup ensures

data privacy, contingent upon the market operator’s integrity and impartiality as a trusted

intermediary.

One very important aspect of our framework is that it has the restriction of f (i)market

always being a model linear in its parameters. Conversely, f (i)local can encompass a wide

range of statistical models, chosen at the discretion of buyer i.

Gain Function G

A pivotal component of our framework is the Gain Function Gi, designed to quantify the

incremental improvement in forecasting skill achieved by using market data. This gain is

typically measured using a loss function L(·). Within our framework, the loss function

needs to be a convex twice-differentiable function with continuous gradient that satisfies

the following Lipschitz condition:∣∣∣∣∣∂L∂ f
(
y, f1

)
− ∂L

∂ f
(
y, f2

)∣∣∣∣∣ ≤ K1
∣∣ f1 − f2

∣∣ , (3.1)

for any y, f1, f2 and K1 ∈ R+ and

∂2L(y, f )
∂ f 2 ≤ K2, (3.2)

for K2 ∈ R+. This is imperative to the construction of our forecasting mechanism that

incorporates bid restrictions. One example of such loss function is the quadratic least

squares (2.6) whose proof is discriminated in A.

When a buyer i ∈ B enter the market at a timestamp t = T, the actual gain that a buyer

can achieve in forecasting
{

Yi,t′
}t+H

t′=t+1 is not directly attainable due to the uncertainty of

future outcomes. To tackle this, we divide the historical data into a training dataset and
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a validation dataset. Specifically, the explanatory validation set for the local model is

denoted as X(val)
i , containing the last ∆ observations of Xi. The explanatory validation

set for the market model is denoted as Z(val), containing the last ∆ observations of Z. The

target validation set is denoted as y(val)
i , containing the last ∆ observations of yi. Similarly,

the explanatory training set for the local model is X(tr)
i , containing the remaining T − ∆

observations of Xi. The explanatory training set for the market model is Z(tr), containing

the remaining T − ∆ observations of Z.

With these components, the gain in forecasting task of agent i at time t = T+ 1, . . . , T+

H is measured by its marginal profit quantified by the Gain Function Gi defined as:

G(X i, Z, yi, f (i)local, f (i)market) =
max

(
L(X i, yi, f (i)local)−L(Z, yi, f (i)market), 0

)
L
(

X i, yi, f (i)local

) × 100 (3.3)

where the training-validation division is implicit. This formulation assumes that the

buyer’s forecasting skill cannot decrease upon entering the market.

3.2 Bids and price definition

Our data market introduces a distinctive bid-based interaction framework to foster buyer

and seller engagement within the marketplace. We will dive into how the data market

entities are involved in this auction based mechanism.

3.2.1 Buyers

On the one hand, we are interested in ensuring the buyers interests are met. The frame-

work described in Section 2.3.1 employs an idea that allows each buyer i ∈ B, to propose

a public bid, bi, representing the maximum price they are willing to pay for a unit in-

crease in the gain function G(·). It signifies their willingness to pay a maximum amount

of G(X i, Z, yi, f (i)local, f (i)market, bi) × bi. However, a buyer valuation of gain may not be so

straightforward. For instance, a buyer may assign higher values to the initial gains, sig-

naling their eagerness to pay more for substantial improvements in their forecasting accu-

racy. As the gain increases, the buyer’s valuation of further improvements might dimin-

ish, reflecting a diminishing marginal utility of gain. Our framework introduces a more

flexible and nuanced way to buyers express their preferences and willingness to pay for

improvements in forecasting skill. Instead of providing a fixed set of potential bids, each
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buyer now offers a unique value function VF i(g) that quantifies their bid as a function of

the gain achieved through the market data.

3.2.2 Sellers

Sellers, represented by j ∈ S , are afforded the ability to propose sets of bids sj = (sj,1, sj,2,

..., sj,nj) for the use of each of their variables. Each sj,k denotes the minimum monetary

compensation sellers require for utilizing their kth variable within Xj,t,. This means that

the condition to use the kth variable of seller j is rj,k ≥ sj,k, where rj,k is the monetary

compensation agent j gets for the use of its kth variable.

3.2.3 Market Operator

The Market Operator plays a pivotal role in managing the auction mechanism and deter-

mining the prices that buyers (denoted as pi for buyer i) should pay. To bridge the gap

between what the market offers and the value perceived by the buyers, the Market Oper-

ator constructs a Bid-Gain Option Table (BGOT) 3.1. This table relates a set of potential

bids, denoted as b̃, to their corresponding gains. In essence, it calculates the gain associ-

ated with each bid b within the set b̃. This BGOT is a critical component in determining

the final bid, pi, for each individual buyer.

TABLE 3.1: Bid-Gain Option Table (BGOT)

Bid (b̃) Cross-Validated Gain

bmin G(X i, Z, yi, f (i)local, f (i)market, bmin)

bmin + δb G(X i, Z, yi, f (i)local, f (i)market, bmin + δb)

bmin + 2δb G(X i, Z, yi, f (i)local, f (i)market, bmin + 2δb)

. . . . . .

bmax G(X i, Z, yi, f (i)local, f (i)market, bmax)

In this bidding process, the revenue that buyer i is willing to pay must cover the bids

from sellers, represented as sjk. The minimum value that bi could assume is bmin, which

corresponds to the scenario where the Market Operator solely uses the kth variable of

agent j (where j ̸= i) and the local variables Xi,t. Conversely, the maximum value for

bi is bmax = ∑N
j=1 ∑

nj
k=1 sj,k, representing the case where the Market Operator utilizes all
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available market data Zt. To define the set of potential bids, we introduce δb as the mini-

mum non-zero sum between any pair of seller bids (min{sjk + sj′k′ : sjk ̸= sj′k′}). Thus, we

define the set b̃ as follows:

b̃ = [bmin, bmin + δb, bmin + 2δb, . . . , bmax] (3.4)

The final bid bi for each buyer is determined by finding the point in BGOT with the

highest gain value such that their Valuation Function (VF (·)) bid is lower or equal to the

bid of the BGOT point. In other words, the final price will be the price that maximizes

the gain function G(Ψi, p), where Ψi =
(

X i, Z, yi, f (i)local, f (i)market

)
, and that is covered by the

value function VF i(G(Ψi, p)). Therefore, the market price to be payed by buyer i is given

by:

pi = argb maxG(Ψi, b) such that b ≤ VF (G(Ψi, b)). (3.5)

The point in question corresponds to the optimal bid that maximizes gains, as determined

by the buyer’s valuation function. This concept is visually depicted in Figure 3.1. The

feasible region of the solutions of (3.5) is depicted as yellow as the buyer’s acceptance

region. In the first plot, buyer i initially overvalues the potential gains attainable through

the market. However, as we move further along, the points of BGOT converge to a region

of a fixed gain, while the value function, where higher bids will not add more value to the

forecasting task. The ultimate price decision is the point within the buyer’s acceptance

region that yields the highest gain.

In the second plot, we have a scenario where the value of the gains of a buyer in

relation to the market bids is not always the same. In this case, the final price has a higher

value than in the first place meaning that more features will be used or features with

higher value in terms of forecasting. In this case, the convergence point happens to be

very close to bmax which corresponds to the point where all available features are used.

Conversely, in the last plot, buyer i consistently undervalues its gain for every possible

bid. In such a situation, buyer i opts to exit the market and refrains from utilizing it for its

regression task.

Note that the Market Operator is the ultimate entity to decide the final payment while

regarding the private valuation of gain of the buyer. This prevents engagement in unfair

strategic practices on the buyers part. Moreover, the market price is intricately linked to

the buyer’s benefit, meaning the buyer only pays if there is a demonstrable improvement

in forecasting skill. Buyers are charged based on incremental gain and for purchasing
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FIGURE 3.1: Illustration of price definition.

forecasts rather than raw features. Importantly, they are not privy to information about

which datasets were used to generate these forecasts.

This bid-based approach effectively aligns the incentives of both buyers and sellers,

ensuring that both parties strive to extract optimal value from the data exchange.

3.3 Spline Bid-Constrained Lasso Regression

The forecasting problem tackled within our data market needs to account for the restric-

tions imposed by the buyers and sellers bids and the complex relationships between the

data. Generally, when dealing with very short-term predictions, classical time series mod-

els (Section 2.2.1) or simpler machine learning models like in Section 2.2.2 can deliver

good results in real time. However, when expanding the forecasting time horizon, non

linear dependencies need to be captured. A Spline Regressor described in Section 2.2.2 is

shown in our case-study (Section 4) to hold very good results while being computation-

ally efficient. Our proposal employs a Spline Lasso Regressor aligned with the auction

mechanism described in the previous Sub-section 3.2. We call this model the Spline Bid-

Constrained Lasso Regression (SBCLR).

Each variable z ∈ Zt will be transformed into a group of Mz variables, where Mz =

D + K + 1 is the sum of the spline order D with the number of knots K plus 1 (see Section

2.2.2). After the spline transformer, the original set:

Zt =

X1
1,t, . . ., Xn1

1,t, Y1,t0−1, . . ., Y1,t0−L︸ ︷︷ ︸
power plant 1

, . . ., X1
N,t, . . ., XnN

N,t, YN,t0−1, . . ., YN,t0−L︸ ︷︷ ︸
power plant N

 . (3.6)
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is transformed into

Z̃t =

X1
1,1,t, . . . , X1

1,M,t︸ ︷︷ ︸
group related to X1

1,t

, . . . , Xn1
1,1,t, . . . , Xn1

1,M,t︸ ︷︷ ︸
group related to Xn1

1,t

, . . .

 (3.7)

that is constituted by p groups of variables, where p = ∑N
j=1 nj + NL is the number of

variables in Zt.

In this context, we make the assumption that all groups in Z̃t consist of an equal num-

ber of variables. This assumption implies that the splines’ order D and the number of

knots K are equal across all groups of variables. Although in real-world scenarios, this

uniformity often doesn’t hold true, we adopt this assumption for the sake of simplifica-

tion.

We need to align the forecasting mechanism with the bids of the participants in the

market. We consider seller j wants to receive sj,k if its kth variable is used. Since we apply

splines, we consider that if at least one of the variables in the group related to the kth

variable is used, then seller j will receive sj,k. Therefore, the payment of buyer i, pi, needs

to cover the cost of the model. In other words, the following bid constraint needs to be

satisfied:

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))] ≤ pi,

(3.8)

where βi
k,j,m is the coefficient associated to the mth spline variable associated to the kth

variable of agent j when predicting Yi,t, ηi
ℓ,j,m is the coefficient associated with the mth

variable associated to the to the ℓ most recent power measurement from agent j when

predicting Yi,t , and

I(x) =


1 if x ̸= 0

0 if x = 0.

If bi is small, we may not have enough revenue to fulfill the seller’s bids sj,k.
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Therefore, the SBCLR assumes the form:

f (Z̃t; βi, ηi) = β0 +
M

∑
m=1

 ni

∑
k=1

βi
k,i,mXk

i,m,t +
N

∑
j=1,j ̸=i

nj

∑
k=1

βi
k,j,mXk

j,m,t+

L

∑
ℓ=1

ηi
ℓ,i,mYi,m,t + ∑

j ̸=i

L

∑
ℓ=1

ηi
ℓ,j,mYi,m,t−ℓ + λ

 N

∑
j=1

 nj

∑
k=1

∣∣∣βi
k,j,m

∣∣∣+ L

∑
ℓ=1

∣∣∣ηi
ℓ,j,m

∣∣∣
subject to

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))] ≤ pi

(3.9)

Both βi and ηi are unknown and must be estimated while aligning with the bid con-

straint in order to obtain the optimal feasible model that minimizes the lost function

among all feasible models. If we choose the loss function L
(

yi, f
(

z̃t; βi, ηi
))

to be the

residual sum of squares (2.6):

β̂i, η̂i = argmin
β,η

1
2

T

∑
t=1

(
yi,t − f

(
z̃t; βi, ηi

))2
+ λ

M

∑
m=1

 N

∑
j=1

[ nj

∑
k=1
|βi

k,j,m|+
L

∑
l=1
|ηl,j,m|

] subject to

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))] ≤ pi

(3.10)

Due to the budget constraint, there might exist multiple global minimizers of prob-

lem (3.10). In such instances, βi and ηi are one of those global minimizers. As demon-

strated in [26], problem (3.10) can be rewritten as the following problem

min
Θi

1
2
∥Θi − a∥2

2 + λ
M

∑
m=1

 N

∑
j=1

[ nj

∑
k=1
|βi

k,j,m|+
L

∑
l=1
|ηl,j,m|

]
subject to

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))])
≤ pi,

(3.11)

where a = 1
TC Z̃⊤

(
yi − Z̃Θi

)
. This problem is equivalent to solve a knapsack problem.

Proposition 3.1. If Θ̂i = (β̂
i
, η̂i) is an optimal solution to (3.11), then

Θ̂ = sign(a− λ) ◦
(
|a| − λ

)
+
◦ Ẑ,
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where Ẑ =
(

ẑ1,11M, ẑ1,21M, . . . , ẑjk1M

)T
, 1M is the row vector of M 1’s, and ẑ1,1, ẑ1,2, . . . , ẑj,k is

the solution to the following 0-1 knapsack problem:

max
z1,1,z1,2,...,zjk

N

∑
j=1

nj

∑
k=1

 M

∑
m=1

a2
j,k,m − 2λ|aj,k,m|+ λ2

2
·

1 + sign(|aj,k,m| − λ)

2


︸ ︷︷ ︸

µj,k

zj,k

subject to
(

z1,1, . . . , zj,k, . . . , zN,L+nL

)
·
(

s1,1, . . . , sj,k, . . . , sN,L+nN

)
≤ pi.

(3.12)

A comprehensive explanation of this procedure can be found in A, while Algorithm 2

enables us to solve a knapsack problem with weights stored in s ∈ Rp×1, capacity pi and

item values a ∈ Rp×1, where p = ∑N
j=1 nj + NL.

Algorithm 2 Dynamic Programming for 0-1 Knapsack Problem KS
1: Input: p, s, a, pi
2: Output: Subset of items I
3: for w = 0 to pi do
4: D[0][w]← 0
5: end for
6: for j = 1, . . . p do
7: for w = 0 to pi do
8: if s[j] > w then
9: D[j][w]← D[j− 1][w]

10: else
11: D[j][w]← max(D[j− 1][w], D[j− 1][w− s[j]] + a[j]2)
12: end if
13: end for
14: end for
15: K ← D[p][pi], w← pi, I ← {}
16: for j← p, . . . , 1 do
17: if K ≤ 0 then
18: break
19: end if
20: if K = D[j− 1][w] then
21: continue
22: else
23: I ← I ∪ {j}
24: K ← K− a[j]
25: w← w− s[j]
26: end if
27: end for
28: Return D[p][pi]

We propose to apply Algorithm 3 to estimate the unknown parameters in Θi. Algo-

rithm 3 receives as input the historical data [yi, Z], the sellers bids s, the buyer final price

pi, a positive constant C > λmax(
1
T Z̃TZ̃) (see A for more details), a control parameter δ
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and the spline hyperparameters limits Ωi = [D, K] where D = [Dmin, Dmax] ∈ Np×2,

K = [Kmin, Kmax] ∈ Np×2 contain the optimal spline order and the optimal number of

knots for each feature in Z, respectively. We approximate the optimal hyperparameter

configuration Θi for our SBCLR model, to the one of a spline lasso regressor without

the bid constraint, computed using Bayesian optimization (Algorithm 1). The function

ST (·) is a spline transformer that operates according to the mechanism explained in Sec-

tion 2.2.2.

Algorithm 3 Spline Bid-Constrained Lasso Regression SBCLR.

1: Input: yi, Z, s, pi, δ, C, Ωi

2: Output: Θi ← (βi, ηi)
3: Z̃ ← ST (Z, Ωi) ▷ D, K and λ estimated through Bayesian Optimization
4: Θ

(0)
i ← (βi, ηi) such that (3.8) holds

5: Ψ←
(

X i, Z̃, yi, f (i)local

)
6: while G(Ψ, f (i)market(Θ

(m)
i ))− G(Ψ, f (i)market(Θ

(m+1)
i )) ≤ δ do

7: for iter ≥ 1 do
8: a(iter) ← Θ

(iter−1)
i + 1

TC Z̃T
(

yi − Z̃Θ
(iter−1)
i

)
9: µ

(iter)
j,k ←

(
∑M

m=1
(a(iter)

j,k,m )2−2λ|a(iter)
j,k,m |+λ2

2 ·
1+sign(|a(iter)

j,k,m |−λ)

2

)
10: w(iter) ← KS(p, s, µ(iter), pi)

11: Θ
(iter)
i ← a(iter) ◦w(iter) = (µ

(iter)
1 w(iter)

1 , µ
(iter)
2 w(iter)

2 , . . . , µ
(iter)
p w(iter)

p )
12: end for
13: end while

Given a regression task
{

Yi,t
}T+H

t=T , the market operator, to estimate the unknown pa-

rameters in Θi, performs SBCLR by solving of the corresponding 0-1 knapsack problem.

The research conducted in [26] revealed that the LASSO estimates of βi and ηi, aligning

with the budget constraint while minimizing the average cross-validated error, serve as

favorable candidates for Θi
(1). However, due to potential local minima in the nonconvex

optimization problem (3.10), initiating the algorithm with diverse Θi
(1) selections and

opting for the solution yielding the least loss function value seems a reasonable strategy.

Bayesian optimization (Section 2.2.3) can be used to determine the parameter of regular-

ization λ. By employing this type of regularization, SBCLR will automatically eliminate

the variables that are useless for the regression task at hand.
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Market Operator

Step 1 Sellers j ∈ S submit their historical data
{
Xj,t

}T

t=1
and the bid vector sj = (sj,1, . . . , s|Xj,t|)

Step 2 Buyer i ∈ B provide regression task
{

Yi,t
}T+H

t=T ,
loss function L(·), value function VF i(·)

Step 3 Compute local model f (i)local (Xi, Θi)

Step 4 For each bid b in b̃:

• Compute f̃ (i)market

(
Z̃, Θi, b

)
by Algorithm 3

• Compute gain

g(b) = G(X(val)
i , Z̃(val), yi, f (i)local, f̃ (i)market, b)

• Concatenate pair (b, g) to BGOTi

Step 5 Compute price to be paid by buyer i:

pi = argb max g(b) such that b ≤ VF i(g(b)).

Step 6 Recall f (i)market

(
Z̃, Θi, pi

)
coefficients:

Θi =
{

β(i), η(i)
}

Step 7 For every seller j, compute revenue

rj =
nj

∑
k=1

sj,k

[
1−

M

∏
m=1

(
1− I(βi

j,k,m)
)]

+
L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I(ηi

l,j,m)
)]

Step 8 Buyer i pays pi, receives
{

Ŷi,t

}T+H

t=T+1
and leaves

the market.

Buyer i

fi(·),L(·),
VF i(·)

pi

{
Ŷi,t

}T+H

t=T+1

RES1

RES2
. . .

RESN

{X1,t}T+H
t=1

{X2,t}T+H
t=1

{XN,t}T+H
t=1

r1

r2

rN

FIGURE 3.2: Auction Data Market mechanism at time t = T.
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3.4 Data Market Mechanism

The data market mechanism operates systematically, facilitating the exchange of informa-

tion between sellers and buyers. This process is defined by a sequence of well-defined

steps catering to both parties’ needs.

Figure 3.2 summarizes the proposed mechanism. The process begins at a specific time

t = T when the market operator opens a session. During this phase, sellers j ∈ S submit

their historical data
{
Xj,t

}T

t=1
and bid vectors sj = (sj,1, . . . , sj,nj+L) to the market operator.

Simultaneously, buyers i ∈ B provide their regression tasks
{

Yi,t
}T+H

t=T and their value

functions VF i.

Following this initial stage, a closed session ensues. In this phase, the market op-

erator handles all regression tasks in parallel. For each submitted task, the following

steps unfold. Firstly, the market operator performs the local model f i
local(Xi, Θi) using the

forecasting model chosen by the buyer i, trained with historical data Xi. Subsequently,

for each bid b in b̃, the market SBCLR model f (i)market (Z, Θi) is computed, and its gain

function values are evaluated using the loss function L(·) given by buyer i, in order to

establish the relation between forecasting skill enhancement and bids. This information

is presented in BGOTi. With this table, the market operator computes the final price to be

payed by agents i given by:

pi = argb max g(b) such that b ≤ VF i(g(b)). (3.13)

The market recalls the market coefficients Θi =
{

β(i), η(i)
}

associated with the price pi in

order to be able to compute the revenues for each seller j that are given by

rj =
nj

∑
k=1

sj,k

[
1−

M

∏
m=1

(
1− I(βi

j,k,m)
)]

+
L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I(ηi

l,j,m)
)]

Finally, the buyer i pays pi, receives
{

Yt,i
}T+H

t=T+1 , marking the conclusion of their en-

gagement in the market.

Note that by incorporating a LASSO Regressor into the market framework, we are

performing feature selection regulated by the importance of the features for the regression

task at hand and by the sellers bids. On the one hand, sellers receive always what they bid

for the usage of their data. However if they bid their data to a high value, their data may
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never be used and they don’t generate any revenue from the market. If different agents

have similar data, their participation in a given forecasting task will be determined by

their bids.

On the other hand, the market allows buyers to express their willingness to pay ac-

cordingly to the gain, making them only pay what they bid.

In summary, our framework aligns market dynamics with data value and economic

interests, promoting fairness, efficiency, and collaboration in energy sector forecasting,

while satisfying both buyers and sellers interests.





Chapter 4

Case Study

4.1 Problem and data description

This case study aims to predict, at midnight, the generation of wind power 24 hours ahead

for ten different zones in Australia, as depicted in Figure 4.1a. Each zone corresponds

to a specific wind farm. The wind power measurements were normalized based on the

nominal capacity of each wind farm. This dataset was originally employed in the Global

Energy Forecasting Competition 2014 (GEFCom2014) and is publicly available. It encom-

passes the period from January 1, 2012, to November 30, 2013.
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FIGURE 4.1: GEFCom2014 wind power dataset.

The predictors include wind forecasts at two heights, 10 and 100 m above ground level,

obtained from the European Centre for Medium-range Weather Forecasts (ECMWF). These

37
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forecasts were for the zonal and meridional wind components (denoted U and V), i.e.,

projections of the wind vector on the west-east and south-north axes, respectively.

The ECMWF provided weather forecasts to the precise locations of the wind farms,

issued daily at midnight, offering an hourly resolution for a 24-hour projection ahead.

These forecasts are aligned with the specifications of the forecasting exercise and were

used as inputs for training and evaluating the various forecast models.

It is worth noting that these weather forecasts are not only available for the training

phase but also serve as essential inputs for the multifaceted tasks employed in the evalu-

ation of our forecasting methodologies. Moreover, in the context of the training data pro-

vided, we are furnished with power measurements obtained from various wind farms.

These measurements are recorded hourly but are limited to the training period.

We map this forecasting task to the RES Forecasting problem described in Section 2.1.

The data was collected from 10 different zones, meaning there are N = 10 agents. Here

we consider that each agent acts as a data prosumer, i.e., a data owner that consume and

supply data to the market (A = B = S). Each agent i ∈ A ∈ {1, 2, . . . , 10} possesses

four exogenous variables X1
i,t, X2

i,t, X3
i,t and X4

i,t which correspond to the zonal and merid-

ional wind components at 10 and 100m above, and one endogenous variable Yi,t which

represent the power measurements.

A rolling basis approach is adopted to make forecasts: a sliding window of one month

test is used, and the model’s fitting period encompasses 12 months. Consequently, for

each zone, each model is optimized 11 times.

4.2 Data analysis and feature engineering

In this section, we aim to comprehensively explore the ECMWF dataset to understand the

dynamics between weather measurements and power generation among RES agents.

4.2.1 Data analysis

The wind power output series from the wind farms are shown in Figure 4.2. These time

series plots show how power generation varies over time, between 2012 and 2013, where

one can not see significant patterns of seasonalities or trends.
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FIGURE 4.2: Wind power generation in GEFCom2014

The exogenous variables relations with the power generation at wind farm 1 are shown

in Figure 4.3 where one can not see any linear dependencies, calling the need for forecast-

ing methodologies that can capture these patterns.

In the literature, several studies have shown that RES agents can exhibit intricate

spatio-temporal dependencies. These dependencies refer to how different RES agents,
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FIGURE 4.3: Scatter matrices of wind power generation and weather forecasts for wind
farm 1 in GEFCom2014.

such as wind power plants, solar panels, or other renewable energy sources, are inter-

connected not only across space but also over time. In simpler terms, it is about under-

standing how the behavior of one RES agent at a particular location and moment in time

can influence or be influenced by other agents located elsewhere or at different times. To

address if these spatio-temporal dependencies observed in the literature indeed manifest

in the GEFCom2014 dataset we employ a cross-correlation analysis.

Cross-correlation is a statistical technique to measure the similarity or relationship be-

tween two different time series or signals. It helps us understand how one time series is

related to another when shifted or lagged in time. Mathematically, the cross-correlation

between the power measurements of wind farm i ∈ Awith the h-lagged power measure-

ments of wind farm j ∈ A is defined as:

CCFi,j(h) =
∑T

t=1
(
Yi,t − Ȳi

) (
Yj,t+h − Ȳj

)
√(

∑T
t=1
(
Yi,t − Ȳi

)2
)(

∑T
t=1

(
Yj,t − Ȳj

)2
) (4.1)

where Ȳi =
1
T ∑T

t=1 Yi,t, i ∈ A.

In our study, we have observed that spatio-temporal information becomes increas-

ingly relevant for longer lead-times, as evidenced by the cross-correlation plots presented
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in Figure 4.4.

(A) Y3,t vs Y1,t−h (B) Y7,t vs Y2,t−h

(C) Y8,t vs Y2,t−h (D) Y9,t vs Y2,t−h

FIGURE 4.4: Cross-correlation plots

These plots illustrate the cross-correlations among a selection of wind power plants.

Notably, the cross-correlation values continue to rise until reaching a lag of 6 hours. This

observation implies that, for instance, the current power generation at Zone 9 exhibits a

stronger correlation with the power generation at Zone 2 from 6 hours prior. This phe-

nomenon aligns with our expectations, as it can be attributed to the geographical dis-

tribution of the wind farms, as illustrated in Figure 4.1a. The region’s meteorological

characteristics, particularly wind speed, contribute to these correlations. Figure 4.1b il-

lustrates the wind rose diagram for a location near Zone 9. It reveals that, over the two

years under consideration, wind direction exhibited considerable variability. However,

the most robust and consistent winds predominantly originated from the northwest or

west directions. This pattern indicates that wind power plants situated to the east (e.g.,
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Zone 9, Zone 10) or southeast (e.g., Zone 5, Zone 6, Zone 7, Zone 8) can benefit signifi-

cantly from leveraging the lagged data from wind farms located to the west (Zone 1 to

Zone 4).

4.2.2 Feature engineering

In the context of our RES forecasting problem, we aim to predict wind power generation

for each hour of the day D, starting from 01:00 to 24:00, where day D at 24:00 effectively

corresponds to the following day, day D + 1 at 00:00.

One of the critical questions that naturally arises in this context is determining the ap-

propriate number of lags, denoted as L, to be incorporated into our forecasting models.

Based on correlation analysis and previous experiences with the dataset, it was observed

that a significant relationship between power generation and its historical values exists

up to a lag of 6 hours. Consequently, our strategy integrates the most recent six lagged

power measurements as essential features for predictions within the 1 to 6-hour forecast-

ing horizon.

However, it is essential to consider the practicality of this approach in a real-world

scenario. When we are forecasting power generation only 1 hour into the future (H = 1),

our feature set includes the lagged values of all power measurements, denoted as Yj,t−1

through Yj,t−6, ∀j ∈ A, and the exogenous variables of agent i, X1
i,t, X2

i,t, X3
i,t and X4

i,t.

However, we encounter a practical constraint as we extend our forecasting horizon to

2 hours into the future (H = 2). At the forecasting time point of 2:00, data for the 1-hour

lag (Yi,t−1) is not available due to the timing of our forecasts, all of which originate at

midnight (00:00). Consequently, for 2-hour ahead predictions, our feature set is adjusted

to encompass only the lagged time series Yi,t−2 through Yi,t−5, ∀j ∈ A, ensuring that our

models are built on available historical data. The exogenous variables X1
i,t, X2

i,t, X3
i,t and

X4
i,t are also included. For forecasting 3 hours ahead, our feature set includes the lagged

power measurements Yi,t−3 through Yi,t−5, ∀j ∈ A.

For predictions beyond the 6-hour horizon (hours 7 and beyond), the relationship be-

tween power and historical observations diminishes, and the focus shifts primarily to

weather forecasts. Therefore, for hours 7, 8, 9, and so forth, a unified model can be em-

ployed, relating forecasts of wind components X1
i,t, X2

i,t, X3
i,t and X4

i,t with power genera-

tion Yi,t.
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Table 4.1 illustrates which lagged power measurements are incorporated into our

models according to each forecasting horizon, when the forecasting task is instantiated

at 00:00 of day D. This meticulous feature selection aligns with the accessibility of his-

torical data at the specific time of prediction, ensuring that our forecasting models are

optimized for accuracy and effectiveness across various forecasting horizons.

Target Lag 1 Lag 2 Lag 3 Lag 4 Lag 5 Lag 6
D+1 01:00 D+1 00:00 D 23:00 D 22:00 D 21:00 D 20:00 D 19:00
D+1 02:00 – D+1 00:00 D 23:00 D 22:00 D 21:00 D 20:00
D+1 03:00 – – D+1 00:00 D 23:00 D 22:00 D 21:00
D+1 04:00 – – – D+1 00:00 D 23:00 D 22:00
D+1 05:00 – – – – D+1 00:00 D 23:00
D+1 06:00 – – – – – D+1 00:00

D+1 H:00, H > 7 – – – – – –

TABLE 4.1: Lags used for each forecasting horizon

4.3 Comparison of forecasting models

In this section, we delve into the comprehensive comparison of various forecasting mod-

els to gain insights into their performance and applicability in the context of wind power

generation prediction. The models under scrutiny include Linear Regression, Lasso Lin-

ear Regression, Spline Linear Regression, Spline Lasso Regression, and the Gradient Boost-

ing Regressor, all explained in Section 2.2.2. The selection and fine-tuning of hyperparam-

eters were done using Bayesian Optimization, as explained in Algorithm 1, and the loss

function adopted was the RMSE. Table 4.2 provides an overview of the evaluated models

and their corresponding hyperparameter search ranges.

A rolling basis approach is adopted to make forecasts: a sliding window of one month

test is used, and the model’s fitting period encompasses 12 months. Consequently, each

model is optimized 11 times for each zone, including the hyperparameters. We evaluate

the performance of these models by assessing the Root Mean Squared Error (RMSE) val-

ues across different hours of the day for each of the ten distinct wind farm zones. These

RMSE values were derived by averaging the results over all 11 months within each zone.

Each subplot in Figures 4.5a and 4.5b represent the RMSE and MAE (per hour) for the

collaborative models with the data construction explained in Section 4.2.2 depicted with

continuous lines, and models using only local data (agent’s own models), represented by

dashed lines.
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TABLE 4.2: Evaluated models and tuned parameters.

Model Hyper-parameters Range
Linear – –
Lasso Linear Regularization (λ) [10−3, 1]
Linear Spline B-splines degree (D) {1, . . . , 7}

Number of knots (K) {10, . . . , 30}
Lasso Spline Regularization (λ) [10−3, 1]

B-splines degree (D) {1, . . . , 7}
Number of knots (K) {10, . . . , 30}

Gradient Maximum depth (max depth) {3, . . . , 10}
Boosting Learning rate (η) [10−3, 1]

Maximum number of features (max f eatures) {1, . . . , 900}
Minimum number of samples required to split an in-
ternal node (min samples split)

{10, . . . , 50}

Minimum number of samples by leaf node
(min samples lea f )

{10, . . . , 50}

Fraction of samples to be used for fitting the individ-
ual base learners (subsample)

[0.7, 0.9]

Number of boosting stages to perform (n estimators) {50, . . . , 100}

One prominent trend was the consistent superiority of collaborative models over local

models in terms of RMSE. Collaborative models consistently outperformed their local

counterparts, although the extent of this advantage varied across zones. This underscored

the potential benefits of collaboration and information sharing among zones, with the

degree of improvement varying geographically.

The Gradient Boosting Regressor emerged as a frontrunner among the models eval-

uated, consistently delivering lower RMSE values. Remarkably, the Spline Lasso Re-

gression model, a linear parameter model, closely matched the performance of Gradient

Boosting. This suggests that additive linear models can be effective alternatives in energy

forecasting.

In the MAE analysis, the stability of collaborative models’ differences across different

hours of the day contrasted with the more heterogeneous distribution observed in RMSE

plots. Smaller differences in MAE were also noted, aligning with our optimization focus

on RMSE, which emphasizes larger errors.

The RMSE and MAE analysis were the average values across the 11 months. This

prevent us to see if the collaboration was beneficial in all 11 months or in only in some.

To evaluate if there is actually a significant difference between the collaborative and local

models using a spline lasso regression and gradient boosting regression in all months,
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(A) RMSE of collaborative and local ma-
chine learning models averaged out along

the 11 testing months.
(B) MAE of collaborative and local ma-

chine learning models.

FIGURE 4.5: Comparison of RMSE and MAE

we employed the Diebold-Mariano hypothesis test, a statistical tool designed to com-

pare the forecast accuracy of two distinct methods [27]. Let Ŷmarket
i,t = f (i)local(Xi,t; Θi) and

Ŷlocal
i,t = f (i)market(Zt; Θi) be the forecasting series for the market collaborative model and for

the agent’s own local model, respectively. Supposing the forecasting errors are emarket
i,t =

Yi,t − Ŷmarket
i,t and elocal

i,t = Yi,t − Ŷlocal
i,t , the accuracy of each forecast is measured by a func-

tion L which in our case is the RMSE loss function. The equal accuracy hypothesis is

tested to determine if there is a significant statistical difference between the market and

local models. Mathematically, the null hypothesis is

H0 : E
[
di,t
]
= 0,
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where di,t = L
(

emarket
i,t

)
−L

(
elocal

i,t

)
, and the alternative hypothesis is usually

H1 : E
[
di,t
]
̸= 0.

By employing the RMSE, the empirical value for E
[
di,t
]

is the sample mean

d̄i =

√√√√ 1
T

T

∑
t=1

(
elocal

i,t

)2
−

√√√√ 1
T

T

∑
t=1

(
emarket

i,t

)2
.

The sample mean, d̄i, converges asymptotically to a normal distribution under the con-

dition that the loss differential is a covariance stationary series and the DM test statistic

is

DM =
d̄i√

2π f̂d(0)
T

−→N (0, 1).

Here, 2π f̂d(0) represents a consistent estimate of the asymptotic variance of
√

Td̄ based

on sample autocovariance.

To assess the statistical significance of the DM test results, a common significance level

of 5% is typically adopted. Under this threshold, the null hypothesis is rejected if the abso-

lute value of DM exceeds 1.96. This rejection indicates that there is a significant difference

between the forecast accuracy of the two models being compared.

In our case, we sought to discern whether collaborative market models exhibited

lower RMSE values, and hence higher forecast accuracy, when juxtaposed against local

models. The DM test can also be applied to test the null hypothesis against the alterna-

tive hypothesis that the collaborative market model performs better than the local model,

H1 : E
[
di,t
]
> 0. The focus here is on the alternative hypothesis H1 : E

[
di,t
]
> 0, i.e., local

model errors were greater, meaning their inferior forecasting capabilities. In this case, the

null hypothesis is rejected for a significance level of 5% if DM > 1.64 [28].

Our examination is extended to varying hours of the day, assessing each set and zone

individually. The outcomes unveiled that different levels of leverage of participation in

the data market discriminated in Table 4.3 that show us the percentage of cases that the

alternate hypothesis H1 : E
[
di,t
]
> 0 verifies with a significance level of 5%, for the

models Spline Lasso Regressor and Gradient Boosting Regressor, respectively.

It is paramount to underscore that our overarching analysis of the two models with

higher performance revealed that collaborative models yielded enhanced forecasting skill.

This was contingent upon the assumption of zero loss in market participation.
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TABLE 4.3: Percentage of testing months (out of 11) where H0 is rejected with a signifi-
cance level of 5%.

(A) Spline Lasso Regressor

Zone Percentage (%)
1 100.0
2 27.27
3 27.27
4 36.36
5 63.64
6 63.64
7 45.45
8 36.36
9 27.27
10 81.82

(B) Gradient Boosting Regressor

Zone Percentage (%)
1 100.0
2 18.18
3 0.0
4 36.36
5 63.64
6 45.45
7 9.09
8 9.09
9 18.18
10 63.64

We present a summary of the average computational times for each model in Table 4.4.

This computational time encapsulates the training phase of the model as well as the com-

putation of the forecasts. The Gradient Boosting Regressor consumes the most time for

generating predictions. In contrast, the Spline Lasso Regression model executes the fore-

casting tasks more than four times faster than the Gradient Boosting model. This under-

scores the practicality and feasibility of the Spline Lasso Regression model, which retains

competitive forecasting capabilities while minimizing computational time.

TABLE 4.4: Evaluated models and tuned parameters.

Model Average time (s)
Linear 0.04

Lasso Linear 16.01
Linear Spline 50.88
Lasso Spline 93.30

Gradient Boosting 414.10

4.4 Data market simulation

We performed a simulation of our data market proposal using the GEFCom2014 dataset.

In our simulation, we assumed that all local models (Mi) utilized a Spline Lasso Regres-

sion approach. These models were trained using local data, and hyperparameters K, D,

and λ were fine-tuned through Bayesian optimization. We chose a consistent loss function

for all buyers, specifically Li(·) = RMSE(·).

While in reality, seller bids may vary, for our experiment, we set all seller bids to a

uniform unit price, considering simplicity (sj,k = 1). In the context of Algorithm 3, which
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governs the regression task for each agent i, we initialized the regression coefficients Θ
(0)
i

by equating the coefficients of the local variables Xi,t to those of their respective local

modelMi, while setting all other coefficients to zero.

Concerning the pricing determination process, we explored seven distinct value func-

tions (VF 1 to VF 6):

• VF 1(g) = max(b̃)

• VF 2(g) = 0.5 · max(b̃)
ln(1+3·max(g)) · ln(1 + 3 ·max(g)) · g

• VF 3(g) = e
ln(max(b̃))

max(g) ·g

• VF 4(g) = max(b̃)·0.85−min(b̃)
max(g)−min(g) · g

• VF 5(g) = 0.35 max(b̃)
ln(1+10·max(g)) · ln(1 + 10 ·max(g)) · g

• VF 6(g) = 0.30 · (max(b̃)−min(b̃))
(max(g)−min(g))2 · g2

These functions were meticulously tuned to align with the scale of gains achieved in the

forecasting endeavors, g, and with potential bids b̃ = [1, 91]. It is important to emphasize

that buyers would have no insight into potential gains in a real-world scenario, necessi-

tating a strategic approach to tune their value functions for maximum benefit. To estimate

the gain, we calculated the RMSE values using a single fold of size ∆ = 31× 24, corre-

sponding to 1 month. In Figures 4.6a and 4.6b we illustrate two examples of price defini-

tion according to (3.5), where points P1 through P6 represent the pivotal determinants of

the price to be paid and the corresponding estimated gain computed according to (3.3).

It is evident that, after a certain point, regardless of the buyer’s willingness to pay, the

gain from forecasting skill does not change significantly. This signifies a saturation point

where all valuable data has been leveraged. Any further variable selections would have

minimal impact on forecasting skill gain.
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(A) Value functions and BGOT6 for the pre-
dictions in January 2013

(B) Value functions and BGOT1 for the pre-
dictions in April 2013

FIGURE 4.6: Illustrations of price definition.

In Table 4.5, we present an analysis of cumulative gains observed during the year

2013 for different value functions. The mean cumulative gains, arranged in descending

order across various value functions, are as follows: Buyer 1 > Buyer 10 > Buyer 6 >

Buyer 5 > Buyer 4 > Buyer 9 > Buyer 2 > Buyer 7 > Buyer 8 > Buyer 3. This ranking

aligns consistently with the findings presented in Table 4.3 for the Spline Lasso Regressor.

Examining the percentages of cases where agents benefited from using market data,

as shown in Table 4.3, we observe the following descending order: Buyer 1 > Buyer 10 >

Buyers 5 and 6 > Buyer 7 > Buyers 4 and 8 > Buyers 2, 3, and 9. It is evident that Buyer

1 derived the most significant forecasting skill improvement from utilizing market data.

Notably, in Table 4.3, Zone 1 consistently demonstrated a 100% benefit rate from market

data,rejecting hypothesis H0 of equal performance.

Furthermore, Buyer 10 emerges as the second most proficient agent in extracting gains

from the market, coinciding with the higher percentage observed in Table 4.3, where

Buyer 10 also ranks second.

Table 4.6 illustrates the cumulative payments made by each buyer for all value func-

tions. It is evident that the buyer who paid the highest amount is Buyer 1, corresponding

to the one who obtained the most significant gains from the market. Notably, the order of

payments mirrors the order of gains obtained, highlighting a direct relationship between

the amount paid and the gains achieved.

Figure 4.7 illustrates the cumulative gains observed during the year 2013 when em-

ploying the value function VF 1. A noticeable trend emerges as we observe the behavior

of both curves, which appear to closely mirror each other. However, there are instances

where the market underestimates gains, as evident in Zone 9, while in other cases, it tends
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TABLE 4.5: Cumulative Gains (%)

B VF 1 VF 2 VF 3 VF 4 VF 5 VF 6 Mean

Buyer 1 2926.58 2269.42 1304.83 750.02 2995.42 2995.42 2197.41
Buyer 2 446.15 375.50 289.47 180.47 500.31 500.31 365.13
Buyer 3 171.11 85.86 69.66 47.51 185.21 185.21 117.95
Buyer 4 710.76 554.54 277.57 196.00 804.15 804.15 487.68
Buyer 5 778.97 560.89 186.70 105.51 882.80 882.80 573.43
Buyer 6 1051.56 874.33 298.78 170.03 1117.96 1117.96 764.57
Buyer 7 352.81 256.18 48.49 9.39 368.01 368.01 253.00
Buyer 8 337.81 227.64 65.10 27.42 341.31 341.31 235.16
Buyer 9 515.52 456.71 286.73 118.75 515.52 515.52 378.79
Buyer 10 1125.46 957.62 326.68 463.58 1136.00 1136.00 813.89

Mean 760.68 573.68 286.21 259.58 831.21 831.21

TABLE 4.6: Cumulative Payments at the End of 1 Year

B VF 1 VF 2 VF 3 VF 4 VF 5 VF 6 Mean

Buyer 1 9753 4948 9753 8531 1128 2208 5816.50
Buyer 2 3362 1579 3362 2742 445 1285 2253.33
Buyer 3 1666 391 1666 1247 90 345 830.83
Buyer 4 5503 2645 5503 4031 461 1086 2760.50
Buyer 5 6407 3132 6407 5191 332 1154 3035.50
Buyer 6 6753 4078 6753 5701 490 1726 3536.50
Buyer 7 3405 1468 3405 2900 59 446 1752.17
Buyer 8 3043 1238 3043 2850 108 535 1639.50
Buyer 9 3476 2576 3476 3476 318 1722 2370.33
Buyer 10 5023 3047 5023 4790 1420 1389 3431.67

Sum 48391 25102 48391 41459 4851 11896

to overestimate them, as exemplified in Zone 2. In fact, the distribution of the gains esti-

mated and observed in the course of 1 year as very similar for most zones as depicted in

Figure 4.8. To analyze an agent’s typical performance when generating hourly forecasts

throughout a day, we calculated both the average gain and the average price per hour. As-

suming that the agent opts for a function value of VF 1, Figures 4.9a and 4.9b illustrates

the cumulative trends for both the average gain and the average price, respectively, over

the course of 24 hourly forecasts within a single day. We can see that, on average, it is pos-

sible to achieve an accumulated gain of 80% for hourly forecasts in one day while paying

less than 440 price units. Having demonstrated the substantial gains a buyer can achieve

by engaging in the market over the course of a day, we now shift our focus to elucidate

the advantages for sellers. Table 4.7 showcases the cumulative revenues generated by

sellers throughout the year 2013. Notably, it becomes evident that Zone 2 emerges as the
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FIGURE 4.7: Cumulative gains (%) in the course of 1 year for VF 1

FIGURE 4.8: Boxplots of the gains (%) obtained in the course of 1 year for VF 1

most proficient seller, extracting the highest revenue from data sales within the market.

This observation aligns with our earlier correlation analysis, highlighting the significance

of Zone 2 lags to the power forecasts of Zones 7, 8, and 9. Additionally, when consider-

ing each value function individually, the total sum of payments made by all buyers aligns

precisely with the total sum of values acquired by all sellers utilizing the same value func-

tion. This equivalence is evident when comparing Table 4.6 to Table 4.7, underscoring the

flow of financial transactions from buyers to sellers.
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(A) Average cumulative gain (%) in a
24h resolution when using value func-

tion VF1

(B) Average cumulative price (%) in a
24h resolution when using value func-

tion VF1

FIGURE 4.9: Average cumulative gain and average cumulative price for 24-hour resolu-
tion forecasts

TABLE 4.7: Cumulative seller’s gains in monetary units at the End of 1 Year

S VF 1 VF 2 VF 3 VF 4 VF 5 VF 6 Mean

Seller 1 4555 2548 4555 3940 483 1240 3179.8
Seller 2 5260 2856 5260 4526 757 1520 3896.5
Seller 3 5083 2776 5083 4342 448 1199 3698.5
Seller 4 4689 2435 4689 4064 392 1010 3588.2
Seller 5 4389 2099 4389 3758 469 987 3281.8
Seller 6 4714 2362 4714 4093 438 1137 3527.2
Seller 7 4833 2242 4833 4118 544 1062 3582.5
Seller 8 5089 2863 5089 4372 522 1352 3711.5
Seller 9 5131 2502 5131 4347 446 1163 3639.5
Seller 10 4648 2419 4648 3899 352 1226 3497.8

Sum 48391 25102 48391 41459 4851 11896



Chapter 5

Conclusion

In conclusion, our research has explored the potential of collaborative data sharing among

various Renewable Energy Source (RES) agents to significantly enhance RES forecasting

accuracy across different time horizons, including short-term and day-ahead predictions.

As established in the existing literature, the benefits of collaborative forecasting are clear.

However, the implementation of such schemes hinges on creating economic incentives,

particularly through data monetization, as RES agents, often competitors, may be reluc-

tant to share their sensitive data without adequate benefits.

Existing data market solutions in the literature have fallen short in providing a com-

prehensive framework that can address the monetary requirements of both sellers and

buyers while also safeguarding data privacy. In response to this gap, our proposed frame-

work features an auction mechanism. This mechanism serves a dual purpose: it allows

sellers to specify the minimum compensation they require for sharing their data, and it

enables buyers to express their willingness to pay based on the forecast accuracy gain.

At the core of our framework is a market operator responsible for collecting data from

all participating agents and generating forecasts. This operator employs a Splines Bid-

Constrained Lasso Regression (SBCLR) approach, aligning the forecasting mechanism

with the mutually beneficial interests of buyers and sellers.

To evaluate our proposal, we conducted a case study focused on wind power gen-

eration 24 hours ahead forecasts for ten different wind farms in Australia. Our findings

demonstrate that every agent can significantly enhance their forecasting skill by leverag-

ing our collaborative framework. In a specific market configuration where all sellers bid

at a unit price of 1,we showcased that within the span of a single day, an agent can achieve
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an accumulated gain of over 80% (i.e, a mean gain around 3.3% per hour), while incur-

ring costs of less than 440 unit prices. Moreover, we highlighted the substantial monetary

benefits for sellers, revealing that an agent can potentially extract 5260 price units under

the same market configuration.

While our research shows the promise of our collaborative forecasting framework,

there is still significant room for improvement. Future work in this field could involve the

exploration of advanced techniques and strategies for buyers to refine their value func-

tions, thereby maximizing their interests. Additionally, enhancing the bidding process

from the seller’s perspective presents an avenue for further research. Sellers in our cur-

rent framework base their bids solely on the utilization of their variables. A potential

enhancement could involve allowing sellers to make bids according to the explanatory

power of their variables, akin to the concept of value functions.

In summary, our research underscores the potential of our proposal to greatly improve

forecasting skill for buyers within a collaborative framework that successfully addresses

sellers’ interests. Through our innovative approach, we have bridged the gap between

data monetization and collaborative forecasting, creating a win-win scenario for all par-

ticipants in the RES market.
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Appendix

A.1 Bid-Constrained Linear Regression

With the training data
{

yi,t, zt
}T

t=1 at hand, a logical approach to estimate the coefficients

θi = (βi, ηi) is by addressing the subsequent sample-average approximation (SAA) prob-

lem:
arg

β
min

1
2T
∥yi,t − ztθi∥2

2

subject to
N

∑
j=1

( nj

∑
k=1

sj,kI
(

βi
j,k

)
+

L

∑
l=1

sj,l+njI
(

ηi
l,j

))
≤ bi,

(A.1)

where θi ∈ Rp is the vector incorporating all elements in βi and ηi. The minimization

problem highlighted above is termed the bid-constrained regression problem within the

context of this article. When ∀j, k, sjk = c ∈ R this problem can be viewed as a gen-

eralized best subset selection problem [29]. Note that the budget constraint makes the

problem (A.1) NP-hard. In fact, state-of-the-art algorithms for addressing the best subset

problem encounter scalability issues with problems with more than 30 variables [30].

To tackle this issue, a two-step methodology that uses penalized regression techniques

[31–33] can be employed. This approach unfolds in two distinct stages. Initially, these

techniques are harnessed for model feature selection. In the subsequent stage, a search

of the bid-constrained regression model is executed, using only the variables previously

selected. Since many penalized regression techniques, such as LASSO regression in Sec-

tion 2.2.2 preserve model consistency, this approach seems to yield promising outcomes

as it saves a lot of computational resources. However, in many instances, the selected

variables in the bid-constrained regression model satisfying the budget constraint may

not be important for the regression task at hand (see the toy example in [26]). To solve
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the bid-constrained regression (A.1), we employ the same strategy used by [30] on a best

subset selection problem by using projected gradient descent methods for the first-order

convex optimization problems [34].

Let’s consider the functions g(θ) and ∇g(θ) as follows:

g(θ) =
1

2n
∥yi,t − Zθ∥2

2

and

∇g(θ) =

(
∂g(θ)
∂βi

1,1
, . . . ,

∂g(θ)
∂βi

nN ,N
,

∂g(θ)
∂ηi

1,1
, . . . ,

∂g(θ)
∂ηi

N,L

)
= − 1

T
ZT(yi,t − Zθ),

with θ ∈ Rp×1.

For any α, θ ∈ Rp×1, and L ≥ ℓ = λmax

(
ZT Z

n

)
, we can deduce:

∥∇g(α)−∇g(θ)∥2 =

∥∥∥∥ 1
T

ZTZ(α− θ)

∥∥∥∥
2

≤ λ max

(
ZTZ

n

)
∥α− θ∥2 ≤ L∥α− θ∥2.

(A.2)

Moreover, for any η, θ ∈ Rp×1, and L ≥ ℓ = λmax

(
ZT Z

T

)
, let QL(η, θ) = g(θ) + L

2 ∥η−

θ∥2
2 + ⟨∇g(θ), η− θ⟩. It can be observed that QL(η, θ)− g(η) ≥ L−ℓ

2 ∥θ− η∥2
2 ≥ 0, leading

to:

g(η) ≤ QL(η, θ) = g(θ) +
L
2
∥η− θ∥2

2 + ⟨∇g(θ), η− θ⟩, (A.3)

which holds true for all θ, η and equality occurs at θ = η. Consequently, given an approxi-

mate solution θ(m) to the problem (A.1), we can establish an upper bound for the function

g(η) using QL

(
η, θ(m)

)
. The solution can then be updated through:

θ(m+1) ∈ arg min
η

QL

(
η, θ(m)

)
subject to

N

∑
j=1

( nj

∑
k=1

sjkwj+k +
L

∑
l=1

sj,l+nj wj+nj+l

)
≤ bi,

which also represents a global minimizer of the subsequent problem:

min
η

∥∥∥∥η−
(

θ(m) − 1
L
∇g

(
θ(m)

))∥∥∥∥2

2
subject to

N

∑
j=1

( nj

∑
k=1

sjkwj+k +
L

∑
l=1

sj,l+nj wj+nj+l

)
≤ bi.

(A.4)

As shown in [26], problem (A.4) is equivalent to a 0/1 knapsack problem as expressed

by the following proposition.
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Proposition A.1. If θ̂ = (βi, ηi) is an optimal solution to the following problem:

min
θ
∥θ− a∥2

2

subject to
N

∑
j=1

( nj

∑
k=1

sj,kI
(

βi
j,k

)
+

L

∑
l=1

sj,l+njI
(

ηi
l,j

))
≤ bi,

(A.5)

then θ̂ = a ◦Ŵ where ◦ denotes the entry-wise product of two vectors, and Ŵ =
(

ŵ1, ŵ2, . . . , ŵp

)
with p = #Zt = ∑N

j=1 nj + NL is the solution to the following 0-1 knapsack problem:

max
w1,w2,...,wp

p

∑
j=1

a2
j wj

subject to
N

∑
j=1

( nj

∑
k=1

sjkwj+k +
L

∑
l=1

sj,l+nj wj+nj+l

)
≤ bi

w1, w2, . . . , wp ∈ {0, 1}.

(A.6)

Proof. Since ∥Θ− a∥2 = ∑j(Θj − aj)
2 and (Θj − aj)

2 ≥ 0, the maximization of ∥Θ− a∥2

implies that if aj = 0 the Θ̂j = 0. Thus, the equation Θ̂j = aj ẑj is satisfied if aj = 0. Without

loss of generality, let us assume that aj ̸= 0 for each j. Suppose Θ̂ is an optimal solution to

the problem (A.1) and denote Ŝ = {j : Θ̂j ̸= 0}. If Ŝ = ∅, then Θ̂ = 0. If Ŝ ̸= ∅, suppose

that Θ̂j ̸= aj for some j ∈ Ŝ, we can check that b̂ = (Θ̂1, . . . , Θ̂j−1, aj, Θ̂j+1, . . . , Θ̂p) is also

a feasible solution and

∥Θ̂− a∥2 = ∥b̂− a∥2 + (Θ̂j − aj)
2 ≥ ∥b̂− a∥2. (A.7)

Then we have a contradiction. Hence Θ̂j = aj, ∀j ∈ Ŝ. Thus for optimal solution Θ̂j,

Θ̂j = 0 or Θ̂j = aj, ∀j. Therefore, Θj = a ◦ Ẑ, where Ẑ is the solution of the 0-1 knapsack

problem in (A.6).

The 0-1 knapsack problem has been deeply explored in the field of operations research

(see, for instance, the book [35]). It entails selecting a subset of p items to maximize an ob-

jective function while ensuring that the combined weight remains under a predetermined

capacity, which in this case is the buyer’s bid bi. Despite its status as an NP-hard problem,

advancements in algorithms and hardware capabilities have facilitated efficient solutions.

In this thesis, the dynamic programming algorithm, introduced in [36], is chosen to solve

the 0-1 knapsack problem. Consider the problem (A.6). Let D[j, w] represent the maxi-

mum attainable value for weights up to w using items of Zt up to j. To lightness of nota-

tion purposes, we re-index the sellers bids: si =
(
s1,1, . . . , s1,n1+L, . . . , sN,1, . . . , s1,nN+L

)
=
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(
s1, . . . , sj, . . . , sp

)
. The recursive definition for D[j, w] comes as follows:

D[0, w] = 0

D[j, w] = D[j− 1, w] if sj > w

D[j, w] = max(D[j− 1, w], D[j− 1, w− cj] + a2
j ) if sj ≤ w

(A.8)

The solution can be found by evaluating D[p, C]. Dynamic programming algorithm

works only with non-negative integers weights, i.e, sj, bi ≥ 0, If there is some sj or bi

values non-integers, we can employ a scaling technique that uniformly multiplies both

the non-integer costs and the budget by a constant factor, thereby converting them into

integers.

A.2 Splines Bid-Constrained Regression

Using the notation in Chapter 3, each variable z ∈ Zt is transformed into a group of M

variables through a spline transformer, where M = D + K + 1 is the sum of the spline

order D with the number of knots K plus 1. After the spline transformer, the original set:

Zt =

X1
1,t, . . ., Xn1

1,t, Y1,t0−1, . . ., Y1,t0−L︸ ︷︷ ︸
power plant 1

, . . ., X1
N,t, . . ., XnN

N,t, YN,t0−1, . . ., YN,t0−L︸ ︷︷ ︸
power plant N

 . (A.9)

is transformed into

Z̃t =

X1
1,1,t, . . . , X1

1,M,t︸ ︷︷ ︸
group related to X1

1,t

, . . . , Xn1
1,1,t, . . . , Xn1

1,M,t︸ ︷︷ ︸
group related to Xn1

1,t

, . . .

 (A.10)

that is constituted by p groups of variables, where p = ∑N
j=1 nj + NL is the number of

variables in Zt.

We consider seller j wants to receive sj,k if its kth variable is used. Since we apply

splines, we consider that if at least one of the variables in the group related to the kth

variable is used, then seller j will receive sj,k. Therefore, the payment of buyer i, pi, needs
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to cover the cost of the model,

β̂i,η̂i = argmin
β,η

1
2

T

∑
t=1

(
yi,t − f

(
z̃t; βi, ηi

))2
+ λ

M

∑
m=1

 N

∑
j=1

[ nj

∑
k=1
|βi

k,j,m|+
L

∑
l=1
|ηl,j,m|

]
s.t.

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))]≤pi.

(A.11)

Following the reasoning in (A.2)– (A.4), the problem (A.11) is re-written as:

min
Θi

1
2
∥Θi − a∥2

2 + λ
M

∑
m=1

 N

∑
j=1

[ nj

∑
k=1
|βi

k,j,m|+
L

∑
l=1
|ηl,j,m|

]
subject to

N

∑
j=1

 nj

∑
k=1

sjk

[
1−

M

∏
m=1

(
1− I

(
βi

j,k,m

))]
+

L

∑
l=1

sj,l+nj

[
1−

M

∏
m=1

(
1− I

(
ηi

l,j,m

))])
≤ pi.

(A.12)

Then, as shown in [26], problem (A.12) is also equivalent to a 0/1 knapsack problem as

expressed by the following proposition.

Proposition A.2. If Θ̂i = (β̂
i
, η̂i) is an optimal solution to (A.12), then

Θ̂ = sign(a− λ) ◦
(
|a| − λ

)
+
◦ Ẑ,

where Ẑ =
(

ẑ1,11M, ẑ1,21M, . . . , ẑjk1M

)T
, 1M is the row vector of M 1’s, and ẑ1,1, ẑ1,2, . . . , ẑj,k is

the solution to the following 0-1 knapsack problem:

max
z1,1,z1,2,...,zjk

N

∑
j=1

nj

∑
k=1

 M

∑
m=1

a2
j,k,m − 2λ|aj,k,m|+ λ2

2
·

1 + sign(|aj,k,m| − λ)

2


︸ ︷︷ ︸

µj,k

zj,k

subject to
(

z1,1, . . . , zj,k, . . . , zN,L+nL

)
·
(

s1,1, . . . , sj,k, . . . , sN,L+nN

)
≤ pi.

(A.13)
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[10] C. Gonçalves, P. Pinson, and R. J. Bessa, “Towards data markets in renewable energy

forecasting,” IEEE Transactions on Sustainable Energy, vol. 12, no. 1, pp. 533–542, 2021.

[Cited on pages 2 and 17.]

[11] W.-Y. Chang et al., “A literature review of wind forecasting methods,” Journal of Power

and Energy Engineering, vol. 2, no. 04, p. 161, 2014. [Cited on page 8.]
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