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Abstract

Narratives have long served as integral tools for education, communication, knowledge manage-
ment, and cultural transmission through human history. Storytelling, as the art of conveying ideas
and experiences through narratives, has evolved from ancient visual narratives to contemporary
digital formats. The advancement of computational linguistics and Natural Language Processing
(NLP) has greatly contributed to the extraction of narratives from textual data, yet the potential

of leveraging semantic graphs for this purpose remains untapped.

This thesis explores the intersection of narrative extraction and semantic graphs, aiming
to bridge the gap between structured representations and the fluidity of traditional narratives.
It addresses the challenges of graph complexity, data sparsity, and domain-specific knowledge

scarcity.

The objectives of this research were split into multiple research questions that include defining
what constitutes a narrative in the context of semantic graphs, identifying relevant information
within a semantic graph, constructing a narrative from this information, and developing a
validation method for narrative extraction. Each research question represents a crucial aspect of

the narrative extraction process.

The primary contribution of this thesis is the Narrative Extractor from Semantic Graphs
(NESG) approach, which harnesses semantic graphs to capture both semantic and structural
narrative information. It offers a user-friendly configuration feature, enabling users to manually
set up their input semantic graphs quickly. Once configured, the narrative extraction process
is largely automated, relying on main entity identification, relevant entity extraction, entity
classification, event identification, event attribute mapping, and narrative building. To standardize

the representation of extracted narratives, a narrative ontology has been developed.

Evaluating narratives in graph format presents unique challenges due to subjectivity and
structural complexity. The evaluation procedure encompasses narrative and event analysis,
utilizing comprehensive data gathering and statistics to assess narrative quality. The results are
promising, indicating successful narrative extraction across different genres and domains, with
room for improvement, especially in specific narrative genres. This research demonstrates the
feasibility of leveraging semantic graphs for narrative extraction and contributes to the evolving

field of narrative analysis and knowledge extraction.






Resumo

Narrativas tém servido desde ha muito tempo como ferramentas essenciais para a educacao,
comunicacao, gestdo do conhecimento e transmissao cultural ao longo da histéria humana.
A narrativa, como a arte de transmitir ideias e experiéncias através de histérias, evoluiu
desde narrativas visuais antigas até formatos digitais contemporaneos. O avanco da linguistica
computacional e Natural Language Processing (NLP) contribuiu significativamente para a
extragdo de narrativas a partir de dados textuais, no entanto, o potencial de aproveitar grafos

semanticos para este fim permanece inexplorado.

Esta tese explora a intersecdo entre a extracdo de narrativas e grafos seméanticos, com
o objetivo de estreitar a lacuna entre representacoes estruturadas e a fluidez das narrativas
tradicionais. Ela aborda os desafios da complexidade dos grafos, da escassez de dados e do

conhecimento especifico de dominio.

Os objetivos desta pesquisa foram divididos em varias questoes de pesquisa que incluem a
definicdo do que constitui uma narrativa no contexto de grafos seménticos, a identificacdo de
informacoes relevantes dentro de um grafo seméntico, a construcdo de uma narrativa a partir
dessas informagoes e o desenvolvimento de um método de validagao para a extragdo de narrativas.

Cada questao de pesquisa representa um aspecto crucial do processo de extracdo de narrativas.

A principal contribuicdo desta tese é a abordagem Narrative Extractor from Semantic Graphs
(NESG), que utiliza grafos seménticos para capturar informagoes narrativas tanto seménticas
quanto estruturais. Ela oferece um recurso de configuracio facil de usar, permitindo que os
usudrios configurem rapidamente seus grafos seméanticos manualmente. Uma vez configurado, o
processo de extracao de narrativas é em grande parte automatizado, baseando-se na identificagao
de entidade principal, extracdo de entidades relevantes, classificacdo de entidades, identificacao
de eventos, mapeamento de atributos de eventos e construcdo de narrativas. Para padronizar a

representacao das narrativas extraidas, uma ontologia foi desenvolvida.

A avaliacdo de narrativas no formato de grafo apresenta desafios tinicos devido a subjetividade
e complexidade estrutural. O procedimento de avaliacdo engloba a anilise de narrativas e
eventos, utilizando uma coleta de dados abrangente e estatisticas para avaliar a qualidade das
narrativas. Os resultados sdo promissores, indicando uma extracao de narrativas bem-sucedida
em diferentes géneros e dominios, com espago para melhorias, especialmente em géneros de

narrativas especificos. Esta pesquisa demonstra a viabilidade de aproveitar grafos seméanticos
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para a extracdo de narrativas e contribui para o campo em evolucdo da andlise de narrativas e

extracao de conhecimento.
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Chapter 1

Introduction

Narratives, an ancient and enduring form of human expression, have served as fundamental tools
for education [29], communication [24], knowledge management [39] and cultural transmission
[35] throughout the annals of human history. From captivating tales spun around the campfires
to the intricate web of narratives woven through the pages of books, stories have played a pivotal

role in shaping our understanding of the world and ourselves [1].

At its core, storytelling is the art of conveying ideas, beliefs, and experiences to others, often
through spoken or written narratives. These narratives encapsulate a sequence of events, whether

real or fantastical, forming the essence of the storyteller’s craft.

The evolution of storytelling as a means of communication has been a dynamic journey,
tracing its roots to ancient visual narratives such as cave paintings[11]. Over time, storytelling
transitioned to oral traditions, where stories were passed down through generations via the
spoken word. This evolution marked a gradual shift toward more structured and systematized

narratives, spanning written, printed, typed, and, more recently, digital formats [7].

In a similar vein, the present thesis can be viewed as a narrative in itself. It possesses a
clear beginning and a conclusive ending. The contents within this thesis unfold in a natural
progression, guiding the reader from the inception to the conclusion through an interconnected
series of chapters and sections. Each chapter, much like a plot line in a larger story, contains a
narrative of its own, contributing to the coherence of the entire thesis. Each of these chapters

plays a vital role in illuminating various facets of the overarching narrative presented here.

As narratives have evolved, so too have the tools and methodologies for understanding and
extracting their essence. In recent years, the field of computational linguistics and Natural
Language Processing (NLP) have taken significant strides in unraveling the intricate threads
of narratives hidden within textual and multimedia data [28, 31]. Yet, despite the remarkable
progress in narrative extraction from plain text, the potential of leveraging semantic graphs -
structured representations of entities and their relationships - for this purpose remains largely

untapped, brimming with unique challenges and opportunities [5].
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In the remarkable evolution of narratives, we have witnessed their ability to unearth in
sources that, on the surface, seem to defy the very principles that define narratives themselves.
Semantic (or knowledge) graphs, with their structured, logical representations, stand in stark
contrast to the inherent creativity, fluidity, and interpretative ambiguity that often characterize
traditional narratives. However, it is from this paradox that we can draw strength to help us

better understand the rich semantic information embedded in those narratives.

Semantic graphs, with their inherent structure, offer a more easily understandable and
computationally accessible source of information. Despite the potential benefits of leveraging
semantic graphs for narrative extraction, existing methods encounter several challenges. The
complexity of graph structures, the sparsity of data, and the scarcity of domain-specific knowledge
pose significant hurdles in effectively extracting narratives [5]. These challenges necessitate the
development of novel techniques and methodologies tailored to the unique characteristics of

semantic graphs.

1.1 Motivation

Narratives play a vital role in describing the world around us [15]. They act as a tool for making
sense out of, rather, non-sensical situations[12]. Narratives can be used to communicate, share,
and capitalize on the knowledge of individuals[34]. They are widely used as a teaching tool to

convey knowledge in a practical manner[8].

By defining narratives as graphs, we establish a universal representation that simplifies
information access and transfer between different systems. Those narratives can be repurposed
for a variety of applications, such as modeling human mental states [20] by explicitly modeling
the motivations, interactions, and internal states of characters of a narrative. Narrative, as
well as, event-centric [16] graphs, can also be used for future event prediction by analyzing and

learning event patterns [10, 17].

1.2 Objectives

This work aims to address the aforementioned challenges and contribute to the field of narrative
extraction from semantic graphs. More specifically, we defined four key research questions that

we aim to answer throughout this research.

Q1. What is a narrative and how can we represent it using semantic graphs?

Q2. How to identify information within a semantic graph relevant to a narrative?

Q3. How can we build a narrative using the information found in the semantic graph?

Q4. How can we validate our work?
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Each one of those questions represents a major, yet necessary, part of the narrative extraction

process.

1.3 Contribution

In this thesis, we propose NESG (Narrative Extractor from Semantic Graphs), an innovative
approach for narrative extraction that leverages the nature of semantic graphs to capture both
the semantic and structural information inherent in narratives, aiming to answer the research
questions Q2 and Q3. To address the primary challenges associated with this task, our approach
incorporates a user-friendly feature that empowers users to configure their own semantic graphs
manually, providing a partial answer to the research question Q2. The configuration process is
straightforward, requiring only a matter of minutes to complete. Once the graph is configured,
the narrative extraction process can begin, with minimal to no human interaction necessary.
Each graph only needs to be configured once and can be modified at any point. The rest of the
extraction procedure relies on graph search, using several sparql! (sparql!) queries, coupled
with string matching and rule-based techniques. The search function can be further enhanced
by manually tuning a vast number of available parameters. The final product of our algorithm
is a new semantic graph, built from the data tied to the extracted narrative. To facilitate
the representation of such a graph, we developed our own narrative ontology that provides a

standardized framework for all extracted narratives, answering the research question Q1.

Evaluating narratives, particularly when represented in graph format, presents a set of
intricate challenges. The inherent nature of narratives as subjective and context-dependent
constructs complicate the establishment of rigorous evaluation metrics [30]. Moreover, semantic

graphs introduce structural complexities that demand specialized evaluation methods [5].

Our evaluation procedure encompasses a diverse array of techniques for more precise and
refined validation results in order to better answer the research question Q4. In the initial phase,
we conducted a comprehensive data-gathering exercise, accumulating pertinent statistics from a
curated selection of extracted narratives, which we can utilize to assess narrative quality. The
validation step was split into two parts: narrative analysis and event analysis. Narrative analysis
focuses on the overall performance of our approach, by performing a qualitative and quantitative
evaluation of the extracted narratives. Event analysis provides insight into individual steps of

our approach, allowing us to evaluate the algorithm at different stages.

Our approach showed promising results when it comes to narrative extraction across different
genres and domains. However, during the evaluation, it was deduced that there is, still, a large
room for improvement, mainly when it comes to specific narrative genres. Overall, we managed

to produce narratives with satisfactory quality, proving that we were able to achieve our goals.
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1.4 Organization

The remainder of this thesis is organized as follows:

e Background Chapter: In this chapter, we provide background information on essential

concepts related to narrative extraction and semantic graphs.

o State-of-the-Art Chapter: This chapter offers an overview of existing work in the field,

discussing the strengths and limitations of various approaches.

e Design and Development Chapter: In this chapter we present our approach for

narrative extraction, detailing the techniques and methodologies employed.

e« Implementation Chapter: This chapter includes practical implementation of our

approach, describing tools used and the layout of our application.

e Evaluation Chapter: This chapter presents the experimental results, analyzing the

quality of our approach across different domains and genres.

¢ Conclusion Chapter: This chapter concludes the thesis, summarizing the key findings
and contributions of this work, as well as discussing potential future research directions,

outlining avenues for further exploration and improvement.



Chapter 2

Basic Concepts

This section provides an overview of key concepts that are essential to fully comprehend the
context of the field of study related to narrative extraction from semantic graphs. We begin by
defining broader concepts, such as graphs and the semantic web, followed by more specific and

specialized constructs.

2.1 Graphs

Graphs are intricate visual structures that represent complex relationships and connections
between entities or data points. They serve as a powerful means of organizing and encoding
information, consisting of nodes, which represent individual entities or elements, and edges,
which depict the connections or relationships between these entities. These relationships can

take various forms, ranging from simple binary connections to more complex associations.

Definition 2.1.1 (Graph Nodes). Nodes are the fundamental building blocks of a normal graph.

Each node represents a distinct entity, object, or data point.

For instance, in a social network graph, nodes could represent users, while in a transportation

network graph, nodes might represent locations or junctions.

Definition 2.1.2 (Graph Edges). Edges are the connectors between nodes and signify the
relationships or interactions between them. Edges can be directional or undirected, weighted or

unweighted, and they provide critical information about how nodes are connected.

In a social network graph, edges could represent friendships (undirected) or follower relation-
ships (directed), while in a road network graph, edges might represent road segments between

locations.

Graphs are versatile and find applications in various domains. They are employed in network

analysis, social network modeling, transportation and logistics, recommendation systems, and
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more. Their simplicity and flexibility make them a valuable tool for representing and analyzing
complex relationships and systems. Graphs are a foundational concept in graph theory and data

analysis, serving as the basis for more specialized graph structures like semantic graphs.

2.2 Semantic Web

The Semantic Web is a vision of the future of the Internet in which information is, not only
stored and presented for human consumption but also structured and linked in a way that can
be understood and processed by machines. It aims to create a more intelligent, interconnected,
and meaningful web by adding a layer of semantic information to the existing web content. The
Semantic Web can be divided into the following components: Resource Description Framework
(RDF), Ontologies, Uniform Resource Identifier (URI), Linked Data, and SPARQL Protocol and
RDF Query Language (SPARQL). The following sub-sections provide more insight into each

component.

2.2.1 Resource Description Framework

RDF is the backbone of the Semantic Web. It is a standardized data format used to describe
resources on the web and the relationships between them. RDF provides a simple and flexible
way to represent data as triples: subject-predicate-object. In this structure, the subject is
the resource being described, the predicate signifies the relationship and the object is the target

resource or value. For example, consider an RDF triple:

Subject | Predicate | Object
John knows Mary

This simple triple conveys a semantic relationship, stating that John knows Mary. RDF
allows for the creation of structured, interconnected data by representing information in this

format, thus enabling machines to understand and process it.

Now, consider a larger RDF dataset, which can be found in table 2.1, representing information
about an individual, in this case, "Albert Einstein', including information such as "place of
birth", "date of birth", "educated at", "date of death" and "father". Relationships can target other
resources, in this case, "Ulm", "University of Zurich" and "Herman Einstein', or literal values,
such as dates, labels, descriptions, and so on. Objects in RDF triples can also appear as subjects
in other RDF triples. This can be witnessed in table 2.1, where there are resources, such as

"University of Zurich", showing up as both subjects and objects, in different triples.

By examining these RDF triples, it becomes evident how RDF enables the representation of
structured information and relationships, by defining an environment and listing facts within it.
The simplicity of RDF and expressiveness make it a powerful tool for encoding diverse knowledge

structures, fostering data interoperability, and enabling efficient data integration and querying
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on the web.

Table 2.1: Albert Einstein RDF example.

Subject Predicate Object
Albert Einstein place of birth Ulm
Albert Einstein date of birth 14 March 1879
Albert Einstein educated at | University of Zurich
Albert Einstein date of death 18 April 1955
Albert Einstein father Hermann Einstein

Hermann Einstein | date of birth 30 August 1847

Hermann Einstein mother Helem Einstein

Hermann Einstein occupation Entrepreneur
University of Zurich country Switzerland
University of Zurich | student count 25,732

2.2.2 Semantic Graphs

Semantic graphs, sometimes also referred to as knowledge graphs, store domain/context-specific
information about concepts and relations between them. The information stored in semantic
graphs can also be viewed as a set of RDF triples, where each triple corresponds to (Subject,

Predicate, Object). In graph terms, these triples are represented as (Node, Edge, Node).

Semantic graphs are structured representations of data where nodes represent entities and
edges (also known as predicates or relationships) denote connections between these entities.

These connections carry semantic meaning, which defines how entities are related to each other.

The use of RDF as a data model in the Semantic Web allows for the creation of semantic
graphs that capture the underlying semantics of data, making it easier for machines to understand
and interpret the relationships between entities. RDF provides a standardized way to encode and

exchange data with semantic meaning, which is a key aspect of the vision of the Semantic Web.

In essence, semantic graphs are a specific type of RDF graph that emphasizes the representa-
tion of semantic relationships between entities, aligning with the core principles of the Semantic
Web. They play a pivotal role in enabling the goal of the Semantic Web of enhancing data

interoperability and enabling more intelligent data processing on the web.

An example of a small semantic graph can be found in figure 2.1, where we can find entities
such as "Albert Einstein" and "University of Zurich", represented as nodes in the graph, as well as
relationships between different entities. For instance, this graph suggests that "Albert Einstein"

was educated at "University of Zurich" and was a child of "Hermann Einstein", among other facts.
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students
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at

Albert
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Figure 2.1: Semantic Graph.
2.2.2.1 Semantic vs Regular Graphs

As the name suggests, semantic graphs are specialized versions of regular graphs, which were
adapted to serve the needs of the Semantic Web. The main differences between these two types

of graphs can be found in table 2.2.

2.2.3 Ontologies

Semantic graphs structure information according to a web ontology. In the context of web
semantics, an ontology refers to a standardized method of defining the hierarchy of concepts
and relationships within a specific domain. Ontologies employ a set of classes, properties, and
constraints to establish a common vocabulary for representing knowledge. By utilizing ontologies,
semantic graphs ensure that the information contained within them is structured and organized,

enabling more effective data management and analysis.

Ontologies are fundamental constructs in the realm of knowledge representation and artificial
intelligence, providing a structured framework for modeling concepts, relationships, and the
semantics of specific domains. They play a pivotal role in various fields, including computer
science, information systems, and the Semantic Web. The following subsections detail the main

features of ontologies.
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Table 2.2: Differences between semantic and regular graphs

Semantic Graphs

Regular Graphs

Purpose and Se-

mantics

Designed to capture, not only the
structural relationships between en-
tities, but also their semantic mean-
ing. They use standardized vocabu-
laries and ontologies to provide rich

context and semantics to the data.

Focus on representing structural re-
lationships between nodes and edges.
While they can model relationships,
they do not inherently encode seman-

tic meaning.

Representation

Relationships are explicitly de-
fined using triples (subject-predicate-

object) in RDF.

Relationships between nodes are typ-
ically represented without specific
semantic meaning. Edges connect
nodes, but the interpretation of
these connections relies on external

context or domain knowledge.

Interoperability

Designed to be highly interoperable.
The use of standardized ontologies
and RDF allows data to be easily
integrated and linked across different

domains and sources.

Do not inherently provide a stan-
dardized framework for interoper-
ability. Their interpretations often
depend on the specific context in

which they are used.

Complexity and

High level of expressiveness due

Simpler in structure and represen-

semantics, such as the Semantic
Web, knowledge graphs, and ontol-
ogy modeling.

Expressiveness to inclusion of semantic meaning. | tation. Excel in modeling straight-
They can represent intricate knowl- | forward relationships, but may lack
edge structures and support complex | the depth of expressiveness found in
querying and reasoning. semantic graphs.

Applications Applications that demand precise | Applications in diverse fields.

2.2.3.1 Key Components of Ontologies

o Concepts (Classes or individuals): Concepts represent entities or categories within a

domain. For example, in a medical ontology, "Disease" and "Medication" are concepts.

o Properties (Attributes or Relations): Properties describe the characteristics or

relationships between concepts. In a real estate ontology, hasPrice could be a property

linking a "Property" concept to a numerical value.

o Individuals (Instance): Individuals are specific instances of concepts. In a geographical

ontology, "Paris" is an individual of the concept "City".

e Axioms and Constraints: Axioms establish formal relationships and constraints between

concepts and properties, enhancing the expressiveness of ontologies.
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2.2.3.2 Hierarchical Structure

Ontologies typically employ a hierarchical structure, organizing concepts into broader and
narrower categories. Consider the example of a biological ontology that can be found in Figure
2.2. In this hierarchy, concepts become more specific as you move down the tree. For instance,

"Human" is a more specific type of "Mammal" and "Mammal" is a more specific type of "Animal".

Figure 2.2: Organism Ontology Hierarchy Representation
Organism

Animal

’ FloweringPlant ‘

Rose

2.2.3.3 Relationships

Ontologies capture various relationships between concepts and individuals:

e Subclass Relationships: Express hierarchical relationships where one concept is a

subclass of another. For instance, "Dog" is a subclass of "Mammal", as seen in figure 2.2.

e Property Relationships: Define how properties relate to concepts. For example,
hasLegs could be a property relating the concept of "Animal" to a numerical value

representing the number of legs.

e Equivalence Relationships: Specify that two concepts are equivalent in meaning. For

instance, "United States" and "USA" could be declared as equivalent individuals.

2.2.3.4 Example: OWL Ontology for Vehicles

Suppose we wanted to create an ontology for representing vehicle-related information. In order

to accomplish that, we would need the following concepts and properties:

o Concepts:

— "Vehicle"
_ llCar“
— "Motorcycle"
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— "Bicycle"
e Properties:

— hasColor (relates vehicles to their colors)

— hasWheels (relates vehicles to the number of wheels)
e Individuals:

— RedCar (an instance of "Car" with the property hasColor set to "Red" and hasWheels
set to 4)

— BlueMotorcycle (an instance of "Motorcycle" with the property hasColor set to
"Blue" and hasWheels set to 2)

2.2.3.5 Semantic Web and Interoperability

Ontologies are integral to the Semantic Web, where they facilitate data integration and inter-
operability. When different systems use shared ontologies, they can understand and exchange
data more effectively. For example, a product ontology allows e-commerce websites to exchange

product information seamlessly.

2.2.3.6 Inference and Reasoning
Ontologies enable automated reasoning and inference. Given our vehicle ontology, an inference
engine can deduce that a "Car" is a "Vehicle" and inherit properties and relationships accordingly.

In conclusion, ontologies serve as a powerful tool for modeling and structuring knowledge in
a formal, machine-readable manner. They provide a common vocabulary for domains, enable
data integration, and support intelligent reasoning, making them indispensable in fields where

precise representation and understanding of concepts and relationships are paramount,

2.2.4 SPARQL

SPARQL is a powerful query language and protocol for querying, retrieving, and manipulating
data stored in RDF format. SPARQL enables precise and expressive querying of RDF data,
allowing users to extract meaningful information. In the following subsections, we will discuss
the key concepts that makeup SPARQL.

2.2.4.1 Basic Components of SPARQL Queries

e« SELECT: Specifies the variables you want to retrieve in the query results.

« WHERE: Defines the patterns to match in the RDF data.
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FILTER: Enables conditions for filtering results.

ORDER BY: Sorts the query results based on specific criteria.

LIMIT: Restricts the number of results to retrieve.

PREFIX: Declares namespace prefixes for concise URIs in queries.

2.2.4.2 Basic SPARQL Query Structure

A typical SPARQL query follows this structure:

PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns>
PREFIX foaf: <http://xmlns.com/foaf/0.1/>

N

SELECT ?subject ?predicate ?2object WHERE ({

?subject ?predicate ?object

w

Listing 2.1: Sample SPARQL Query

This simple query retrieves all triples in the RDF data, returning three variables: ?subject,

?predicate, and ?object.

2.2.4.3 Example: Retrieving Data

Suppose we have an RDF dataset describing books, authors, and genres. Here is an example

query to retrieve all book titles and their authors in Listing 2.2.

PREFIX ex: <http://example.org/>

N

3|SELECT ?bookTitle ?authorName
WHERE {
?book ex:hasTitle ?bookTitle

o

?book ex:hasAuthor ?author

~

?author ex:hasName ?authorName

Listing 2.2: Book title query

In this query, we use PREFIX to declare a namespace for our dataset and then SELECT
to specify the variables we want in the result. The WHERE clause defines a pattern to match:
a book with a title and an author with a name. The query retrieves book titles (?bookTitle)

and author names (?authorName).
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2.2.4.4 Filtering Data with Filter

SPARQL allows you to filter results using FILTER. For example, you can modify the previous

query to retrieve only books published after 2000, as we can see in Listing 2.3.

PREFIX ex: <http://example.org/>

N

3|SELECT ?bookTitle ?authorName
WHERE {
?book ex:hasTitle ?bookTitle

o

6 ?book ex:hasAuthor ?author

7 ?author ex:hasName ?authorName

8 ?book ex:hasPublicationDate ?date

9 FILTER (?date > "2000-01-01"""xsd:date)

Listing 2.3: SPARQL Filter Example

Here, we filter results based on the publication date, using the FILTER . clause to include
only books published after January 1, 2000.

2.2.4.5 Joining and Ordering Data

SPARQL also allows you to join data from different parts of the RDF graph and order results.
Consider the query in Listing 2.4 to retrieve book titles and authors, ordered by the book title.

PREFIX ex: <http://example.org/>

3|SELECT ?bookTitle 2authorName
WHERE {
?book ex:hasTitle ?bookTitle

ot

?book ex:hasAuthor ?author

-~

?author ex:hasName ?2authorName
8|}
ORDER BY ?bookTitle

Listing 2.4: SPARQL Join Example

This query combines data from books and authors and orders the results alphabetically by
book title.
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2.2.4.6 Aggregating Data

SPARQL supports aggregating data, allowing you to perform operations like counting, summing,

or averaging values. In Listing 2.5 is an example of counting the number of books by each author:

PREFIX ex: <http://example.org/>

3|SELECT ?authorName (COUNT (?book) AS ?bookCount)
4+ |WHERE {

5 ?book ex:hasAuthor ?author

6 ?author ex:hasName ?authorName

7|}
GROUP BY ?authorName

w0

Listing 2.5: SPARQL Aggregation Example

In this query, we use COUNT to aggregate data, grouping the results by author name to

count the number of books each author has written.

The expressive querying capabilities of SPARQL make it a vital tool for navigating and
extracting meaningful information from RDF data, contributing to the effective utilization of

Semantic Web technologies in diverse domains.

By understanding these fundamental concepts, researchers can grasp the underlying principles
of narrative extraction from semantic graphs. The utilization of semantic graphs as a structured
source of information offers unique opportunities for capturing narrative coherence and extracting
meaningful insights. In the subsequent sections, we will explore the existing research landscape,
outline our proposed approach, and present experimental results to demonstrate the effectiveness

and adaptability of our methodology.
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State of the Art

Narrative extraction, a pivotal task in Natural Language Processing (NLP) and computational
linguistics, has seen significant advancements driven by the proliferation of textual and multi-
media content on the web. Extracting narratives involves identifying and structuring coherent
and meaningful stories from unstructured data sources, and facilitating applications such as
information retrieval, summarization, storytelling, and question-answering. Here, we delve into
the state of the art in narrative extraction, drawing on key works and methodologies to provide

a comprehensive overview.

In this chapter, we go over the key methodologies employed in the field of narrative extraction.
We start by presenting the main NLP related approaches, by describing their general workflow
and explaining the contribution of each work. We follow up by introducing semantic graphs for the
task of narrative extraction and presenting a few methodologies that aim to leverage these graphs
for this task. We then showcase approaches that seek benefits from both NLP and semantic
graphs in order to extract narratives. Additionally, we reference some approaches that utilize
different multimedia sources. Finally, we delve into different evaluation techniques employed in
the field of narrative extraction and semantic graph analysis, finishing off by summarizing the

main challenges of existing approaches and avenues for future work.

3.1 Natural Language Processing Techniques

NLP-based methods have been at the forefront of narrative extraction research [33], employing
various techniques and stages to extract narratives from textual data. These approaches typically
involve several stages, including pre-processing and parsing, identification and extraction of

narrative components, linking components, representation of narratives, and evaluation.

Pre-processing and parsing stages, generally, involve text normalization and tokenization.
These initial steps aim to transform unstructured text into a structured format that can be
further analyzed and processed. The identification and extraction of narrative components

involve techniques such as named entity recognition, event detection, and coreference resolution.

15
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These techniques help identify key entities and events that form the basis of narratives.

The linking components stage focuses on establishing relationships and connections between
the identified entities and events. This can involve semantic role labeling, which assigns roles to
the participants in events, and event coreference resolution, which links similar events across
different texts or documents. The representation of narratives stage aims to capture the extracted

information in a structured and coherent manner.

Narrative extraction based on NLP spans out across a wide field of studies. One example of an
NLP-based approach is the extraction of narratives from administrative records, as demonstrated
in the work by Megerdoomian et al. [25]. The authors employed Apache cTAKES and other NLP
tools to extract clinical terms, events, and relationships related to mental health and substance
use from the text. Their system also involves domain-specific entity and event identification,
considering source attribution and negation detection. Their work highlights the applicability of

NLP-based methods in extracting narratives from domain-specific textual data.

Anantharama et al. [3] discusses the concept of narrative modeling and its potential
applications, particularly in the field of social sciences. The authors highlight the importance of
understanding how narratives evolve over time and how they can be analyzed using computational
techniques. The article introduces CANarEx, a contextually-aware narrative modeling approach
that uses Transformer models. The authors compare CANarEx to existing methods and
demonstrate its superiority. The framework involves steps like co-reference resolution, micro-
narrative extraction, and narrative clustering. The article also mentions the application of
CANarEx to datasets related to "First Nations" in Australia, showing the progression through

each step of the framework and the resulting micro-narratives.

Norambuena and Mitra [27] achieve narrative representation and extraction from large-scale
online data, particularly in the context of new narratives. The authors propose a computational
representation for narratives based on graph theory, with a focus on directed acyclic graphs
to reflect the temporal structure of stories. They also develop an extraction algorithm that
maximizes the coherence of the narrative map while considering structural and topic coverage

constraints.

Hussain et al. [19] discuss the challenge of misinformation on social media, particularly during
the COVID-19 pandemic, and propose a narrative visualization tool for blogs. The authors
contribute by developing a tool that extracts and visualizes narratives from social media content,
aiding in the understanding and analysis of narratives. They also detail a research methodology
involving named entity extraction, network topic modeling, and NLP to extract narratives. Their
tool aims to combat misinformation and enhance the ability of the user to explore and provide

feedback on narratives.

Edwards et al. [9] present their work in which they aim to gain deeper insight into narratives
and improve them. The authors focus on analyzing social networks within narratives, with
characters as nodes and their interactions as edges. They claim that extracting social networks

from unstructured text sources, like scripts or novels, is challenging. The paper compares
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three techniques for extracting social networks from TV scripts: manual extraction, NLP, and
co-occurrence networks. The study uses the TV series "Friends" as a case study and presents
findings on network properties and interactions between characters. The authors conclude that
automatic extraction methods (NLP and co-occurrence) are efficient, but recommend manual

extraction for analyses requiring clustering.

Maestre et al. [23] investigate linguistic patterns in different narrative genres, such as news,
reviews, and tales of children, aiming to identify variations in linguistic features based on
their communicative purposes. Using computational tools, diverse corpora from these genres
are analyzed for the presence and frequency of specific features, providing insights into the
distinct characteristics defining each genre and commonalities within the narrative typology.
The findings of the research findings can benefit NLP areas like computational narratology,
enhancing understanding of genre-specific features and supporting the development of more
robust automatic story generation tools and NLP tasks such as question answering and automated

journalism.

While NLP-based methods have achieved significant success in narrative extraction, they are
not without limitations. These methods heavily rely on the availability of annotated training
data and domain-specific resources, which may be scarce or non-existent for certain domains or
languages. Moreover, the complexity of narratives, with their inherent ambiguity and variability,
poses challenges for NLP techniques to accurately capture and represent the intended meaning.
Therefore, further research is needed to enhance the robustness and adaptability of NLP-based

approaches to effectively extract narratives from diverse textual sources.

3.2 Semantic Graphs for Narrative Extraction

Semantic graphs have emerged as a promising framework for narrative extraction [5]. They

provide structured representations of entities and their relationships, enhancing both local and

global coherence in narratives.

For example, Blin [5] explores the role of narrative cognition and the development of
computational systems for narrative representation. Their methodology comprises a multi-
fold approach. Firstly, the author distinguishes between event-level and narrative-level analysis
using a modified Simple Event Model, with a focus on who, what, when, where and why
dimensions of narrative elements. Events relevant to a specific narrative, such as the "French
Revolution", were collected from Wikidata and Wikipedia using carefully chosen graph paths and
this data was enriched with pertinent information, including participants, locations, timestamps,

and causal links.

Furthermore, Blin [5] outlined the construction of narrative networks. Using the collected
data, a narrative graph was generated by converting the original triples from Wikidata and
key-value pairs from Wikipedia into a structured narrative format. The resulting graph represents

the relationships and attributes of events, participants, and locations within the narrative. Lastly,
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their research delves into the hypothesis generation within these narrative graphs, distinguishing
between offline inference (graph completion) and online inference (next event prediction). Rules
for converting data into graph form were manually designed and reasoning steps focused on
enriching node types and semantics within the graph. Their study also considers the potential
for machine learning to automate event collection from knowledge graphs. Their work holds

promise for improving narrative understanding and reasoning.

Gottschalk and Demidova [13][14] introduced EventKG, a multilingual Resource Description
Framework (RDF') knowledge graph containing over 690 thousand events and 2.3 million temporal
relations from sources like Wikidata, DBpedia and Wikipedia in five languages. EventKG
enhances event-centric information integration and provides interlinking, relation strength, and
event popularity data. The authors emphasize the relevance of EventKG in Semantic Web,
Question Answering, and timeline generation applications and discuss its data model, including

provenance information and schema.

Althoff et al. [2] presented TIME-MACHINE, an approach to generate timelines for entities in
knowledge graphs considering relevance, temporal, and content diversity. Using sub-modular
optimization, it selects a subset of diverse and important events. The proposed interactive
timelines enable detailed exploration and user studies to confirm its effectiveness compared to

existing methods, making it a valuable tool for organizing and presenting complex entity histories.

3.3 Hybrid Methods

Hybrid methods for narrative extraction combine the strengths of NLP-based and graph-based
approaches to improve the accuracy and adaptability of narrative extraction. These methods

aim to leverage the complementary nature of these approaches to enhance overall performance.

For instance, Metilli [26] proposed "NarraNext", a semi-automatic tool designed to extract
narrative elements from user-uploaded natural language text and facilitate the creation of
complete narratives based on this extracted knowledge. NarraNext employs NLP techniques,
including deep neural networks, to identify narrative elements within text. It is integrated with
the Wikidata knowledge graph to import relevant knowledge. This tool serves as an evolution of
the previous "NBVT" (Narrative Building and Visualization Tool) and aims to streamline the

process of narrative extraction from text, making it faster and more efficient.

Tang et al. [38] introduced a novel approach called Multi-Tier Knowledge Projection Network
(MKPNet) for event relation extraction in event-centric knowledge gr