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Abstract—Social media is increasingly becoming a window to
the user’s personality. Hiring the right candidate is a formidable
task for any organization and particularly in the highly compet-
itive software industry. This paper presents a machine learning
and natural language processing based system to leverage social
media to assess job applicants for their suitability for a given
job. We use LinkedIn profiles to assess the technical suitability
and combine Twitter posts with them to assess the emotional
intelligence of the applicant. The system thus indicates both the
technical and soft skills perspective of the job applicants. The
system can be used by both prospective employers and employees.
Employers can use it to shortlist job applicants and prospective
employees can use it to evaluate their chances, retrospect, and
take any corrective action. The results from the created system
are encouraging.

Index Terms—Machine Learning, Regression, Hiring, Social
Media, Natural Language Processing

I. INTRODUCTION

Workplace diversity is of prime importance across all
organizations. Candidates should not be judged based on
their religion, gender, race, age, or other external factors.
Using automated Artificial Intelligence based tools that can
help eliminate or at least reduce these factors and conscious
biases introduced by humans in the decision-making process is
currently the need. Reducing human subjectivity in applicant
screening is crucial to a fair and progressive job market. At the
same time, care must be taken not to introduce bias through
the datasets used and the algorithmic solutions designed.
Employing this guiding principle is shown to improve the
organization’s growth as well. It is now a widely accepted
fact that a more diverse work environment, in fact, boosts the
company’s growth. Using an Artificial Intelligence approach
to hiring can help reduce human biases and increase diversity
in the workplace. It is now common practice for hiring teams
to use social media during the hiring process [1]. The work
described in this paper helps automate the process to alleviate
their workload.

While the number of candidates is increasing for every job
posting, in many organizations, the methodologies employed
for the hiring process largely remains the same. Identifying

ideal candidates for any organization is a pivotal task for
the growth of the organization. The technical expertise of the
candidates needs to align with the job requirements. There is
plenty of manual intervention needed in filtering out the can-
didates, even before the actual interview process begins. This
implies substantial cost and time overhead per job opening.
There is a need to find an efficient and automated solution to
help the recruiting managers in generating a compact candidate
set, who are then selected for the subsequent recruitment
process. Since this is a prototype, the work described in this
paper uses a reduced dataset in the ICT and Computer Science
areas but can be easily generalized to hiring in other areas as
well.

Securing trust in online social networks [2] [3]and evolving
a truthful world wide web [4] [5] are important problems,
implying that using social media for hiring has ethical im-
plications. The current literature includes substantial work on
ethical considerations in algorithmic hiring. For brevity, this
paper does not delve into the ethical aspects of the work in
detail. The objective of this work is to support the hiring
process by providing an automated mechanism to shortlist
candidates from a huge pile of applications. It is by no means
meant to replace the due diligence required on part of the
hiring team in the context of the legal, ethical, and social
framework. The work described in this paper follows from
our earlier conference presentation [6].

II. LITERATURE REVIEW

As part of the literature review, we investigated a few
implementation techniques that aim to provide automated
recruitment solutions. The literature available in this domain
is massive. This section covers some of the literature that
is closely related to the work done in this paper but for
brevity reasons, not all. From what we observed, the popular
approaches do not seem to provide a holistic solution for
filtering out eligible candidates. We need to have a grading
system based on different qualifying factors that have been
indicated in the job portals. Hence, it did not seem that the
suggested techniques in the existing literature we surveyed are
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the most ideal solutions to this problem. The work detailed in
this paper attempts to address some of the gaps.

Machine learning has been used to predict the performance
of an applicant during the hiring process and also during
employment from a given dataset containing a number of
features [7]. It has also been used to study under-reporting
of discrimination during hiring with respect to gender differ-
ences [8]. Clustering using Partition Around Medoid (PAM)
algorithm can be used to study the ”Quality of Hire” problem
[9]. Clustering, Association rule mining, and natural language
processing techniques have been used on resumes and job
test results to help with hiring [10]. Artificial Intelligence
techniques have been used to build an intelligent recruitment
system [11].

Hiring may not be effective if the hired employee stays
away from work for various personal reasons. Researchers
[12] tackled the problem of predicting absenteeism of prospec-
tive employees using various Machine Learning models and
achieve around 90% accuracy with the models. Factors con-
tributing to the acceptance of Artificial Intelligence models
such as the ones used in this paper are analyzed in [13].
In [14], an automated recruitment technique is proposed that
asks the applying candidates to enter their Twitter handle
along with their resume. While the resume is parsed for
understanding the technical standing of the candidate, the
Twitter profile can help the recruiter understand the candidate’s
emotional intelligence. Machine learning techniques have been
suggested to generate a personality predictor. This balance
of both technical knowledge and the emotional quotient will
help generate a potential candidate list with higher employee
retention.

Authors [15] proposed a recruitment system that uses a
combination of social networking sites (Twitter, Facebook),
code repositories (Github) and coding platforms (SPOJ) to
generate job-preparedness criteria that will help the recruiters
identify the potential candidates with aptly aligned technical
and social expertise. This paper proposes the use of openly
available data to better gauge the candidate’s potential. This
will help the organizations get a wholesome view of the
employees.

Researchers [16] discuss the ways of automation of sub-
processes of recruiting, such as personnel scoring and content
analysis. They also discuss the importance of the initial
analysis of the resume and the selection of the employee
based on the need of the organization. In large corporate
organizations, firms with high turnover and companies with a
permanent personnel reserve, there is the problem of analyzing
many resumes during the recruitment cycle. In this paper, the
solution to the issue is proposed to be an automated resume
analysis with sorting along with integration with the overall
recruitment system adopted in the organization.

Emotional intelligence is pivotal in determining candidates’
suitability for different corporate positions. Emotional intel-
ligence has a valuable impact on the overall performance
of not just the applying candidate, but also the team spirit
of the organization that they will be joining. In [17], the

significance of mean differences in the work performances of
the executives was determined. The dimensions covered are
work performance quality, amount of effort put to complete
a task, job speed, care in handling the company, ability to
handle different jobs, initiative on the job and other such
factors. The resulting difference in the mean scores of lower
and higher emotional intelligence executive groups on all the
dimensions of work performance was in favor of the high
emotional intelligence group of executives.

Researchers [18] proposed an analysis of the personality
traits of the potential candidates to help identify the right can-
didates, as well as improve employee retention. The produced
candidates’ listing combines character features automatically
extracted from each candidate’s social media activity, in this
case, Facebook and Twitter. This is assessed against actual
personality traits manually evaluated by human recruiters. The
paper employs the technique of asking the applicants to log-in
to the system with their Facebook or Twitter credentials. This
will help get access to a large amount of information, such
as status updates, interaction with other users and interests
indicated by “likes” or side projects. This information can
demonstrate their strengths and passions in a way that the
employment history can’t always do.

Compared to the existing solutions, we believe that our
solution is a relatively more comprehensive technical approach
to the problem of job matching, incorporating the computation
of employability and emotional intelligence indicators from
multiple sources.

III. METHODOLOGY

The system is divided into the following modules:
Recruitment Module: For this module, we created a web

portal for recruiters to look for suitable candidates for a job
posting. The recruiter is expected to enter the job description
and the country for which they are looking for candidates.
Following this requirements entry, the recruiter is prompted
with a list of the top 5 candidates for the job. The machine
learning algorithms return the top 5 candidates from the dataset
to the recruiter based on the relevancy scores, keywords,
relevant education, and experience of the candidates.

User Module: The user module is meant for individuals
who want to know their general employability score and
emotional quotient indicator. The module is divided into two
parts:

• Emotional Quotient Indicator: This module is for cal-
culating the general emotional quotient indicator of a
candidate. Sentiment Analysis is performed on the Twitter
data of the candidate, along with the summary and
interests section of their LinkedIn profiles to calculate
the emotional quotient indicator that is returned to the
candidate.

• Employability Score: This module predicts the general
employability score of a candidate. The candidate score
for each candidate in the dataset is first calculated using
a formula. A manual correction is then applied to the
score by quick visual inspection of the profile, where



applicable. Since the number of profiles is huge, initial
automatic calculation of the score helps in most cases and
the next step of quick browsing and manual correction
helps in generating the machine learning model more
accurately. Multiple Linear Regression is used to predict
the scores for new candidates, based on the keywords in
their profile, their education and work experience.

Job Application module: The job seekers are required to
submit their resume and the URLs for social media websites
such as LinkedIn, Twitter, and GitHub. The system extracts
all necessary information like background, skills, code contri-
butions, contributions to discussion forums and provides it to
the technical expertise calculator. The job seekers also provide
their Twitter handle and the system extracts relevant data from
their posts and other activity on the social media platform. This
data is fed into the emotional quotient calculator.

Technical Expertise Calculator: This module takes in the
extracted data from the different social media handles and
calculates the technical expertise of the applicant. It considers
the information in Table I while giving it a score/rank.

TABLE I
FEATURES USED FOR EXPERTISE CALCULATION

Latest Degree All Degrees Awarded
Universities Attended Education Description
Years of Experience Experience Description

Experience Skills Interests and Events Attended
Group Memberships Honors Received
Industry Experience Skills and Specialties Listed

Emotional Intelligence Quotient Indicator: This module
takes in the extracted data from the different social media
handles and calculates the emotional quotient indicator of the
applicant. The data from the different social media platforms
are used for performing lexical analysis and predicting per-
sonality and estimating their emotional aptitude.

The following fields are also considered for calculating the
emotional quotient indicator of the candidate:

• Profile Summary
• Interests
• Twitter Handle
Candidate Ranking Algorithm: This module calculates

each candidate’s relevance score to the job and ranks the
candidates based on their respective scores. The eligibility
scores thus generated reflects how well the candidate fits a
particular job. This is done through features that may be
represented as Boolean values set to 1 in case of the presence
of a particular trait or as numerical values where the number
indicates the score of a candidate for that particular feature.
This is then fed into the machine learning algorithm which
constructs the ranking model. The ranking model then uses
the scoring function to determine the candidate’s rank based
on the feature vector of the candidate.

A. Computing Infrastructure

For the implementation of this work we made use of Jupyter
notebooks, Google Colab and the High-Performance Com-
puting (HPC) system provided by the Charles W. Davidson

College of Engineering at San Jose State University. The
following computing infrastructure has been used to perform
all the computations required in our approaches:

• Computing system with powerful multi-core and multi-
socket servers, high performance storage, GPUs, and
large amounts of memory.

• Compute partition contains all compute nodes (128GB
RAM, no GPU)

• GPU partition contains all general GPU programming
capable nodes (256GB RAM, NVIDIA P100 GPU)

• Several queues, or node partitions used for submitting
jobs.

B. Dataset

The dataset used for this project is a collection of the
JSON objects extracted using the LinkedIn API and contains
detailed profiles of people available on the platform. We found
this dataset in the form of a JSON dump online. Prior to
preprocessing, the size of the dataset was approximately 10
GB. It contained profile details of over 2 million LinkedIn
users and around 20 attributes per user in each JSON object
per user. We also collected some job descriptions from the
Internet.

C. Dataset description

The dataset originally contained 20 attributes for every
LinkedIn profile in the JSON object. This JSON dump was
then refined to create new attributes which are used in
the Machine Learning models. The attribute selection and
construction follow a typical feature engineering task for a
machine learning project and are explained below, starting
with a description of the original attributes in the dataset:

• EDUCATION DESC: Contains information related to
the education of the person such as Degrees, Majors,
University etc.

• EVENT DATA: Contains information related to events
attended, name of the event, and title held when attending
the event.

• EXP YEARS RANGE: The years of experience for each
person categorized into 8-year ranges to make the dataset
easier to deal with.

• LATEST DEGREE: Contains the last degree obtained by
the person.

• DEGREES: Contains all the degrees obtained by the
person.

• UNIVERSITY: Contains a list of names of universities
where the person studied.

• EXPERIENCE DESC: Contains information related to
the work experience of the person like the Company
worked for, the Title of the position, the year joined
the company and a description of the tasks and projects
completed during their stay at the company.

• EXPERIENCE YEARS: The number of years of work
experience from the start of the career.

• GROUP MEMBER: Contains information related to all
the groups the person is a member of.



• GROUP AFFILIATION: Contains information related to
all the groups the person is affiliated with.

• HONORS: Contains any honors that the person might
have received.

• INDUSTRY: Name of the industry the person belongs to.
• INTERESTS: Contains a list of the interests the person

has.
• LOCALITY: Indicates the locality where the person is

from, or where the person currently resides.
• COUNTRY: Indicates the country where the person is

from, or where the person currently resides.
• NAME: Name of the person.
• SKILLS: Consists of a list of skills the person has.
• SPECIALITIES: Consists of a list of skills the person

considers to be their specialties.
• SUMMARY: It contains a paragraph or points that the

person has mentioned on their LinkedIn profile to give
an overview of their background.

• URL: Gives a URL to the LinkedIn profile of the user.

All these columns consist of textual data which is
later converted into numerical information and stored in
their respective score columns. For instance, for the LAT-
EST DEGREE SCORE column, the score is calculated
based on the Latest Degree obtained by the person. The
higher the degree, the higher the score. Similarly, for
EXP YEARS RANGE SCORE, the score was calculated
based on the range the number of years of experience of the
person lies in. The higher the range, the higher the score.

For some columns like DEGREES SCORE, UNIVER-
SITY SCORE, HONORS SCORE, INTERESTS SCORE,
if any data was present in their columns, a score of
1 is awarded, otherwise 0. For other columns like
EDUCATION DESC SCORE, EVENT DATA SCORE,
EXPERIENCE DESC SCORE, EXPERI-
ENCE SKILLS SCORE, GROUP MEMBER SCORE,
GROUP AFFILIATION SCORE, SKILLS SCORE,
SPECIALITIES SCORE, SUMMARY SCORE, the score
is calculated by counting the number of computer-related
keywords that could be found in these columns from the
keyword corpus curated by the team.

• CANDIDATE SCORE is a score calculated for the can-
didate using a method created by the authors and the
scores calculated for each feature. The score is computed
from the following attributes, encoded as numbers: (a)
Latest Degree (b) Experience in years (c) All Degrees
(d) University Education Description (e) Event Data (f)
Experience Description (g) Skills (h) Honors (i) Group
Affiliation (j) Interests (k) Industry Skills (l) Specialities
and (m) Summary. This score is scaled and made to lie
between 1 and 10. It gives the general Employability rank
of the person based on the information present in their
LinkedIn profile.

• ALL DATA: This column is a cleaned, comma
separated combination of multiple columns namely
EDUCATION DESC, EXP YEARS RANGE,

LATEST DEGREE, DEGREES, EXPERIENCE DESC,
EXPERIENCE SKILLS, INDUSTRY, INDUSTRY,
INTERESTS, COUNTRY, SKILLS, SPECIALITIES,
SUMMARY. The purpose of this column is to provide
important keywords present in a candidate’s profile
which is used along with the keywords present in the
job description for computing the TF IDF vector.

• YEAR RANGE: In this column the EXPERI-
ENCE YEARS column has been split into ranges
of two years each. Making it easier to get predictions on
the basis of similar work experience.

• TWEETS: This column consists of tweets from the
candidate that have been fetched via the Twitter API.
This column is further used to determine the Emotional
Quotient Indicator of the candidate.

• POLARITY: This column consists of the score gener-
ated after the sentiment analysis of the SUMMARY,
INTERESTS and TWEETS column. The score originally
lies between - 1 to 1. -1 being completely negative, 0
being neutral and 1 being completely positive. This score
is scaled from 0 to 1 using MinMax Scaler and then
converted to a factor of 10 for further processing.

D. Data Preprocessing

Before feeding the data into any Machine Learning model,
it needs to be preprocessed. This step improves the accuracy
of the model and helps in obtaining better results. Data Pre-
processing includes the removal of redundancy, unnecessary
symbols, outliers, noise, dimensionality reduction and data
normalization. Once the data has been preprocessed and the
quality of the dataset has been improved, it is ready to be
processed by the Machine Learning model. The dataset being
used in this project had the entire profile of each user dumped
as a JSON object. We used the first 2 million entries for this
project and converted them into a dataframe for preprocessing
and cleaning.

The steps followed to preprocess the dataset are:

• Irrelevant features as determined by visual inspection
and human intuition such as gender, race, and language
familiarity are simply dropped, ensuring not to introduce
any bias. Since this dataset is just a raw dump of web
crawling, it had plenty of other extraneous information
such as numerical id.

• Special characters in the features like Summary, Experi-
ence, Education, Events are removed.

• The dataset had information also in multiple languages
other than English. For the purpose of this project, only
the rows containing English characters were kept and the
rest were dropped.

• The data also consisted of people from various industries,
not necessarily related to Computers and Information
Technology. But for this work we dropped the rest
and only kept entries that were related to Computers,
Software, Hardware, Information Technology, and related
fields.



• A list consisting of over 2500 words related to Com-
puters, Computer Programming Languages, Tools and
technologies was also curated to identify the keywords
in the dataset.

• Calculated the number of years of work experience the
person has from the information collected from the Ex-
perience section.

• Used Python packages and regular expressions to find out
the country of the person from the information mentioned
in the Locality column.

The final dataset after the preprocessing contained 190,773
entries.

IV. EXPERIMENTS AND RESULTS

For this work, various machine learning algorithms are used
to predict the top candidates based on the input provided
by the recruiter. The approaches and computation details are
discussed below.

A. Document Vectorizer

In view of the length of texts involved, we determined that
TF-IDF is better suited to the problem than other language
models like BERT [19], which do not work well with long
texts [20]. The results with TF-IDF seemed satisfactory. As
explained later, an instance of the effectiveness of the TF-IDF
approach can be seen in Fig. 1. The Term Frequency-Inverse
Document Frequency is a weighting metric used for creating
document vectors from textual data. TF-IDF defines weights
for documents and helps create a vector space using those
weights, which can then be used to find similar documents.
More important words from the textual data can be found and
given higher weights after using the TF-IDF metric.

Term Frequency (TF) is the number of times a particular
word or “term” appears in a document divided by the total
number of words in the document.

Inverse Document Frequency (IDF) is the logarithm of the
number of documents divided by the number of documents
that contain the word w. It determines a weight that prioritizes
the relative rarity of words across all documents in the corpus.

TF-IDF (term frequency-inverse document frequency) is a
statistical measurement for evaluating the relevance of a word
in a document that is part of a collection of documents or
corpus. This is done by multiplying how many times a word
appears in a document, the term frequency and the inverse
document frequency of the word across a set of documents.
In simple words TF-IDF is TF multiplied by IDF.

Steps that were followed to implement the TF-IDF docu-
ment vectorizer:

1) A new column called ALL DATA is first created.
This column is a cleaned, preprocessed combination
of multiple columns like EDUCATION DESC, LAT-
EST DEGREE, DEGREES, EXPERIENCE DESC,
EXPERIENCE SKILLS, INDUSTRY, INTERESTS,
COUNTRY, SKILLS, SPECIALITIES, SUMMARY.
The purpose of this column is to provide important
keywords present in a candidate’s profile which is used

along with the keywords present in the job description
for computing the TF IDF vector.

2) The job description from the user is added at the end of
the dataframe before computing the TF-IDF vector.

3) Once the job description node is added, a TF-IDF vector
is created using the TfidfVectorizer() method. The TF-
IDF vectorizer can be used to find out the importance
of a word relative to other words in the text.

4) A matrix containing words from the job description
and word count for each word in each document DF
(document frequencies or local weights for all words in
each document) can be observed.

Fig. 1. TF-IDF values of a few words in the profiles matching the job
description used

The TF-IDF values in Fig. 1 give insights into the word
usage in the best matching candidate profiles. The job de-
scription used in this instance relates to financial software
development. Therefore, the relevant profiles fetched from the
dataset demonstrate experience in fraud detection and other
financial applications.

B. K-Nearest Neighbor Algorithm Implementation

Similarity plays an important role in Machine Learning
[21]. The K-Nearest Neighbor (KNN) Algorithm is used to
determine similar documents, in this case the candidate profiles
similar to the job description. This algorithm constructs a
document plot in the vector space from the documents supplied
to it. Documents that have the least distance among themselves
are considered to be the most similar. This algorithm can be
used to generate recommendations based on textual data.

The distance between two vector representations of the
documents is calculated using the Euclidean distance formula.
Euclidean distance is Minkowski distance shown in the equa-
tion (1) when p = 1. This approach is used to suggest the
top five candidates based on their position in the K-nearest
neighbor plot relative to the data supplied by the recruiter. It
must be noted that the K-NN algorithm is used for determining
the ’K’ nearest neighbors and not in the usual classification
or regression contexts.



Minkowski distance of order p,

Di =
p

√√√√ N∑
i=1

|ui − vi|p (1)

where ui and vi are the feature vectors of two text documents.

Fig. 2. Selecting the best matches using the nearest neighbor algorithm

As illustrated in Fig. 2, the following steps detail the use of
the Nearest Neighbor algorithm to generate recommendations:

1) The TF-IDF matrix generated by the TF-IDF algorithm
is passed to the KNN algorithm.

2) The KNN algorithm runs on this matrix to produce a
vector space of documents. Each document is a vector
in the multidimensional space where each dimension
is a unique word in the corpus. For our experiments,
if the corresponding resume is not available, we relied
only on LinkedIn social media profile because LinkedIn
profiles are usually comprehensive and resumes are often
generated from LinkedIn profiles.

3) K is a hyperparameter and is set to 5, so that the
algorithm returns the five best matching profiles. In this
case, it is assumed that only 5 best suited candidates
will be called for an interview.

4) From the plot, the five document vectors that are nearest
to the job description vector are determined.

5) Since the vectors represent the candidate profiles, the
five vectors with the least distance from the job descrip-
tion nodes are provided as the output suggesting that
those candidates are the ideal matches to the require-
ments being input by the recruiter.

6) Those five candidates are then shown as the final output
to the recruiter.

C. Multiple Linear Regression Implementation

Linear regression is a statistical model that considers the
linear relation between two (Simple Linear Regression) or
more (Multiple Linear Regression) variables. In the case of
two variables, one of them is a dependent variable and another
one is an independent variable. Linear relationship means that
when the value of the independent variable(s) increases, the
value of the dependent variable also increases proportionately.

Using Multiple Linear Regression, the General Employa-
bility Score of a potential candidate can be calculated. The
following steps are performed to find the Employability Score
for each candidate:

1) First, the Candidate Score for each person in the dataset
is assigned using criteria that took into consideration the
scores calculated for each column or feature.

2) The calculated score is scaled using MinMaxScaler to
lie between 0 and 1.

3) It is then multiplied by 10 and rounded off to 2 digits.
4) A number of such scores are manually inspected for

glaring mismatches and corrections applied.
5) When a new candidate entered their data on the portal,

their information is converted to numerical scores for
each feature and their Employability score is calculated
using Multiple Linear Regression. The process is illus-
trated in Fig. 3a.

Fig. 3. (a) Computation of the employability score using Multiple Linear
Regression (b) Computation of the emotional intelligence indicator

D. Sentiment Analysis Implementation

The emotional quotient indicator has been computed from
the sentiment analysis of the SUMMARY, INTERESTS and
TWEETS columns. Sentiment analysis is the process of de-
termining the emotional tonality behind a text or a series of
words.

The following steps are used to compute the final score:
1) The three columns are cleaned and preprocessed.
2) The text from SUMMARY and INTERESTS from the

LinkedIn profile is passed to TextBlob, which is a
Natural Language Processing based library. The text is
analyzed by the library for sentiment and a score called
“polarity” is generated.

3) Using the Twitter handles provided in the LinkedIn
profiles, a separate data frame is constructed for the
Tweets by every user that are fetched from the Twitter
API. We limited the number of tweets collected using
the API to 200, which is fairly sufficient and reflective
of the information we seek to gather from them. The
tweets are then passed to the TextBlob library and a
polarity score is generated for each tweet and stored in



the POLARITY column of the tweets data frame. The
average of this column is calculated.

4) The polarity score lies in the range of -1 to 1. -1
being completely negative, 0 being neutral and 1 being
completely positive. Further, the average of the tweets
polarity and summary, interests polarity is calculated.

5) This score is then scaled using the MinMaxScaler so
that the score lies between 0 and 1. Once the score has
been adjusted to this range, it is converted into a factor
of 10 so that the final score that is returned to the user
is out of 10.

The process is illustrated in Fig. 3b.

E. Performance evaluation

For evaluating the model, the dataset is randomly split
into training and testing partitions. The result of the testing
partition is used to evaluate the overall performance of the
model.

K-fold Cross-validation The dataset is split into k (=6)
numbers of partitions. The model is trained based on (k-1)
partitions and one of the partitions is then used as the test
set. This process is repeated using the (k-1) partitions as the
training set and some other partitions as the test set, such that
each partition gets the chance of acting as the test set. The
final performance of the model is found by calculating the
average of all the test results.

Supplied test set The model is also evaluated based on
an externally supplied test set. This is then used to judge the
performance of the model based on expectations.

Fig. 4. Scatter-plot of the True Values vs Predicted Values for the Linear
Regression Model

Accuracy scores We also evaluated the model by calcu-
lating the accuracy score based on RMSE values. A scatter-
plot of the True Values vs Predicted Values for the Linear
Regression Model is shown in Fig. 4 and the results from the
regression runs are shown in Fig. 5.

Using the system to run the experiments Following steps
briefly describe the use of the system.

• The automated recruitment system designed for this paper
provides the end user with a web portal, where they could
log in as either the candidate or an employer. For brevity,

Fig. 5. Ordinary Least Squares Regression results

we are skipping the implementation details of the front-
end and other components not considered the core aspects
of the system.

• Assuming the role of an employer, one needs to enter
in the job description for which they are looking for
potential candidates.

• Having a detailed job description with all the technology



specifications, unique skill set requirements, educational
qualifications and such would help with generating a
more comprehensive output.

• Based on the job requirements, the employer would now
get a list of all the potential candidates who could be
suitable for the job.

• In the case of candidate login, they need to key-in values
for fields such as Degrees earned, university details,
education description, experiences that showcase the can-
didate’s potential, technical skills and so on. Based on
the input details, the user is provided with a candidate
score, which indicates the employability quotient of the
candidate.

V. CONCLUSION AND FUTURE DIRECTIONS

Social media posts are more spontaneous than a thoroughly
planned resume and other job application artifacts. The work in
this paper analyzes social media for technical and behavioral
clues to a job applicant to help in the hiring process. The
system can also help the applicants to evaluate their chances
and retrospect. In future work, we plan to provide a more
reliable list of the candidates by implementing some more
robust language and machine learning models. News coverage
also provides insights into the activities a job applicant is ca-
pable of. We plan to include searched news items also into the
evaluation metrics of a prospective employee. Explainability is
an important requirement in this domain, a direction we intend
to pursue in the future. Data from social media is inherently
heterogeneous. A future direction is to search for algorithms
to normalize the data in some way so that certain classes of
users are not disadvantaged. Additionally, rather than have the
user key in their social media details, we plan to implement
an ID generation technique that could help identify all the
social media handles which are pertinent to the candidate’s
profile. Addressing bias in the models [22] used for hiring is
another major area of research. Auditing the tools [23] of the
like described in this paper is a future direction as well.
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