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ABSTRACT

One of the diseases that attacks the lungs is pneumonia. Pneumonia is inflammation and fluid in
the lungs making it difficult to breathe. This disease is diagnosed using X-Ray. Against the darker
background of the lungs, infected tissue shows denser areas, which causes them to appear as white
spots called infiltrates. In the image processing approach, pneumonia-infected X-rays can be detected
using machine learning as well as deep learning. The convolutional neural network model is able
to recognize images well and focus on points that are invisible to the human eye. Previous research
using a convolutional neural network model with 10 convolution layers and 6 convolution layers has
not achieved optimal accuracy. The aim of this research is to develop a convolutional neural network
with a simpler architecture, namely two convolution layers and three convolution layers to solve the
same problem, as well as examining the combination of various hyperparameter sizes and regular-
ization techniques. We need to know which convolutional neural network architecture is better. As
a result, the convolutional neural network classification model can recognize chest x-rays infected
with pneumonia very well. The best classification model obtained an average accuracy of 89.743%
with a three-layer convolution architecture, batch size 32, L2 regularization 0.0001, and dropout 0.2.
The precision reached 94.091%, recall 86.456%, f1-score 89.601%, specificity 85.491, and error rate
10.257%. Based on the results obtained, convolutional neural network models have the potential to
diagnose pneumonia and other diseases..
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1. INTRODUCTION

In the medical world, X-rays are used in examinations that can show the inside of the human body. Technically, the X-ray
process requires no preparation or aftercare for the patient. The procedure is also quick and painless. When an X-ray machine creates
an image, the energy from the X-rays (the name refers to the type of radiation used) travels through the body and is absorbed by
various bodies at different speeds, such as bones, organs, and muscles. Then, detectors on the other side of the body collect the
X-rays as they pass through them and turn them into images. Solid-body parts will appear white like bone because radiation cannot
pass through solid tissue and bone. On the other hand, in softer tissues such as the lungs, X-rays pass through with little problem
and will show up as darker areas. X-rays are effective in visualizing the inside of the body, and from these images, doctors can
detect or diagnose related conditions, such as fractures, heart conditions, and even pneumonia. In pneumonia, the infected tissue
shows a denser area, so it will see white spots on the darker background of the lungs, and these white spots are known as infiltrates.
Pneumonia itself has become the main cause of infant death worldwide. Even in Indonesia, pneumonia is the second-most common
cause of infant and toddler mortality [1]. In 2018, UNICEF revealed 800,000 under-five deaths yearly due to pneumonia [2]. The
World Health Organization (WHO) also estimates that pneumonia accounts for 15% of deaths in children under five years [3].

In this approach, image processing can be used in the healthcare industry, particularly in the area of disease identification [4].
Chest X-rays are image data, so they can be used as input to build a pneumonia detection model; an appropriate method is needed
because it is image data. One very popular method for detecting patterns in image data is the machine learning method [4–6]. In
its development, the performance of machine learning methods is compared with deep learning methods. In certain cases, the image
recognition method with deep learning can even recognize images that normal eyes cannot capture. Research conducted by [7] detects
leaf disease images and compares the performance of machine learning with deep learning. The results reveal that the method in deep
learning achieves higher accuracy than using machine learning. Likewise, image recognition research by [8] [9] shows that deep
learning methods provide better performance than machine learning methods. Deep learning is an evolution of machine learning
technique. This method has been proven capable of handling various cases in image processing and object detection [10]. The deep
learning method in image processing provides the advantage that it does not require feature extraction methods before classification
and is effective for large amounts of data. A popular deep learning method used for image detection is the Convolutional Neural
Network (CNN), one of the neural network techniques. CNN is frequently utilized to process picture data [11]. The research by [12]
examined the images of brain tumors, classified into two categories, glioma, and meningioma, using CNN with the EfficientNet-B3
architecture. The results of this study obtained high accuracy, reaching 99.7%.

According to [13], if properly trained, CNN can detect images by focusing on points that are not visible to the human eye.
Information in the image can be processed well by CNN because the system is like image recognition in the human visual cortex [14].
Research conducted by [15] compared six deep-learning models. A simple CNN was used with data augmentation, and a simple CNN
without data augmentation was used to detect pneumonia. This model uses 10-layer convolution, but the accuracy results obtained
are still not optimal, namely less than 80%. Another study that detected pneumonia using CNN was conducted by [3]. This research
used six convolution layers, which were not optimal because the training accuracy obtained was less than 80%.

The difference between this research and previous research that this research proposes pneumonia detection using CNN on
X-ray images with simpler architectural layers but is expected to obtain more optimal accuracy results. With a simpler layer, the
computing process is expected to be lighter. The novelty of this research is that we make model of two architectures, namely CNN
with two convolution layers and CNN with three convolution layers. These two architectures were then implemented using varying
hyperparameter sizes and regularization to find the best combination of measures for detecting pneumonia. The purpose of this
study is to find the optimal CNN architecture to solve the problem of detecting chest X-rays infected with pneumonia. Detection is
carried out in the form of a classification of two classes, namely the class of images infected with pneumonia and the class of images
in normal conditions. The contribution of this research is reducing computational costs of deep learning method in recognizing
pneumonia infections for lung X-ray images. This is supported by the 3 layer CNN architecture which is simpler than previous
research but with the right hyperparameters it can provide better performance.

2. RESEARCH METHOD

This study detects pneumonia using the deep learning method with the CNN algorithm. This research is an engineering
research method to obtain criteria following predetermined requirements by applying science to a design. This research is divided
into several stages, starting from data collection, data-preprocessing, model building, testing, and model evaluation, and describes
several experimental scenarios. In this study, the steps that will be carried out to classify images of lungs infected with pneumonia
are described through an experimental flowchart shown in Figure 1 and described in the following sub-chapters.
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Figure 1. CNN model experiment flowchart

2.1. Data Source

This research was conducted starting with collecting datasets as input for the classification of lungs infected with pneumonia.
Learning by deep learning is guided learning in which training data is prepared to build a model, and then the model is tested on test
data that has been prepared. Because the COVID-19 X-ray depicts pneumonia with the presence of ground glass opacity (GGO) [16],
the dataset of this study is represented using COVID-19 X-ray images and normal X-rays. Images of lungs infected with COVID-
19 were downloaded from research by [17], and images of the lungs under normal conditions from the Ganesha General Hospital,
Gianyar, Bali [6]. The collected image data has been validated and verified by experts. A total of 165 images with lungs infected
with COVID-19 totaling 82 images and lungs with normal conditions totaling 83 images. Lung image in jpg extension. Figure 2
illustrates a chest X-ray with COVID-19 infection, while Figure 3 shows a typical chest X-ray image. This work uses chest X-ray
pictures of normal and COVID-19-infected lungs equally as training and test data.

Figure 2. Lungs infected with COVID-19
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Figure 3. Lungs with normal condition

2.2. Data Preprocessing
Data preprocessing is the first step that is carried out before the model training process. Data preprocessing will convert the

raw image data into the appropriate format required as model input. The data preprocessing stage aims to remove irrelevant data
so that the modeling process becomes more optimal. The image will go through cropping, resizing, and converting into a grayscale
image. In classification, computers recognize images differently from how humans recognize images. The image is recognized in the
form of a pixel array. For example, in an image that is 160x160 in size, the array size is 160x160x3, where the first 160 is the width,
the second 160 is the height, and 3 is the RGB value. If the value is 160x160x1, then the number 1 is the image for grayscale. Values
in the image have a range of 0-255, which describes the intensity of the pixels at each point [18].

After the image has gone through the data preprocessing process, the next step is to build a classification model using the CNN
method. This classification process goes through two stages, namely, the process of training (training) and testing (testing). The
dataset is split in this study by a 90%:10% ratio. The dataset will be split between training and testing portions, with training data
making up 90% of the dataset.

Classification models using data augmentation techniques help increase data diversity during the model training process, espe-
cially for limited data. This research will use several types of data augmentation techniques, such as rotation to rotate the image, shift
to lift the image both horizontally and vertically, flip to flip the image, shear to shift the image, zoom to enlarge the image, brightness
to increase the brightness of the image, and rescale used before image augmentation which serves to normalize the image.

2.3. CNN Model
Convolutional Neural Network (CNN) is a technique created from the Multi-Layer Perceptron (MLP) algorithm, so it works

similarly to MLP. In MLP, each neuron is one-dimensional, unlike CNN, where each neuron is two-dimensional. Therefore, CNN is
widely applied to two-dimensional images, as shown in Figure 4 [19].

Figure 4. CNN architecture [20]
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The CNN model will go through two stages: feature learning and classification. The feature learning process is translating
images into features in the form of numbers. This figure explains the image in the form of a feature map. The feature map is
presented as a multi-dimensional array. At the feature learning stage, CNN will go through the convolution layer, activation function,
and pooling layer process. Convolution is a multiplication operation between two matrices whose results will be added together. This
convolution produces a feature map. After being convolved, max pooling is carried out on the pooling layer, which aims to reduce
matrix size, control overfitting, and calculate in the network. The activation functions used are ReLu and Sigmoid. Dropouts are also
used to prevent overfitting.

In the classification process, CNN will use the fully connected layer. A feature vector created from the feature map is then
input from the fully connected layer [21]. This conversion is called the flattening technique. The result of this flattening will be one
neuron [22]. The CNN model can be described in this study in the Figure 5 flow below.

Figure 5. CNN model flowchart

The input image will undergo a feature learning process with three convolution layers, two max-pooling layers, and one dropout
layer. The input image used is 80x80x1 in size. Number one is the channel image, which is a grayscale image. This study uses two
models of architecture. The first architecture model was the main model, and the second architecture was used as a comparison.

The first model architecture consists of three convolution layers; namely, the first convolution uses a filter value of 32, a 3x3
kernel, regularization, and ReLu activation. The value used by max pooling is 2x2. The second convolution employs a 3x3 kernel,
regularization, activation of ReLu, and max pooling with a filter value of 64. The third convolution employs a 3x3 kernel, ReLu
activation, and max pooling with a filter value of 128. Entering the classification process, the convolution results will go through a
flattening process, a fully connected layer with 256 neurons, dropout, and sigmoid activation. The second model uses two layers,
which only consist of filters 32 and 64, while the fully connected layer uses 128 neurons. Figure 6 shows the main architecture.
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Figure 6. Main CNN model architecture

2.4. Model Testing and Evaluation
In order to maximize accuracy outcomes, the built-in model will be validated using the K-Fold Cross Validation technique.

This method randomly divides the dataset into many parts, processes each partition K times or k-folds, and uses the first K partitions
as test data and the remaining partitions as training data for each experiment. Cross-validation will be used tenfold in this project.
The partition will be split into 10 partitions, 10 for testing data and 10 for training data. Figure 7 shows how to divide the data into
10 folds.

Figure 7. 10-fold cross-validation

Next, the model performance results were measured using a confusion matrix. The confusion matrix functions as a table and
can distinguish between various tuples. Evaluation of this model is usually used to measure the classification of two classes or binary.
Recognized results use True Positives and False Positives to provide correct predicted classification information, and then there are
True Negatives and False Negatives to provide incorrectly predicted information. Table 1 shows the confusion matrix.

Table 1. Confusion Matrix

Predicted Class

Actual Class
True Positive (TP) False Negative (FN)
False Positive (FP) True Negative (TN)
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Information:

1. True Positive (TP) data is data that is positive and is expected to be positive.
2. False Positive (FP) refers to negative data that is expected to be positive.
3. True Negative (TN) data is information that is anticipated to be negative.
4. False Negative (FN) data is positive information that is expected to be negative.

This confusion matrix will calculate accuracy, precision, recall, specificity, error rate, and f1-score. The accuracy demonstrates
how precisely the model can be correctly categorized. Recall displays the proportion of accurately positive predictions to all correctly
positive data. The precision metric displays the proportion of correctly predicted positive outcomes to positive predictions. A
weighted average of recall and precision is the F1-Score. The ratio of unfavorable forecasts to overall unfavorable data is called
specificity. The error rate shows the predicted error rate in the model.

2.5. CNN Scenarios

In this study, both architectures use Adam optimization. Adam optimization is an optimization method used to find optimal
weights, maximize accuracy, and minimize errors or losses so that the model can predict classes accurately. Then, both architectures
will use several hyperparameter sizes, such as epochs with values 50, 100, 150, 200, 250, and 300. Epoch is a number that determines
how many times the algorithm works through the entire training dataset. Batch size is the number of samples that must be worked on
before updating parameters in the internal model, where sizes 16 and 32 are used in the model. Then, a learning rate with a size of
0.0001 is used, where the learning rate is used to calculate the connection weight value. The regularization techniques used are L2
regularization and dropout. The regularization method is to control the complexity of the model. This method is used to reduce model
error. In the model, L2 is used with a size of 0.001 and L2 0.0001. Dropout prevents overfitting and speeds up the learning process,
where the model uses sizes 0.2 and 0.3. Based on this, the total number of models built is 96 models. Table 2 shows the scenarios
with each type of architecture and their hyperparameter sizes, so that based on the two types of architecture and their hyperparameter
sizes and regularization techniques, it produces a combination of 16 scenarios that will be tried on the CNN model.

Table 2. Experiment Scenario

Scenario Batch Size Architecture Regularization L2 Dropout
1 16 2 convolution layers 0.0001 0.2
2 16 2 convolution layers 0.0001 0.3
3 16 2 convolution layers 0.001 0.2
4 16 2 convolution layers 0.001 0.3
5 32 2 convolution layers 0.0001 0.2
6 32 2 convolution layers 0.0001 0.3
7 32 2 convolution layers 0.001 0.2
8 32 2 convolution layers 0.001 0.3
9 16 3 convolution layers 0.0001 0.2

10 16 3 convolution layers 0.0001 0.3
11 16 3 convolution layers 0.001 0.2
12 16 3 convolution layers 0.001 0.3
13 32 3 convolution layers 0.0001 0.2
14 32 3 convolution layers 0.0001 0.3
15 32 3 convolution layers 0.001 0.2
16 32 3 convolution layers 0.001 0.3

3. RESULT AND ANALYSIS

This research uses Python as a programming language to build models and uses several supporting libraries, such as TensorFlow
and Keras. In addition, for preprocessing such as cropping, resizing, and others, OpenCV is used to process it. In this study, the
model was built through a training process after going through the data preprocessing process. The training process on the CNN
method displays epochs, time of each epoch, training accuracy, loss of accuracy, accuracy of validation, and loss of validation. Figure
8 shows the training process carried out on the CNN model on one of the folds.
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Figure 8. CNN training process

After going through the training process, an evaluation is conducted to look for accuracy, precision, recall, f1-score, specificity,
and error rate. From the scenarios used, namely 16 scenarios, the resulting models from 50 epochs to 300 epochs are a total of 96
models. Table 3 shows the average of 10-fold cross-validation for each scenario and epoch.

Table 3. CNN Average Accuracy Testing Results for Every Epoch

Scenario 50 Epoch 100 Epoch 150 Epoch 200 Epoch 250 Epoch 300 Epoch
1 81.287% 82.5% 81.765% 82.5% 81.801% 84.301%
2 79.449% 80.037% 81.765% 83.529% 83.051% 84.118%
3 80.037% 84.228% 81.103% 82.978% 83.088% 84.963%
4 80.478% 81.176% 84.301% 81.765% 83.75% 85.368%
5 79.375% 80.588% 81.765% 81.875% 84.265% 85.993%
6 79.044% 80.515% 80.699% 81.36% 83.125% 80.772%
7 80.221% 78.897% 81.875% 83.603% 82.941% 80.551%
8 83.051% 81.213% 78.824% 82.39% 82.537% 84.191%
9 82.5% 84.779% 84.338% 85.294% 87.206% 88.529%
10 83.64% 84.118% 85.515% 86.213% 86.728% 88.529%
11 84.963% 83.456% 84.191% 86.691% 84.412% 84.779%
12 83.787% 85.368% 82.941% 86.654% 88.603% 88.493%
13 84.412% 85.551% 84.743% 85.441% 84.338% 89.743%
14 80.588% 83.75% 82.574% 86.581% 85.919% 85.368%
15 86.213% 83.088% 84.926% 84.485% 84.338% 87.868%
16 82.426% 83.64% 84.706% 86.728% 85.441% 86.654%

Average 81.967% 82.682% 82.877% 84.256% 84.472% 85.639%

Table 3 shows that the more the number of epochs is increased during training, the more accuracy will increase. This is shown in
the average of each epoch. However, this can also affect the training time because the more epochs, the longer the training should be.
The highest accuracy results reach 89.743% in scenario 13, epoch 300, using the main architecture, namely three convolution layers.
This shows that more layers give better accuracy results. The best hyperparameters and regularization for this scenario are using a
batch size of 32, regularization of 0.0001, and dropout of 0.2. In this scenario, larger batch sizes produce higher accuracy compared
to smaller sizes. This is because a larger batch size will speed up the network computing process [[23]]. Smaller regularization and
dropout sizes produce higher accuracy. Smaller regularization indicates that the regulation is not too strong, so the model tends to
focus more on the training data and can achieve better accuracy. Then, a smaller dropout allows the model to retain more information
compared to a higher dropout value, thereby preventing greater overfitting. So, scenario 13 combines hyperparameter measures and
optimal regularization techniques in detecting pneumonia. Table 4 displays the accuracy of the best-performing scenarios (scenario
13) with precision, recall, f1-score, specificity, and error rate.

Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer,
Vol. 23, No. 1, November 2023: 17 – 28



Matrik: Jurnal Managemen,Teknik Informatika, dan Rekayasa Komputer r 25

Table 4. Test Evaluation Results in Scenario 13 for 10 Fold

Fold Accuracy Precision Recall F1-Score Specificity Error Rate
1 94.118% 83.333% 100% 90.909% 100% 5.882%
2 76.471% 77.778% 77.778% 77.778% 75% 23.529%
3 88.235% 90.909% 90.909% 90.909% 83.333% 11.765%
4 94.118% 100% 91.667% 95.652% 83.333% 5.882%
5 88.235% 100% 77.778% 87.5% 80% 11.765%
6 100% 100% 100% 100% 100% 0%
7 100% 100% 100% 100% 100% 0%
8 81.25% 88.889% 80% 84.211% 71.429% 18.75%
9 87.5% 100% 75% 85.714% 80% 12.5%

10 87.5% 100% 71.429% 83.333% 81.818% 12.5%
Average 89.743% 94.091% 86.456% 89.601% 85.491% 10.257%

Table 4 shows the evaluation of the model for each fold. Accuracy, on average, produces good results. Based on the precision-
recall values, the CNN model shows a balance in recognizing both pneumonia and normal images. In addition, the model also
produces a good F1 score and specificity, as well as a small error rate.

From the previous training process, it can be observed through the accuracy and loss graphs for training and validation in Figure
9. This graph can also show the model experiencing good fitting, underfitting, or overfitting. If the line between training and validation
(test) follows each other from the zero point up to the highest accuracy, the training process is said to fit well. However, if the
training and validation lines move away from each other as the epoch progresses, then the training process is overfitting/underfitting.
Likewise, the loss will be considered good fitting if the training and validation lines follow each other from the highest to the lowest.
The following is one of the results.

Figure 9. Accuracy and loss training and validation

Figure 9 shows that the training and validation lines for accuracy increase as the epoch progresses. The training and validation
lines at a loss decrease as the epoch progresses. This shows no overfitting or underfitting because the two lines, training, and
validation, are not far apart.

The discussion is based on previous research by [15], which also uses deep learning to detect pneumonia. This study uses
simple CNN with data augmentation and simple CNN without data augmentation. In this study, 10 layers of CNN are used. Then,
research conducted by [3] used 6 convolution layers with data augmentation. Table 5 is a comparison of previous research with this
research.
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Table 5. Comparison of Previous Research and Proposed Research

Research Method Accuracy

Research by [15]
Simple CNN without Data Augmentation 0.72%

Simple CNN with Data Augmentation 0.78%
Research by [3] CNN with Data Augmentation 77%

Proposed research CNN with data augmentation 89.743%

Based on the comparison results shown in Table 5, this research, which uses the CNN method with a three-layer convolution
architecture or main architecture, provides more optimal accuracy compared to using 6 layers and 10 layers from previous research,
which used CNN alone. Apart from that, this shows that simpler layers provide better results than more layers because the more
complex the model, the more complex the model tends to be overfitting, and the more layers, the more computation.

4. CONCLUSION
From the comparison of the two architectural models, it was found that the architecture with three convolution layers with

data augmentation gave better results than the architecture with two convolution layers with data augmentation. The best model was
obtained with hyperparameter settings and regularization techniques, such as epoch 300, batch size 32, L2 regularization 0.0001, and
0.2 dropouts. The larger the epoch, the better the average accuracy. The best accuracy produced was 89.743%. The model is said
to be quite good because it can also recognize both pneumonia and normal images with balanced recall, precision, and specificity
figures. The precision test results reached 94.091%, recall 86.456%, f1-score 89.601%, and specificity 85.491%. So, the model built
in this study has the potential for detecting diseases using image data. In addition, further research is hoped to improve the model’s
accuracy using different architectures, parameters with different sizes, and more epochs. Furthermore, this research has a limited
dataset, so it is hoped that further research can add more datasets so that the model can learn even better.
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