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Abstract: Optical Burst Switching (OBS) technique has the greatest potential for securing future Internet connections. In 

real-time applications, OBS adoption is motivated by the lack of Quality of Service (QoS) in OBS networks. The accuracy of 

existing methods for detecting the misbehaving nodes that cause Burst Heading Packet (BHP) flooding attacks is typically 

poor. To overcome these issues, a novel Elephant Herd Algorithm-based Deep Learning (EHA-DL) network has been pro-

posed for detecting BHP flooding attacks. The proposed approach is divided into three phases: pre-processing, feature 

selection, and classification. The Elephant Herd Algorithm (EHA) is used to select the most crucial features after pre-pro-

cessing the raw data to increase the effectiveness of the model. To decrease overfitting and increase detection accuracy, a 

MobileNet is used to construct the model for the classification phase using the select features of BHPs. The performance 

of the experimental outcomes was assessed using evaluation metrics like accuracy, specificity, recall, and f-measure. The 

EHA-DL approach method yielded a 99.27% accuracy rate, which was comparatively high when compared to other ap-

proaches. In optical burst switching networks, the method effectively and highly efficiently detects flooding assaults and 

maintains network stability.  
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Detekcija napadov s hitrimi naslovnimi paketi s 

pomočjo optimizacije na osnovi globokega učenja 

v omrežju optičnega hitrega prekapljanja 
Abstract: Tehnika optičnega hitrega preklapljanja (Optical Burst Switching - OBS) ima največji potencial za zavarovanje 

prihodnjih internetnih povezav. Pri aplikacijah v realnem času je razlog za uvedbo OBS pomanjkanje kakovosti storitev 

(QoS) v omrežjih OBS. Natančnost obstoječih metod za odkrivanje nepravilno delujočih vozlišč, ki povzročajo poplavne 

napade s paketi BHP (Burst Heading Packet), je običajno slaba. Za odpravo teh težav je bilo predlagano novo omrežje EHA-

DL (Elephant Herd Algorithm-based Deep Learning) za odkrivanje poplavnih napadov BHP. Predlagani pristop je razdeljen 

na tri faze: predobdelava, izbira značilnosti in klasifikacija. Algoritem Elephant Herd Algorithm (EHA) se uporablja za izbiro 

najpomembnejših značilnosti po predhodni obdelavi neobdelanih podatkov, da se poveča učinkovitost modela. Za 

zmanjšanje pretiranega prilagajanja in povečanje natančnosti zaznavanja se za izdelavo modela za fazo razvrščanja z iz-

branimi značilnostmi BHP uporablja mobilna mreža. Uspešnost eksperimentalnih rezultatov je bila ocenjena z ocenjevalnimi 

metrikami, kot so natančnost, specifičnost, priklic in f-merilo. Metoda pristopa EHA-DL je dala 99,27-odstotno stopnjo 

natančnosti, ki je bila v primerjavi z drugimi pristopi razmeroma visoka. V optičnih omrežjih s preklapljanjem s prekinitvami 

metoda uspešno in zelo učinkovito odkriva napade s poplavljanjem in ohranja stabilnost omrežja. 
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1 Introduction

 Optical fiber communication outperformed con-

ventional communication systems and revolution-

ized communication technology [1]. Over the last 

few decades, optical networks have expanded 

quickly in tandem with rising bandwidth demands 

[2]. Consequently, optical burst switching networks 

are commonly used as both a backbone and an ac-

cess network today [3]. The development of Internet 

backbone infrastructures has been made possible 

by OBS, which has grown in importance as a method 

for switching subwavelengths in networks [4]. Three 

different node categories, referred to as core nodes, 

ingress nodes, and egress nodes, make up the pri-

mary component of the OBS network. Optical data 

bursts are processed through control data packets 

with information by intermediate nodes called core 

nodes, which avoid buffering [5]. 

In OBS, the client packet is merged into a burst 

header packet (BHP) and a Data Burst (DB) at the 

edge nodes (ingress nodes) [6]. OBS networks still 

face several QoS and security issues as a conse-

quence of BHP flooding attacks, despite all of their 

network benefits, including resilience, band-

width/resource efficiency, and overall financial ben-

efits [7]. Preparing the channel for incoming DB is 

done using OBS's BHP feature. An attacker can use 

this function to transmit fake BHPs without being 

acknowledged by the DB. It is important to under-

stand that Denial-of-Service (DoS) attacks are one 

of the most significant security risks to networks, 

which can lower network efficiency through reduced 

bandwidth utilization and increased data loss [8,9]. 

BHP flooding is a type of assault where a lot of BHPs 

are sent into a network to control the switches [10]. 

Malicious nodes flood the network with BHPs during 

a BHP flooding assault, which reduces network 

bandwidth usage. Since it takes over the core switch 

and fills the wavelength division multiplexing chan-

nel, regular BHP is unable to transmit [11]. Flood at-

tacks result in serious data loss, network perfor-

mance degradation, and bandwidth waste when 

edge nodes send BHP at high speeds to reserve 

bandwidth for future bursts of data. Another major 

danger to network security is denial-of-service 

(DoS) attacks [12,27].  

Numerous strategies have been developed in the 

literature for defending against BHP flooding at-

tacks and DoS against OBS networks, with positive 

results. However, because OBS core switches have 

limited capabilities, it is still difficult for developers 

and researchers to come up with an effective tech-

nique that achieves high accuracy with a minimal 

number of features. This study's main goal is to re-

duce those risks by analyzing edge node behavior in 

OBS networks during BHP flood attacks. In this re-

search, a novel Elephant herd algorithm-based 

Deep learning (EHA-DL) has been proposed for de-

tecting BHP flooding attacks [28]. The major contri-

bution of the proposed technique is; 

• The primary goal is to develop a novel Ele-

phant herd algorithm-based Deep learning 

(EHA-DL). 

• The Elephant Herd Algorithm (EHA) is uti-

lized to select the most crucial features after 

pre-processing the raw data to increase the 

effectiveness of the model.  

• To decrease overfitting and increase detec-

tion accuracy, a MobileNet is used to con-

struct the model for the classification phase 

using the select features of BHP.  

• Evaluation measures like accuracy, preci-

sion, recall, specificity, and f-measure were 

used to evaluate the performance of the ex-

perimental results. 

The following examples illustrate the remaining sec-

tion of this study: the literature survey is explained 

in Section 2. The proposed approach and its corre-

sponding algorithm are described in Section 3. The 

findings of the performance analysis are described 

in Section 4. Section 5 encloses a conclusion and fu-

ture work. 
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2 Literature Survey 

In 2018, Uzel, V.N., and Eşsiz, E.S., et al [13] pre-

sented machine learning methods for categorizing 

BHP Flooding Attacks into four class labels. The fol-

lowing techniques are employed in classification: 

Multilayer Perceptron (MLP), Logistic, Decision Tree 

(J48), Reduce Error Pruning (REP) Tree, Naive Bayes 

(NB), and Random Tree (RT). As a consequence, it 

has been discovered that J48 and RT produce the 

best outcomes with greater accuracy. 

An approach to lower the likelihood of BHP flooding 

assaults in OBS networks was proposed by Rajab, A., 

et al. [14] in 2018. Based on the principles derived 

by the proposed learning algorithm, the results 

show that 93% of BHP flooding attacks will be accu-

rately classified into either the Behaving (B) or Mis-

behaving (M) classes. Based on comparisons with 

experts or human network managers, the results of 

the proposed decision tree model are overwhelm-

ingly positive. 

In 2018, Hasan, M.Z., et al [15] introduced a Deep 

Convolution Neural Network (DCNN) model for au-

tonomously identifying edge nodes. The demon-

stration demonstrated that the suggested model 

performs as expected for datasets with a specific 

collection of features. The results show that the sug-

gested deep model performs better than any other 

conventional model (SVM, KNN, and Naive Bayes). 

Haque, M.M., and Hossain, M.K. [16] proposed the 

use of K-means in 2019 to detect malicious nodes in 

an OBS network. In experiments, the model could 

categorize all nodes as behaving or non-behaving 

with 90% accuracy after only 20% of the data was 

used for training. Based on various performance 

metrics, the proposed model outperforms existing 

methods. 

In 2019, Rajab, A., [17] suggested using machine 

learning (ML) to detect and block misbehaving in-

gress nodes at an early stage. More than two ingress 

nodes, more than 530 runs, and simulation data 

were used to test a range of machine-learning tech-

niques. The runtime results, expressed in millisec-

onds, show that decision tree classifiers outperform 

the other algorithms in terms of efficiency and pre-

diction. 

In 2020, Kamrul Hossain and Mokammel Haque [18] 

suggested using a Gaussian mixture model (GMM) 

predictor to forecast how traffic will behave in an 

OBS network. Only 1% of the test data were labelled, 

and they discovered the highest accuracy of 69.7% 

using the tied covariance type of the constructed 

GMM. 

in 2020, Almaslukh, B., [19] suggested an effective 

and efficient ML-based security method for identi-

fying BHP flooding attacks. A phase of feature selec-

tion and a phase of categorization make up the sug-

gested methodology. Comparing the efficacy as 

well as efficiency of the suggested method with re-

lated research, it is found to be appropriate for OBS 

security of networks. 

A method for identifying BHP flooding attacks using 

particle swarm optimization and support vector ma-

chines (PSO-SVM) was presented by Liu, S., et al. [20] 

in 2021. The outcomes of the experiments demon-

strate that the PSO-SVM model's detection effi-

ciency is 95.0%. In identifying assaults in OBS net-

works and preserving the security and stability of 

the network, the suggested method is efficient and 

highly effective. 

In 2021, EFEOLU, E. and Gürkan, T.U.N.A. [21] intro-

duced K* algorithms and Sequential Minimal Opti-

mization (SMO) for categorizing BHP attacks. Based 

on standard performance metrics, the suggested 

SMO and K* algorithms' performances are con-

trasted. The findings demonstrate that the K* algo-

rithm is more effective at forecasting BHP Flooding 

attacks than the SMO algorithm. 

Panda (2019) introduced the Flower Pollination 

method (FPA) and subsequently employed a Deci-

sion Forest method that penalizes attribute classifi-

ers to detect flooding threats. The efficacy of the 

suggested approach is evaluated using several per-

formance criteria, such as recall, informedness, 

specificity, sensitivity, precision, and accuracy. 

According to a literature review, BHP flood attacks 

typically have low detection accuracy for the misbe-

having nodes that contribute to BHP attacks, but 

they can achieve high detection accuracy with a 

small number of features. To overcome these chal-

lenges, a novel Elephant herd algorithm-based 

Deep learning has been proposed.  

3 Proposed Methodology 

In this research, a novel Elephant herd algorithm-

based Deep learning (EHA-DL) has been proposed 

for detecting BHP flooding attacks. The proposed 

method is categorized into three phases: pre-pro-

cessing, feature selection, and classification. The 
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EHA is used to select the most crucial features after 

pre-processing the raw data to increase the effec-

tiveness of the model. To decrease overfitting and 

increase detection accuracy, a MobileNet is used to 

construct the model for the classification phase us-

ing the selected features of BHP. The overall block 

of the proposed method is depicted in Fig 1. 

3.1 Pre-processing 

It is essential for improving the data's suitability for 

model analysis and learning. Initial data is typically 

incomplete in the actual world, also known as "dirty 

data." Direct learning from these data could result in 

some mistakes. Data preparation is the process of 

transforming "dirty data" into a format that machine 

language can "learn" easily. This phase involves data 

cleaning, data transformation, and data noise re-

moval. 

Data Cleaning: In this process, only a small number 

of missing values are removed from the data, so it 

does not affect the analysis. It also removed the 

Packet Size Byte (D11), which is a constant value and 

does not provide any useful information. 

Data transformation: This procedure involves the 

not behaving, NB Block, Block, Block, node status 

behaving, NB, probably not behaving, and No Block 

Wait are transformed into one-hot encoding, which 

improves the processing efficiency of the classifier. 

One-hot encodings, for instance, of the "Node Sta-

tus," such as " B, NB, PNB," are {0, 1, 0}, {1, 0, 0}, and 

{0, 0, 1} correspondingly.After transformation, all the 

data are transformed into numeric values. The fea-

tures should be normalized to make the various in-

dicators comparable to remove the dimensional im-

pact between data features. Afterward, min-max 

normalization is used to standardize data, removing 

the influence of various samples' attributes with var-

ying orders of magnitude as well as improving clas-

sification accuracy by searching for the best gradi-

ent descent solution. 

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑝 =
𝑃−𝑃𝑚𝑖𝑛

𝑃𝑚𝑎𝑥−𝑃𝑚𝑖𝑛
                                        (1)                         

Where, 𝑁𝑜𝑟𝑚𝑎𝑙𝑝 represents the normal value, 

𝑃𝑚𝑎𝑥  𝑎𝑛𝑑  𝑃𝑚𝑖𝑛 represents the minimum and maxi-

mum data before normalization. By using this tech-

nique, the data is compressed to a number that is 

proportionally equal to the original value and falls 

within the [0, 1] range. 

Fig 1: The overall block of the EHA-DL model 

Data noise removal: The Gaussian distribution is 

used to introduce noise into the data to make the 

variables statistically more significant and to level 

the values of the variables. Additionally, it serves to 

avoid overfitting during developing models. A 

mathematical formula for Normal distribution is 

given in equation (2) 

𝜑(𝑞) =
1

√2𝜋𝜏
exp {−(−(𝑞 − 𝜔)2/2𝜏2             (2)            
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Where, 𝜋, 𝜏 denotes the variance and expectation of 

Gaussian distribution. 

3.2 Feature selection via Elephant herd Algorithm 

(EHA) 

Following preprocessing, the feature selection stage 

removes as much of the pre-processed data as fea-

sible to enhance model training performance. EHA 

is used to select relevant features [23, 24, 25]. It is 

based on how elephants behave and live. Elephant 

intelligence (EHA) is a heuristic intelligence system 

that draws inspiration from elephants' nomadic life-

style. Elephants are social animals with a sophisti-

cated structure that consists of a female and young. 

The EHA selects the most pertinent features from 

the extracted features. After the matriarch dies, the 

best female elephant in the clan is designated as the 

most relevant feature of the data; the irrelevant fea-

tures represent the male elephants with the lowest 

fitness value. The number of elephants in this algo-

rithm indicates the features that were extracted 

from the input layer.  

An elephant herd consists of multiple clans, each 

headed by a matriarch who may be responsible for 

caring for calves or other related females. The algo-

rithm suggests the following guidelines: Elephants 

live in clans, with a certain number of elephants be-

longing to each tribe. In addition, every tribe has a 

matriarch who serves as the leader (the most physi-

cally fit elephant in the clan). Every generation, a 

predetermined number of elephants (the worst can-

didates) must leave the clan, and the matriarch is in 

charge of the entire clan of elephants. The Elephant 

Herding Optimization algorithm consists of two 

stages: separation operators and clan update oper-

ators. The entire population of elephants is initially 

split up into ‘y’ clans. Each elephant 𝑚𝑥 a new posi-

tion is influenced by the matriarch 𝑚𝑥  . The clan 𝑚𝑥 

elephant ‘y’ can be determined using 

At first, all elephants in the population are divided 

into "y" clans. The matriarch 𝑚𝑥 has an impact on 

every elephant 𝑚𝑥  that moves into a new position. 

It is possible to identify the clan 𝑚𝑥  elephant 'y' us-

ing 

𝑃𝑛,𝑚𝑥,𝑦
= 𝑃 𝑚𝑥,𝑦

+ 𝛼 × (𝑃𝑏𝑒𝑠𝑡,𝑚𝑥
− 𝜆𝑚𝑥,𝑗

) × 𝐿           (3) 

where 𝑃𝑛,𝑚𝑥,𝑦
 represents the old and new places of 

elephant "y" in clan x, 𝑃𝑏𝑒𝑠𝑡,𝑚𝑥
 represents the posi-

tion with the highest fitness values inside clan "x," 

and [0,1] is a scaling factor. L is a random number 

with an average distribution and a value in the in-

terval [0, 1]. The best elephants in each clan are cho-

sen using 

𝑃𝑛,𝑚𝑥,𝑦
= 𝛽 × 𝑃𝑐𝑡,𝑚𝑥

                           (4)  

In the following iteration, the position of the clan 

leader 𝑃𝑛,𝑚𝑥,𝑦
 will vary based on the influence of the 

clan center 𝑃𝑐𝑡,𝑚𝑥
, with 𝛽 ∈  [0, 1] representing the 

scaling factor. The value of a clan center is calculated 

using Eq. (5): 

𝑃𝑐𝑡,𝑚𝑥,𝑘 =
1

𝑁𝑚𝑥

× ∑ 𝑃𝑐𝑡,𝑚𝑥,𝑘   𝑤ℎ𝑒𝑟𝑒 1 ≤ 𝑘 ≤ 𝐾
𝑁𝑚𝑥
𝑦=1    (5) 

The total number of elephants in the clan, 𝑁𝑚𝑥
, is 

represented by the kth dimension of each elephant.  

The information of every clan member is connected 

to the updating of the matriarch position in Equa-

tion (4). 

During the separation process, the worst solution 

individuals are swapped out for randomly initialized 

individuals. Elephant populations grow as a result, 

and their ability to explore is enhanced. Each tribe's 

least valuable elephants are moved to the location 

shown by 

𝑃𝑤,𝑚𝑥
= 𝑃𝑀𝑖𝑛 + (𝑃𝑀𝑎𝑥 − 𝜆𝑀𝑖𝑛 + 1) × 𝐿             (6)               

The positions of the elephant with the lowest and 

highest fitness values in clan "x" are denoted by 

𝑃𝑤,𝑚𝑥
and; L is a random number with a normal dis-

tribution falling between [0, 1]. 

Selecting a random number slows down conver-

gence by introducing problems like random re-

placement of the smallest person and lack of exploi-

tation. To address this problem, the LF mode and 

the EHO are combined. The model for the LF is, 

𝐿𝐹(𝐿) = {
1              𝐿 < 1

(𝐿)−𝐹            𝐿 ≥ 1        
                                (7)                              

The progress of EHA with LF is obtained by combin-

ing equations 5 and 6. 

𝑃𝑤,𝑚𝑥
= 𝑃𝑀𝑖𝑛 + (𝑃𝑀𝑎𝑥 − 𝜆𝑀𝑖𝑛 + 1) × 𝐿𝑒𝐹(𝐿)            (8)          

As a result, the EHA provides the most pertinent fea-

tures, which are as follows: 

𝑅𝐹𝑥 = {𝑟𝑓1, 𝑟𝑓2, 𝑟𝑓3, … … . , 𝑟𝑓𝑛}                           (9)                        

Following the inputs' multiplication by the feature 

vectors, the features that were randomly selected 

are then added together. The input layer can be ex-

pressed numerically as 

𝐼𝑥 = ∑ 𝑅𝐹𝑥𝑤𝑥 + 𝐵𝑥
𝑛
𝑥=1                                       (10)                            
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 In this instance, 𝑅𝐹𝑥represents the input features, 

𝑤𝑥 indicates the weight values,  𝐵𝑥 indicates the bias 

value, and 𝐼𝑥 displays the IL.   

3.3 Classification via MobileNet 

The selected features are classified by utilizing Mo-

bileNet. The convolution used in conventional net-

works is regular, however in this network, depth-

wise separable convolution (DSConv). Requiring 

fewer modulo parameters than a standard convolu-

tion network, a MobileNet [26] network built on 

DSConv can carry out the same feature extraction 

function. Hardware resource constraints related to 

networks can thus be loosened. Pairwise convolu-

tion (PWConv) and depth-wise convolution 

(DWConv) are combined to create a depth-wise 

separable convolution. Figure 2 illustrates the struc-

ture. 

DWConv does not support multidimensional convo-

lution kernels; instead, each convolution kernel is 

limited to handling a single channel. After DWConv, 

the number of channels cannot be raised. Further-

more, using feature data from several channels at 

the same spatial position is not feasible due to the 

sequential nature of each convolution operation be-

tween each channel. PWConv must be paired with 

the feature maps produced by DWConv to produce 

new feature maps. PWConv is distinct from regular 

convolution due to its convolution kernel size of 

1x1. A combination of several convolutions with rec-

tified linear units (ReLUs) makes up the fundamental 

model's degrees of abstraction. employing the res-

olution multiplier variable ω to reduce the dimen-

sionality and internal depiction of each layer in the 

input using the same variable.  The kernel has di-

mensions of 𝑘𝑠 ∗ 𝑘𝑠, while the feature vector map 

has dimensions of 𝑓𝑚 ∗ 𝑓𝑚. The variable that is input 

is called x, while the variable that is output is de-

noted by y. To assess the total computing efforts 

 𝐶𝑒𝑓𝑓   for the network's central abstract layers, utilize 

equation (9) as follows. 

Fig 2: Architecture of proposed MobileNet 

𝐶𝑒𝑓𝑓 = 𝑘𝑠 ∗ 𝑘𝑠 ∗ 𝜔 ∗ 𝛼𝑓𝑚 +  𝜔 ∗ 𝜌 ∗ 𝛼𝑓𝑚 ∗ 𝛼𝑓𝑚        (11) 

The multiplier value is clear for context, and the 

range from 1 to n is taken into account for the weed 

classification breakdown that results. The value of 

the variable resolution multiplier is expected to be 

1, and it is recognized as ω. The variable 〖𝑐𝑜𝑠𝑡𝑒𝑓𝑓  is 

used to identify the computational efforts, and 

Equation (12) is used to assess it. 

𝑐𝑜𝑠𝑡𝑒𝑓𝑓 = 𝑘𝑠 ∗ 𝑘𝑠 ∗ 𝜔 ∗ 𝜌 ∗ 𝑓𝑚 ∗ 𝑓𝑚           (12)                 

The DWConv and MobileNet are integrated, and 

PWConv is restricted in the reduction variable iden-

tified by the variable D, which resembles Equation 

(13), 

𝐷 =
𝑓𝑠∗𝑓𝑠∗𝜔∗𝛼𝑓𝑚+ 𝜔∗𝜌∗𝛼𝑓𝑚∗𝛼𝑓𝑚

𝑓𝑠∗𝑓𝑠∗𝜔∗𝜌∗𝑓𝑚∗𝑓𝑚
                                   (13)                                                

The resolution multiplier and width multiplier both 

contribute to adjusting the window area for precise 

prediction in various circumstances.  

4 Results and discussion 

In this section, the performance analysis and com-

parative are discussed in detail. The proposed EHA-

DL experiments are performed in Anaconda using 

an Intel Core i7 processor running at 3.40 GHz and 

8 GB of RAM. This subsection has been divided into 

the following: dataset preparation, evaluation met-

rics, and analyses. 
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4.1 OBS Network Dataset Description 

Numerous BHP DDoS assaults on OBS networks are 

documented in the OBS Network Dataset [19]. The 

goal class label has 21 attributes, and there are 1,075 

instances.  

Table 1: Number of instances for each class in the 

OBS network dataset. 

Class La-

bel 

MB-No 

block 

MB-

wait 

block 

B Block MB 

block 

Total  

Number 

of in-

stances 

500 300 120 155 1075 

Is target label has four different class kinds, includ-

ing Behaving block (B block), misbehaving no block 

(MB-No block), Mis behaving block (MB block), and 

Misbehaving-wait block (MB-wait block). Every fea-

ture in the dataset has a numeric value aside from 

the node state feature. The test dataset makes up 

25% of the total data, while the training dataset 

makes up 75%. Table 1 shows the number of in-

stances for each class in the dataset. 

4.2 Evaluation metrics 

The effectiveness of the suggested technique was 

evaluated using various parameters, including spec-

ificity, recall, F1 score, accuracy, and precision based 

on the datasets gathered. 

Accuracy is the proportion of the test set that was 

accurately predicted. The specificity, also known as 

the true negative rate, is a measure of how many 

negatives are accurately predicted. A recall also 

known as true positive rate or sensitivity gauges the 

percentage of positives that are accurately antici-

pated. How many of the precision measures that an 

algorithm predicted to be positive truly. F-measure 

calculates a suggested method's performance by al-

lowing for both recall and precision. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴) =   
𝑇𝑃  + 𝑇𝑁 

𝑎𝑙𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
                         (14)                        

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆) =
𝑇𝑁

𝑇𝑁+𝐹𝑃
                          (15)                         

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                          (16)                               

 𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                          (17)                                  

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑃×𝑅

𝑃+𝑅
                                    (18)                                      

 Where, false positives and negatives of the sample 

data are denoted by FP and FN instead of true pos-

itives and negatives (TP and TN), respectively. Table 

2 and Fig. 3 both provide visual representations of 

the effectiveness of the suggested approach for cat-

egorizing various BHP flooding attack types. 

Table 2: Performance analysis of the proposed 

EHA-DL 

Parame-

ters 

MB-No 

block 

MB-wait 

block 

B Block MB block 

Accuracy 98 98.32 99.54 99.15 

Specificity 97.25 96.25 99.15 98.45 

Recall 98.21 98.25 99.47 97.54 

Precision 97.42 97.64 98.25 96.18 

F meas-

ure 

98.75 97.56 99.05 97.25 

 

 

Fig 3: Graphical representation of different BHP 

flooding attack 

Table 1 shows the performance of the proposed 

EHA-DL for categorizing the various kinds of BHP 

flooding attacks, including MB-wait block, NB-No 

block, B block, and MB block. The precision, speci-

ficity, recall, accuracy, and f1 score serve as the suc-

cess metrics. For the OBS dataset, the suggested ap-

proach achieves an overall accuracy of 99.24%. The 

overall performance of the EHA-DL is depicted in fig 

3.  

 
Figure 4: ROC curve of the proposed EHA-DL 

Using the collected dataset that yields a higher AUC, 

the ROC computed for the various classes of HE is 

shown in Figure 4. AUC values of 0.995 for B, 0.991 
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for MB, 0.983 for MB-wait, and 0.98 for MB-no 

blocks were obtained by the proposed EHA-DL net-

work, which can be evaluated using TPR and FPR pa-

rameters.     

 

Figure.5: Accuracy curve of the proposed EHA-DL 

 

Figure 6: Loss curve of the proposed EHA-DL 

The accuracy range is plotted on the vertical axis 

and the number of epochs on the horizontal axis to 

depict the accuracy curve in Figure 5. The accuracy 

of EHA-DL grows with the number of epochs. When 

the number of epochs is increased, the loss of the 

EHA-DL is shown in Figure 6. For identifying the var-

ious classes of BHP flooding attacks using the da-

taset, the proposed EHA-DL gets a high accuracy 

range. To achieve the highest possible testing pre-

cision, this study first calculated the number of train-

ing epochs required. As a result of achieving a test-

ing accuracy of 99.15% with a small error rate, the 

findings show that the classification accuracy of 

EHA-DL was attained after 50 training epochs.  

4.3 Comparative analysis 

The effectiveness of the proposed EHA-DL achieves 

high accuracy in its findings. The suggested EHA-DL 

was evaluated in comparison to other methods, in-

cluding the Gaussian Mixture Model (GMM) [18], 

DCNN [15], K-mean algorithm [16], and PSO-SVM 

[20].  

Table 3: Comparison of the proposed technique 

with existing techniques 

Tech-

niques 

Accu-

racy 

(%) 

Speci-

ficity 

(%) 

Recall 

(%) 

Preci-

sion 

(%) 

F meas-

ure (%) 

GMM 83.45 80.32 79.05 85.66 77.58 

DCNN 88.25 86.44 90.15 82.42 85.38 

K-mean 90.21 92.1 88.54 89.71 86.22 

PSO-SVM 95.02 93.42 94.85 92.15 96.69 

Proposed 

EHA-DL 

99.27 97.75 98.35 97.37 98.15 

The suggested EHA-DL's accuracy of 99.5%, which is 

better than the existing technique, was evaluated 

using a variety of metrics, including specificity, pre-

cision, recall, F measure, and accuracy of each exist-

ing technique. Table 3 shows the comparative anal-

ysis of the proposed with state-of-the-art method. 

Figure 7 shows the comparative analysis of the pro-

posed novel Elephant herd algorithm based Deep 

learning network approach (EHA-DL) and Existing 

methods GMM [18], DCNN [15], K-mean algorithm 

[16], and PSO-SVM [20] methods. The comparative 

analysis indicates that the proposed EHA-DL out-

performs the current methodologies. While the ac-

curacy of current models such as GMM has 83.45%, 

DCNN has 87.25%, K-mean is 90.21%, and PSO-SVM 

is 95.02%, the suggested EHA-DL has a maximum 

accuracy of 99.27%. It illustrates that the suggested 

method is efficient and produces a very precise re-

sult. 

 

Figure 7: Comparative analysis of the proposed 

with the existing method 

The current GMM, DCNN, K-mean algorithm, and 

PSO-SVM approaches have raised the precision of 

the proposed EHA-DL by 10.4%, 8.8%, 6.2%, and 

3.6%. The application of extensive classification 

from a sizable database is what accounts for the im-
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proved precision. The suggested EHA-DL has a re-

call that is 11.4%, 9.6%, 7.2%, and 2.7% higher than 

the current techniques. When compared to the cur-

rent approaches, the highest specificity value of 

97.75% for the suggested EHA-DL is comparatively 

high. 

5 Conclusion 

In this research, a novel Elephant herd algorithm-

based Deep learning network has been proposed 

for detecting BHP flooding attacks. The proposed 

method is categorized into three phases: pre-pro-

cessing, feature selection, and classification. The 

EHA is used to select the most crucial features after 

pre-processing the raw data to increase the effec-

tiveness of the model. To decrease overfitting and 

increase detection accuracy, a MobileNet is used to 

construct the model for the classification phase us-

ing the select features of BHPs. Evaluation measures 

like precision, accuracy, specificity, recall, and f-

measure were utilized to calculate the effectiveness 

of the proposed method. The proposed EHA-DL ap-

proach technique acquired a 99.27% accuracy which 

is relatively high compared to the existing method. 

In optical burst switching networks, the method ef-

fectively and highly efficiently detects flooding as-

saults and maintains network stability. The sug-

gested framework is being extended, and the thor-

ough design and assessment will be covered in fu-

ture projects. 
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