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         Abstract -An Anomaly detection (AD) framework intends to discover irregular data and also unusable activities in a system. The 
abnormality in the healthcare information is picked up by the AD in the healthcare system and then, the outcome is updated for the authority to 

evaluate the data. Numerous researchers have developed an AD method that has the disadvantage of data loss issues and complexity in 

computation. An enhanced AD framework utilizing Deep Learning Vector Quantization-Correlation Distance Mayfly Algorithm (DLVQ-CDMA) 

and Hyper-sphere Dolphin Swarm Optimization (H-DSO) methodology is presented in this work to overcome these disadvantages. By aid of the 
Internet of Things (IoT)-connected systems, proffered model gathers information about the patient and as well forwards the information to 

patient's health care application. Information from health care application is then sent via the optimal path by utilizing the H-DSO method. The 

data is uploaded to the cloud server later and then, it is recovered and provided to the AD system. The data is then pre-processed in an AD system. 

After extricating the features, the feature reduction is performed by employing the Entropy-Generalized Discriminant Analysis(E-GDA) scheme. 
Subsequently, the DLVQ-CDMA algorithm is utilized with the required features. Information is formerly categorized as usual data or irregularity 

data. data, which is attacked is stored in the log file and the normal data will undergo further evaluation for the identification of the presence of 

disease or disorder. After evaluation, the outcome is communicated to the patient. The experiential analysis specifies that the proffered DLVQ-

CDMA methodology executes better than the prevailing methodologies. 
 

Keywords: Hyper-sphere Dolphin Swarm Optimization (H-DSO), Optimized Navigation, Deep Learning Vector Quantization-Correlation 
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I. INTRODUCTION 

Smart IoT devices with processors, sensors, 

wearables, smart cameras, smart vehicles, along with actuators 

are increasingly distributed across various IoT appliances, like 

medical and healthcare, buildings, smart homes, manufacturing 

4.0 engineering, transportation, farming, and also food supply 

chain surroundings [1]. IoT’s speedy growth encourages the 

formation of new kinds of smart devices, which get expediency 

to people’s everyday lives [2].The IoT’s main idea is to improve 

internet connection and computing power and facilitate them to 

discover, communicate, calculate, and control their 

surroundings [3]. To offer time-critical as well as responsive 

services, the health market needs technologies like artificial 

intelligence (AI), cloud computing, IoT, machine learning 

(ML), and also wearables [4][5]. In intellectual medicine, the 

situation of patients is observed in real-time via intellectual 

vesture strategies [6]. Due to advancement in wearable 

machines, it has develop essential to best the action equal and 

energetic signs, like heart rate and blood pressure in everyday 

life. Such information related to a person is helpful for 

healthcare and as well health management [7]. Whilst Internet-

connected medical systems proffer numerous advantages, they 

also create severe privacy and also security issues particularly 

as healthcare methods handle sensitive and frequently life-

critical medical data [8]. The rising amount of IoT plans will 

offer numerous chances aimed at invaders to cooperation them 

during collusion attacks, spiteful emails, together with denial-

of-service attacks, amongst numerous varieties of attacks [9]. 

Nowadays, anomaly and security violation has developed into 

a regular phenomenon in IoT devices [10]. 

Recently, anomalies have been extensively examined 

in social networks to discover deceptive persons, malicious 

activities, spammers, and so on [11]. Initially, a method 
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illustrating the framework of normal activities is proffered to 

discover abnormalities. After that, abnormal patterns are 

discovered [12]. Intrusion detection functions by either looking 

for signatures of identified attacks or else deviations as of 

normal activity. It helps to analyse the quantity and types of 

attacks.By obfuscating or encoding the attack payload, an  IDS 

can be evaded in a method, board computer will opposite 

nonetheless IDS will not. Here are two kinds of Intrusion 

detection systems (IDS) like anomaly-centric and signature-

centric detection systems. Anomaly-centric detection systems 

effort through captivating a zero of usual traffic then action 

captivating place on network. They could analogize current 

status of the network's circulation to this baseline for detecting 

patterns that aren’t available in the traffic regularly [13]. In 

signature-centric detection, appropriate signatures are formed 

for each file and compared with known signatures that have 

been stored and detected in the past. The search continues until 

a match is made. When this occurs, the file is viewed as a threat 

and is immediately blocked. While signature-centric detection 

is wielded for threats; anomaly-centric detection is deployed for 

changes in behaviour. The proactive investigation of network 

systems is aided by signature-based methodologies to recognize 

unnecessary security threats in the fundamental network, thus 

advancing the system’s security and consistency [14]. They 

identify only the previously known attacks with finely analyzed 

features, whilst they fail to discover the zero-day attacks [15]. 

The complications utilized by invaders and several unknown 

attacks make anomaly-based intrusion detection apt to the 

modern situation [16]. Healthcare AD is a major task where the 

methodology can be exploited to attentive well-being doctors to 

irregular physical information, can be symptomatic of well-

being complexities [17]. Conventional methodologies are 

utilized for AD in healthcare data to improve patient care. ML 

methodologies are separated into two types namely Supervised 

Learning and Unsupervised Learning for unlabeled datasets and 

they are extensively utilized methodologies, which are 

extremely useful for discovering new attacks or abnormalities 

from the IoT surroundings [18]. Supervised learning instructs 

the system regarding predefined labeled data [19]. The 

abnormalities in unlabeled data are spotted utilizing the 

unsupervised AD methodologies [20]. Semi-supervised 

learning gathers related information utilizing unsupervised 

learning and then employs branded information to categorize 

unlabelled information [21]. Although the previous techniques 

provide numerous advantages with the growing attacker's 

power and as well resources, the existing methodologies have 

defects in high power consumption, availability of fewer 

resources, low classification accuracy, high computation time, 

and information loss and are not effective to discover cipher 

attacks. Hence, to execute AD efficiently, the proffered 

methodology deployed an AI-based technique to observe 

network traffic and as well to discover abnormalities in smart 

situations by utilizing H-DSO for selecting the optimal path 

along with DLVQ-CDMA to train the dataset. Foremost 

contribution of proposed model is, 

 

• To deliver efficient monitoring and tracking with less 

energy that helps to improve the resource management of 

people with QoS. 

• To improve the energy efficiency in the IoT cloud, the 

optimal path selection will be done with the help of 

Hypersphere Dolphin Swarm Optimization (H-DSO). 

• To reduce the information loss in feature reduction, 

Entropy - Generalized Discriminant Analysis (E-GDA) 

will be used. 

• To introduce a hybrid classification algorithm, DLVQ-

CDMA for training dataset. 

Rest segment of paper is prearranged as surveys. In 

segment 2, existing similar methodologies are reconsidered, 

whilst Segment 3 produces proffered AD framework’s building 

blocks. In Segment 4, the experimental outcomes and as well 

the performance evaluation aftermaths are discussed. Lastly, 

segment 5 winds up the work with future scope. 

 

II. LITERATURE SURVEY 

ManimuruganSetal. [22] presented a DL-centric 

methodology Deep Belief Network (DBN) methodology for 

IDS. The CICIDS2017 dataset was employed for the current 

IDS methodology’s performance analysis considering the 

attacks and also AD. A hungry layer-wise unsupervised 

technique is used in the pre-training stage to train the basic 

traits, and in the fine-tuning phase, a layer of softmax is put on 

the highest layer in order to further develop the properties of the 

marked instances. Methodology generated better outcomes for 

all factors such as recall, precision, detection rate, accuracy, and 

F1-score. In the greedy process, estimated inference process 

was restricted to a single bottom-up pass and it failed to re-

adjust its lower-level parameters. 

Abdel MlakSaidetal. [23]introduced an AD System 

(ADS) for smart hospital infrastructure with two components 

such as Event Detection Component (EDC) to discover e-health 

linked actions and an Intrusion Detection Component (IDC) to 

identify network abnormalities and also attacks. The AD 

manager (ADM) responds to attendance or else nonappearance 

of an attack in network after getting a notice from IDC. The 

ADS placement approach was completely centralized and also 

executed at the edge router. ML algorithm and SVM is used to 

handle issues in classification. Outcomes displayed higher 

discovery accuracy for the e-health-associated proceedings and 

also the IoT network breach, however for larger data sets, the 

SVM is not appropriate. 
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Osman Salem etal. [24] introduced a alteration point 

detection methodology by utilizing a Markov chain for central 

AD in Wireless Body Area Networks (WBANs). The 

methodology utilized prediction to lessen liveliness ingesting 

owing to usual information show, then the capacities that 

deviated as of the expected values alone are directed to LPU. 

The methodology recovers Root Mean Square Error (RMSE) 

betwixt predicted and computed standards for the entire 

qualities. RMSE transformed observed characteristics into a 

univariate time sequence that is partitioned into imbrication 

descending windows. In every single descending window, 

combined likelihood of series of RMSE standards is computed 

to establish if a modification has occurred or not. Amount of 

diverged features is exploited toward differentiate defective 

capacities as of a health emergency if an efficient change was 

discovered over k consecutive windows. The experiential 

outcomes confirmed the potency of the scheme, as it attained 

higher detection accuracy with a less rate of false alarms 

(5.2%). The RMSE is sensitive to abnormalities and thus 

anomalies should be isolated for RMSE to work correctly. 

Liming Fang etal. [25] recommended a Detecting 

Illegal Behavior(DIB) approach that constructed an anomaly 

judgment methodology by evaluating the device manager’s 

day-to-day activities. The judgment measures were 

automatically accustomed by the system as per the alterations 

in the manager’s utilization activities. The Fuzzy core vector 

machine (R-FCVM) process regarding fuzzy membership 

operation and also rough set (RS) theory isdeveloped to handle 

the fuzzy data gathered by DIB and it enhances proficiency 

along with accuracy of data processing methodology. RS is 

utilized as FCVM’s pre-processor and it minimizes the 

characteristics that were forwarded to the FCVM function, thus 

the appraisal of FCVM was decreased.  In this methodology, 

RS has an additional operation that could sort certain simply 

recognized anomaly activities. The experiential outcomes 

displayed that the DIB model had higher efficacy in discovering 

the devices’ anomaly activity, however in the case of large 

datasets they couldn’t be tackled directly by RS theory. 

ProsantaGope et al. [26] recommended an advanced 

methodology by presenting a Physical Unclonable Function 

(PUF)-related verification system then also a data-driven fault-

tolerant decision-making approach for structuring an IoT-

centric updated healthcare model. When a fresh record is 

transmitted from server to decision-making unit, initially it is 

verified whether the record was complete and that there is no 

loss of information from a sensor. If the documentation was 

perfect, it was verified against the patient’s normal behavior 

system to discover abnormality. The One-Class SVM (OC-

SVM) classifier is employed to create normal behavior. If there 

is no abnormality, the report was stored in a central repository 

and then a judgment about the activity was prepared 

considering predefined rules. The experiential outcomes 

displayed that the approach was successful and could assure the 

essential characteristics that were highly significant in making 

any enhanced IoT-based updated healthcare model. The major 

restriction in OC classification was that only a single class of 

labelled datasets is obtained during the training process. 

 

III. ANOMALY DETECTION FRAMEWORK 

IoT is recognized as a scheme of interrelated 

substances, access internet to gather then transfer information 

over network with no human interference. IoT applications are 

broadly utilized in numerous fields with the enhancement in 

technology and these fields include education, farming, 

healthcare, etc. In healthcare, the IoT could enable healthcare 

providers to deliver enhanced care to patients and measure the 

result of success. In the healthcare structure, the experts assess 

the various data gathered from the IoT sensors. The healthcare 

data from the healthcare monitoring device is stored in the cloud 

server. The sensitive data of a person will be incorporated into 

the healthcare data and hence it is necessary to study the 

database to discover abnormalities that might be the cause of 

numerous accidental deaths. Several prevailing methodologies 

utilized for AD are prone to a few disadvantages such as data 

loss issues, high computation time, and more energy 

consumption. To conquer these disadvantages, the proposed 

AD framework utilizes DLVQ-CDMA and H-DSO 

methodology for obtaining optimized navigation with energy 

efficiency and also minimal response time. In the proffered 

model, the healthcare data obtained from the IoT devices are 

forwarded to the healthcare application that can be a mobile or 

desktop application. Later, a navigation service is preferred 

where an optimal path is chosen by exploiting the H-DSO to 

transmit IoT data. Subsequently, in data warehousing, the IoT 

sensor values are forwarded to the hospital's confidential cloud 

server. The data of the hospital’s cloud server is retrieved and 

utilized as the experiential data that is further given as input to 

the AD-trained device. Feature extraction, feature reduction, 

pre-processing, and also training is included in training the 

device.  

 
Figure 1: Graphical abstract of proposed model 
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Graphical abstract of proposed model is illustrated in 

figure 1. Feature extraction aidsin minimizing the amount of 

redundant data as of the data set. Feature reduction is used for 

reducing the number of features that the computer must process 

to perform its function and Pre-Processing improves accuracy 

and reliability. The E-GDA methodology is utilized for the 

feature reduction step. Further, the DLVQ-CDMA model is 

utilized for training the selected features. The IoT information 

is then verified and the outcomes are obtained that identify if 

information is attacked or not. Information will be stored in the 

log file if it is attacked. If the data is normal, then the 

evaluations are conducted. Figure 2 represents the block 

diagram for present methodology. 

 
Figure 2: Block diagram for proposed AD methodology 

 

A. Patients with IoT 

IoT facilitates general practitioners to be more 

attentive and relate with the patients proactively. The data could 

be captured, stored, and analyzed by the IoT digitally. Every 

clinical record is maintained; in addition, patient data and 

information is easily shared in emergency cases with the 

assistance of internet facilities, and this makes general 

practitioners efficient. The IoT systems, like wearable and 

previous home monitoring devices having IoT, will serve to 

gain data about the situation and also the seriousness of patients. 

Obtaining these data will aid the doctors to decide the finest 

treatment for the patient. Initially, all the patients are specified 

as the nodes; moreover, the number of nodes is specified as, 

     
(1) 

Anywhere, indicates quantity of nodes and

. From the sensor nodes, the values are moved to 

the patient’s healthcare application. The patient healthcare 

applications supervise the patient's crucial signs, like blood 

pressure, heart rate, blood sugar, pulse, etc. The IoT data is 

transferred to Hospital Cloud Server after getting the values 

from the patient's body into the mobile application. 

 

B. Navigation  

The optimal path must be selected before transferring 

the data to the cloud to enhance energy efficiency. The process 

of traversing from the initial point to the endpoint is signified 

as navigation. Location of a ship, plane or additional vehicle is 

detected; in addition, guidesit to a exact terminus. A being is 

required to distinguish vehicle's relative site, or else location 

when weighed against the other known locations by the 

navigation. In the healthcare method, the process of navigation 

is utilized to decide the finest path to a public treatment centre 

or hospital for patients in urgent situations by utilizing 

intellectual IoT sensors for identifying a location and assessing 

data about real-time traffic. Multi-path creation and also 

optimal path selection are the two steps involved in this stage. 

 

a. Multipath creation 

In this stage, all nodes are linked and numerous paths are 

produced at random for the entire nodes based on the energy of 

all nodes. The multiple paths for the linked nodes are 

produced as, 

          
(2) 

Where, and n indicates the number of paths. 

 

b. Optimal path selection 

Afterward establishment of multiple paths, extremely 

vital to choose best trail for transmitting the packet owing to the 

restriction in wireless connections and also to decrease the 

packet’s transmission time. The H-DSO methodology is 

utilized for selecting the optimal paths. By stimulating organic 

features along with alive ways depicted in dolphin’s real greedy 

procedure, DSO is implemented. ‘3’ stages are encompassed in 

the predation process. Initially, for searching adjacent preys 

along with analyzing the surroundings by employing echoes, 

every dolphin self-sufficiently takings benefit of sounds. Then, 

they exchange their information. The members, which detect 

huge target, sound additional members for assistance. The 

dolphins, which consume established data change to target then 

mantle it lengthways by extra members. Finally, they surround 

the prey and enjoys the food, which means that predation is 

accomplished. The scheme of selection is performed randomly 

in the previous DSO methodology that may cause deviation 

from the search space, however, instead of the random selection 

process, the Hyper-sphere methodology which is the set of all 

points in a given hyperspace that are at a given distance from a 

given point is deployed to resolve this issue.; At first, the initial 

population is created randomly in this methodology. For every 
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single path of the nodes, two significant factors are described, 

and they are individual optimal solutions and also 

neighborhood solutions . After that, the distance and also 

fitness values are computed for the initialized paths. Three 

distance values are measured, the distance between  and 

is termed , distance between  and is termed 

, then distance between and is termed . The 

distances are computed as follows. 

  
(3) 

  
(4) 

  
(5) 

Here, . The fitness value is measured to 

compute if the solution obtained is better or not by considering 

the response time. In the search phase, the dolphins search for 

close targets in the region by generating noise in random 

directions. A maximum search time  is set by the algorithm 

to avert from overcrowding in the search region. Within the 

maximum search time, the members search to discover the new 

solution, which is expressed as, 

  
(6) 

Where, specifies the sound generated by the 

dolphin at time . The new solution’s fitness is measured by 

considering the dolphins’ energy. The new solution’s fitness 

is, 

  
(7) 

Where, denotes the fitness function. In the reception 

phase, every single member notifies the outcome attained in the 

search region to others by communicating to the transmission 

time matrix  and is expressed as, 

                                  

(8) 

Where, is a constant termed as the accelerator, and 

the speed is denoted as .  In the call phase, every single term 

in the transmission time matrix is verified and when 

it specifies that the sound is acquired by from . Then, the 

maximum search time is changed into a new transmission time 

. In the subsequent phase, the search radius and also the 

encircle radius and are considered to attain the new 

location with the support of known data. Then, the dolphin’s 

new position following the predation phase is calculated 

by utilizing the encircle radius under three conditions as, 

 

 

(9)

 

Where, r specifies the random value process and it is presented 

as, 

  

(10) 

After attaining the new position, the new position’s suitability 

worth then suitability of are compared to choose the finest 

path of . Figure 2 shows pseudo-code for H-DSO algorithm. 

Algorithm 1: H-DSO algorithm for path selection 

 

 

i

i

iP

1+iP iPP i i

i iP i iP

)( 1+−= iii PPPP

)( iii  −=

)( ikii PP  −= +

nk ,....2,1=

1

new

ijX

tSPX jki

new

ij += +

jS

iP t

new

ij

)( tSP jki

new

ij += +



ttmT

va

PP
T i

ttm
.

=

a
v

0=ttmT

iP jP

2

1 2

newP















+

+


−

+

=

+

iii

iii

i

i

iki
i

new

Pif
r

r

Pif
r

r

Pif
P

P

P











||||

||||
1

1

3

3

4
r R


=

i

i

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 

    2852 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

Algorithm 1 represents the procedure adopted for selecting the 

optimal path for data transmission and the optimal path is 

denoted as .

 

 

C. Data Warehouse 

The data attained in the healthcare application is then 

transmitted via the selected optimal path and it is stored in 

the hospital's private cloud server that is termed as the data 

warehouse. The data warehouse is a collection of a vast amount 

of data that will support healthcare devices to make decisions. 

 

D. Data Retrieval 

The data which is stored in the cloud server is then 

retrieved. The retrieved data is denoted as . The abnormality 

in the retrieved data is discovered by exploiting the trained 

ADS. 

 

E. Anomaly Detection 

 The method of detecting unpredicted actions that divagate 

from the dataset is termed as AD. It is vital to discover 

irregularities in the healthcare system as it includes sensitive 

data. High levels of irregularities in the healthcare system relate 

to poor health-associated results. It encompasses developed 

infant and child humanity charges, low life expectation, low 

inoculation charges along with high tolls of antibiotic 

confrontation. The phases involved in AD are pre-processing, 

feature extraction, feature reduction, and training phases. 

 

c. Preprocessing 

In preprocessing, the original data that was 

retrieved from the cloud server is converted into useful data by 

executing certain steps like duplicate removal, unique attribute 

identification, transformation, and also normalization. Here, the 

recurring data in the dataset are specified as duplicate values, 

which subsequently increase the system’s training time and may 

end up with a low accuracy value. The recurring data are 

removed to clear this problem. The unique attributes are 

detected in every single column of the dataset in the subsequent 

step. After that, the string values in the dataset are transformed 

into numerical values for further classification. To attain an 

effective outcome, normalization is deployed to the data to 

convert the original data  into the range  

  

(11) 

Here, the normalization is conducted by altering the 

data values into a specific range, for instance, between 0 to 1 or 

-1 to 1 utilizing the minimum and maximum feature values. 

 

d. Feature extraction 

The significant features like sex, age, “inactive blood 

pressure (trestbps), chest pain (cp), fasting blood sugar (fbs), 

oldpeak, resting electrocardiographic results (restecg), serum 

cholesterol (chol), thalach, exercise-induced angina 

(induexang), slope, ca, thalassemia (thal), and num features are 

extracted as of the IoT sensor data, which contains the patient’s 

details”. The number of features is presented as, 

  
(12) 

Age and Sex: The age feature  and also sex feature  are 

extracted. The person’s age in years is determined as the age 

feature. With the help of gender values, the patient’s sex can be 

identified. 

  

(13) 

Here, the gender value is denoted as . when the 

gender value is 1, the patient is specified as a male patient  

and the patient is indicated as a female patient when the 

gender value is 0. 

CP: The type of chest pain  is identified here. 4 kinds of 

chest pain, like “typical angina ”, “atypical angina

”, “non-anginal pain ”, and also “asymptomatic ” 

are detected under the condition, 

 

(14) 

where, the chest pain value is specified as that 

calculates the type of chest pain that is experienced by the 

patient. 

Trestbps: The resting blood pressure is signified as the 

trestbps feature denoted by and it is attained as a numeric 

value in mm/Hg when admitted to the hospital. 

  
(15) 

Here, indicates the blood pressure rate that is gained as a 

numeric value. 

Chol: The serum cholesterol that is signified as the chol feature 

will support the doctors to measure the probability of 
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occurring heart disease. The chol is acquired as a numeric value 

in mg/gl. 

   
(16) 

Here, C represents the cholesterol level obtained. 

Fbs: The blood sugar level is measured. The fbs feature  is 

attained by fulfilling the condition that . It 

is signified as, 

 

(17) 

 Here, 1 is consigned for ‘true', and 0 is consigned for 

‘false’. 

Restecg: It verifies the heart’s electrical activity in rest and 

discovers anomalies including left ventricular hypertrophy, 

bundle branch blocks, and arrhythmias. Deepening of partition 

of heart's key driving chamber is termed left ventricular 

hypertrophy, which might cause an elevation of heaviness 

inside heart then sometimes poor pumping act. High blood 

pressure is greatest shared reason. Angiotensin, Beta blockers, 

Calcium channel blockers and Water pills are the treatment 

available for Left ventricular hypertrophy. Calcium channel 

blockers effort through stopping calcium as of incoming cells 

of heart along with arteries. Calcium accelerates contraction of 

the heart then arteries. They prevent calcium as of entering 

cells, permitting blood vessels to open and relax. By obstructing 

the hormone epinephrine’s actions, the beta blockers function, 

which is also termed adrenaline. By making heart to tired 

additional slowly and mildly, Beta blockers reduce blood 

pressure; additionally, assist in artery and vein dilation for 

augmenting blood flow. Restecg feature  is specified as, 

  

(18) 

If the value is zero, it is considered as normal , 

specifies that the inverted T-wave of the ST segment 

(STT) wave is abnormal that is ST depression of > 0.05 mV and 

also left ventricular hypertrophy (HT) by Estes’ criteria is 

specified as .  

Thalach and exang: Thalach feature  is phrased as the 

utmost heart rate obtained. Exang  is specified as exercise-

induced angina that is estimated as, 

   

(19) 

Oldpeak and slope: oldpeak  denotes the ST unhappiness 

provoked by workout related to rest. ST depression is finding 

on an electrocardiogram and the value of the ST segment is 

unusually low below the baseline. The interval betwixt the 

ventricles’ depolarization and repolarisation is signified by the 

ST. It could be estimated by employing as baseline references 

both the PQ along with the TP segments that are equations of 

the diastolic potentials. The slope of the peak  employs ST-

segment and is presented as, 

 

(20) 

where, US refers to up sloping, f refers to flat, and DS refers 

to down sloping. 

Ca, thal, and num: ca  is the number of main vessels 

colored by fluoroscopy in the domain called 0,1,2,3. The 

presence of major vessels will minimize the probability of 

getting heart disease. Thal specifies the heart’s status i.e., 

the complications in the blood flow are evaluated as, 

  

(21) 

Where, is determined as the normal,  specifies the 

fixed defect, and signifies the reversible defect. Num 

feature  is exploited to identify heart disease. It is 

represented as, 

  

(22) 

Where, specifies the patients with no heart disease and 

denotes the patients with heart disease. 

 

e. Feature reduction 

In this step, the extracted features  are minimized 

without data loss by employing E-GDA. GDA is the 

Dimensionality reduction method to decrease amount of 

variables below thought, through attaining a usual of principal 

variables. In the GDA methodology, there occurs some data 

loss. The entropy methodology is added in GDA following the 

exposure of the mean vectors of data to minimize the data loss. 

The entropy measures the amount of information present in a 

glmgCq /5 =

6q

glmgfbs /120



 

=
otherwise

glmgfbsif
q

0

/1201
6

7q









=

=

=

=

2

1

0

7

valifHT

valifSTT

valifn

q

nor

norn

1=val

2=val

8q

9q





=

=
=

no

yes
q

0

1
9

10q

11q









=

=

=

=

3

2

1

11

valifDS

valiff

valifUS

q

11q

12q









=

=

=

=

7

6

3

12

valifRD

valifFD

valifn

q

nor

norn FD
RD

13q



 =

=
 otherwiseD

valifD
q

0
13

D
D

kQ

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 

    2854 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

variable. The GDA maps the extricated feature vector  in 

space  into in space .  

At one point in the process of applying GDA, the 

vector𝑄𝑘  that maximizes the ratio 𝑄𝑘𝐵𝑆𝑀 𝑄𝑘𝑊𝑆𝑀⁄  must be 

obtained, where 𝐵𝑆𝑀 denotes the between-class scatter matrix, 

and 𝑊𝑆𝑀is the "within-class scatter" matrix. In GDA, the 

betwixt-class scatter matrix and also within-class scatter matrix 

are signified as, 

        

(23) 

 

𝑊𝑆𝑀 = ∑ (𝜇𝑗 − 𝜇)(𝜇𝑗 − 𝜇)𝑇𝐿
𝑗=1    (24) 

Anywhere, indicates amount of classes, number of 

examples in class  is signified as , presents the sample 

mean value in class ,
 

 

(25) 

After detecting the mean of data, two random variables

and also is chosen from the feature vector  to consider 

the entropy value. The features’ reliability is reviewed by 

considering the entropy. The entropy of a random variable 

is, 

 

(26) 

Where, is the prior probability of . The 

values of another variable are monitored. After monitoring 

the values of  the entropy of is specified as, 

 

(27) 

Where, are the posterior probabilities of 

given values of .  provides the reduced value of entropy 

of that is specified as information gain. The interchanged 

data between the two variables is described as, 

 

(28) 

After that, the distance between the features and also 

class L is measured as, 

 
(29) 

If the feature’s distance is less than the class label, the 

feature is reviewed as the suitable feature of the class label. The 

correlation is measured by utilizing the redundancy between the 

features. Consequently, the lowest redundant features are 

chosen accompanied by the selected features that are denoted 

as  and are exposed to the AD phase. 

 

f. Anomaly Detection using DLVQ-CDMA 

               The features chosen are trained by employing the 

DLVQ-CDMA. Hidden layers are augmented to improve 

accuracy of classification in LVQ technique. The weight value 

is randomly produced amidst the layers in the LVQ 

methodology and it generates less classification accuracy; also 

the duration of training time is high. So, a novel swarm 

intelligence bio-inspired system presented in 2020 termed the 

Mayfly algorithm is utilized to select the weight values. Its 

inspiration emerges as of hovering and coupling behaviour of 

male and female mayflies. Main inspiration for Mayfly 

Optimization Algorithm is as of behaviour of mature mayflies 

like(A) procedures of cusp, (B) alteration, (C) meeting in a 

group, (D) nuptial dance, together with(E) random walk. For 

surpassing this challenge, an altered optimization system 

termed Correlation Distance-centric Mayfly Algorithm 

(CDMA) is employed. Correlation distance is a amount of 

distance amid two random variables with finite variances. In the 

movement process, the correlation distance will be replaced in 

the MFO to augment the efficacy. The LVQ model includes 

three layers such as input layer, the output layer, and a hidden 

layer. In input layer, every single neuron is concatenated to 

neurons of hidden layer whereas, in the output layer, only 

specific neurons are concatenated to the neurons of hidden 

layer. Let input trajectory be specified as, 

            (30) 

Consider are the vectors of 

optimized weights in between input and hidden layers, and the 

vector of weights in between output and hidden layers. The 

output layer’s neurons are concatenated to the neurons of 

hidden layer and are specified as one. Nerve cell that are not 

linked are specified as zero. Then, from the training mode, the 

output vector  is acquired. The hidden layer’s output 

and output vector is measured as, 

                           (31) 

                           (32) 

The correction of weights of connection  is executed under 

two conditions when the classification  is correct  

and as well when the classification is wrong . The 

correction can be represented as, 

                (33) 
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                    (34) 

Anywhere,  indicates weight of output layers, 

refers to the weights of connections and . 

        The weight value  is generated randomly and the 

modified MFO methodology is deployed to augment the 

accuracy of classification. 

         Initially, the male mayflies  (weights in between input 

and hidden layers) accompanied by the female mayflies 

(weights in between output and hidden layers) are described as, 

                 (35) 

                   (36) 

In MFO algorithm, every single person in the swarm 

(ie, the weight value) including the male and female mayflies 

would update their position with the aid of the current position 

 and as well as the velocity on the current iteration. 

Change in the position of each mayfly determines its velocity 

and based on the best individual flying experiences then finest 

swarm’s communal hovering knowledges, flying direction of 

every mayfly is detected. It is defined by, 

 
(37) 

In the Males gathering, the movement of each male 

mayfly is based on the nuptial dance with constant movement. 

The male mayfly’s velocity is measured by considering the 

person’s best position accompanied by the best position of 

the others . 

(38) 

Here, and  specifies the constants of positive 

attraction,  indicates the distance betwixt , and  

denotes coldness amid then . Then, distance amid two 

individuals is measured by utilizing correlation distance as, 

                   (39)  

where, specifies the individual entity in the swarm 

and as well is the individual’s best position or else the best 

position of others, and indicate the distance covariance 

and distance variance. The female flies inform their position 

with the aid of the current position and as well the 

velocity on the current iteration as, 

             (40)   

After that, the first-finest female will be involved 

through finest male, second- finest female is attracted through 

second-finest male, then so on. Then, mating process between 

the mayflies is performed. The mating operation is performed 

between two sets of mayflies via cusp worker. By way of 

specified earlier, the suitability worth is deployed for selecting 

parent from the two sets of mayflies for mating. The way of 

selecting parents is similar as method females are involved to 

males. At end of mating, two offspring are produced and they 

are expressed as, 

                       (41) 

                       (42) 

where, denotes the random value in a definite range. 

The weights are optimized by employing the MFO model 

accompanied by the optimized weights  and they are 

consigned for the layers in the above classification.  

With the assistance of the above procedure, the input 

data is classified into attacked along with normal data by the 

trained ADS. The attacked data will be stored in the log file and 

the normal data is provided for estimating the disease.  

 

F. Analytics and Representation 

                In this section, the normal data is evaluated to 

discover the patient’s disease. From the analytics of the data, 

the seriousness of the disease is determined by the doctors. 

Then, the risks identified by the doctors are forwarded to the 

patient's mobile. The outcomes will be expressed to the patients. 

 

IV. RESULT AND DISCUSSION 

In this section, the proffered methodology’s efficiency 

is assessed. The proposed AD framework with an optimized 

navigator utilizing DLVQ-CDMA and also H-DSO is 

implemented on a Java platform.  

 

G. Database Description 

The heart disease dataset gathered from the UCI ML 

warehouse is utilized for training. A collection of databases, 

domain theories, and along with generators, which are deployed 

by the ML community for the empirical analysis of ML 

systems, is termed the UCI ML. In this dataset, there are 76 

attributes and 303 records. There are four databases in the 

dataset and they are Hungary, Cleveland, Long Beach VA, and 

Cleveland. Every single database holds 73 attributes and the 

database utilized here is the Cleveland database. From the 
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Cleveland database, a subset of 14 attributes is considered. 

They are “sex, age, cp, trestbps, chol, fbs, restecg, thalach, 

exang, slope, oldpeak, ca, thal, and num” (detected attribute). 

Incidence of heart disease in patient is detected with support of 

integer values ranging from 0 to 4 that differentiated the 

attendance (values 1, 2, 3, 4) after the nonappearance (value 0).  

 

H. Performance Analysis 

The proficiency of the proffered DLVQ-CDMA 

methodology and the prevailing SVM, Adaptive Neuro-Fuzzy 

Inference System (ANFIS), Artificial Neural Network (ANN), 

together with LVQ methodologies by considering the result 

parameters recall, F-measure, precision, specificity, sensitivity, 

and as well as accuracy are evaluated in this part. In table 1,  

 
TABLE1: CONTRAST OF PROPOSED DLVQ-CDMA TECHNIQUE AND 

PREVAILING APPROACHES. 

Result 

parameter

s 

Propose

d 

DLVQ-

CDMA 

ANFIS SVM ANN LVQ 

Precision 
95.62478

5 

86.3257

4 

89.3256

5 
91.32564 

93.2654

7 

Recall 94.32658 
88.3265

5 
89.7486 92.224563 

93.6587

4 

F-

Measure 
94.32441 

87.6388

2 

89.3232

5 
91.225478 

93.2114

6 

Accuracy 95.32247 
88.3255

5 

89.6587

4 
92.114785 

93.2417

9 

Sensitivity 95.68741 
89.3322

6 

89.9966

9 

91.698857

4 

93.6988

6 

Specificity 
96.21145

7 

89.3855

4 

90.6578

4 
91.987453 

94.3265

9 

 

Discussion: In Table 1 the proficiency of the DLVQ-

CDMA model is assessed by the prevailing SVM, ANFIS, 

LVQ, and LVQ methodologies considering recall, precision, 

accuracy, F-measure, sensitivity, and as well specificity. The 

two significant methods for the analysis of parameters are 

precision and recall. Precision mentions the outcomes in 

percentage and recall mentions the proportion of total related 

outcomes perfectly categorized by the methodology. F-

measure is a parameter that signifies the method’s accuracy on 

a dataset whereas accuracy is proportion of proximity to true 

value. Sensitivity is potency of a methodology to perfectly 

detect patients having a disease. Specificity is potency of a 

methodology to perfectly find patients who do not have any 

disease. The precision value of the proffered methodology is 

95.624785, whereas the precision value of the prevailing 

methodologies like ANFIS, SVM, ANN, and LVQ is 86.32574, 

89.32565, 91.32654, and 93.26547 respectively. Considering 

recall and also F-measure, the proffered methodology acquires 

a value of 94.32658 and 94.32441 respectively, which is 

comparatively better than the prevailing methodologies. The 

proffered methodology also attains proficiency in terms of 

accuracy, sensitivity, and specificity having a value of 

95.32247, 95.6874, and 96.211457 respectively. In contrast 

with the proffered methodology, the previous techniques have 

less accuracy, sensitivity, and as well specificity. These lower 

values are due to the following reasons; ANFIS faces a loss of 

interpretability in larger inputs, SVM doesn’t execute well 

when the target classes are overlapping, ANN couldn’t 

generalize from limited training data and LVQ does not scale 

up nicely to big problems. 

 

I. Comparative Analysis: 

In this section, the methodologies of AD and also 

optimal path selection are measured for performing the 

comparative analysis. 

 

g. Comparative analysis of optimal selection methods: 

The proficiency of the HDSO and the prevailing 

Particle Swarm Optimization (PSO), Genetic Algorithm (GA), 

Ant Colony Optimization (ACO), and also Dolphin Swarm 

Optimization (DSO) methodologies by considering training 

CPU memory usage, path selection CPU memory usage, path 

selection time, and also fitness vs iteration is evaluated. 

 

 
Figure 3: Analysis of proposed technique by existing approaches based on 

CPU memory usage on training. 

 

Discussion:  Figure 3 denotes that the proposed 

methodology’s CPU usage time is 5632547 kilobytes and it is 

less when compared with the prevailing methodologies. The 

previous techniques GA and PSO have higher memory usage of 

7845786 kilobytes and 7235689 kilobytes respectively. The 

memory usage of the ACO and DSO methodologies are 

6754788 kilobytes and 6256784 kilobytes, which is superior to 

the present methodology. Consequently, it is evident that for 

training, the present methodology HDSO consumes reasonable 

CPU memory usage than the prevailing methodologies. 
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Figure 4: Analysis of CPU memory usage on path selection of proposed 

HDSO methods by existing approaches. 

TABLE 2: PERFORMANCE ANALYSIS OF CPU MEMORY USAGE ON PATH 

SELECTION 

Techniques Path Selection CPU Memory Usage 

GA 6650551 

PSO 6230540 

ACO 5978322 

DSO 4904580 

Proposed HDSO 4707414 

 

Discussion: In table 2, The CPU memory usage for 

path selection of the proffered methodology is compared with 

the prevailing PSO, GA, DSO, and ACO methodologies in 

Figure 4. The proposed HDSO model’s memory usage for path 

selection is 4707414 kilobytes, which is less than that of the 

prevailing methods. The GA, PSO, and ACO methodologies 

have memory usage with small variations and the values are 

6650551 kilobytes, 6230540 kilobytes, and 5978322 kilobytes. 

Similarly, the DSO technique has a memory usage nearer to the 

proffered HDSO model.  

 
Figure 5: Path selection time of proposed HDSO method and prevailing 

approaches 

 

Discussion: Figure 5 represents path selection time of 

HDSO and the existing GA, PSO, ACO, and DSO methods. 

From Figure 4, it is evident that the time utilized by the HDSO 

methodology for path selection is extremely less than the 

previous methodologies in which the GA and PSO models 

utilize a larger time. The ACO and as well PSO models utilize 

a medium time for path selection. The proposed model’s path 

selection time is 1318ms. The time utilized for path selection 

by the models GA and PSO is 7927ms and 6685ms and the time 

utilized by the models ACO and DSO are 3434ms and 2292ms. 

 
Figure 6: Fitness vs iteration analysis analysis 

 

Discussion: Figure 6 represents the fitness vs iteration 

evaluation for the proffered methodology and the previous 

models. The models are subjected to a different number of 

iterations, which differ as, 5, 10, 15, 20, and 25. For 5 iterations, 

the present methodology has a fitness value of 4687, whereas 

the fitness value for the prevailing methods such as GA, PSO, 

ACO, and DSO is 2456, 2986, 3475, and 3968 respectively. The 

fitness values of the proffered methodology for the remaining 

iterations are 5241 for 10 iterations, 5986 for 15 iterations, 6754 

for 20 iterations, and7685 for 25 iterations. The proposed 

methodology possesses a fitness value more than that of the 

prevailing methodologies and therefore it is established that the 

proffered model executes well for the different number of 

iterations. 

 

h. Comparative analysis of Anomaly Detection by different 

methods: 

This section demonstrates the comparative analysis of 

the DLVQ-CDMA methodology with the prevailing ANFIS, 

SVM, ANN, and LVQ models by considering the parameters 

like precision, recall, F-measure, accuracy, specificity, 

sensitivity, and training time. 

 

 
Figure 7: Performance analysis of proposed technique then the existing 

approaches. 

 

Discussion: In Figure 7, result parameters, like (A) 

precision, (B) recall, (C) f-measure, (D) accuracy, € sensitivity, 
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together with(F) specificity are examined for the DLVQ-

CDMA methodology with the prevailing models. The proffered 

methodology acquires higher values of (A) precision, (B) recall, 

(C) f-measure, (D) accuracy, (E) sensitivity, along with(F) 

specificity, like 95.624785, 94.32658, 94.32441, 95.32247, 

95.68741, and 96.211457. The previous ANFIS and SVM 

methodologies have reduced efficiency. In contrast with ANFIS 

and SVM methodologies, the prevailing ANN and LVQ 

methodologies execute better in which the models have higher 

values for sensitivity and specificity than other parameters. 

Therefore, Figure 6 displays that the proffered methodology has 

increased effectiveness over the prevailing methodologies.  

 

 
Figure 8: Training time for the proposed and existing methods. 

 

Discussion: The time utilized by the DLVQ-CDMA 

method to complete the training of pre-processed data is 

correlated with the prevailing methods. In Figure 8, the present 

method’s training time is13457ms. Training time of ANFIS 

then SVM methods is 29685ms and 21654ms correspondingly. 

ANN method’s exercise time is 18653ms and LVQ method’s 

training time is 16874ms. The above evaluation indicates that 

for the DLVQ-CDMA model, the time taken for training is less 

than that of the previous methods. 

 

V. CONCLUSION 

AD is the data mining methodology that discovers the 

infrequent items that deviate from the actual dataset. In this 

work, the ADS through optimized navigation utilizing DLVQ-

CDMA and H-DSO methodology is proffered. The proffered 

DLVQ-CDMA methodology acquires higher accuracy than the 

prevailing methodologies. The proffered H-DSO methodology 

is compared with the PSO, GA, DSO, together with ACO 

methodologies considering the path selection CPU memory 

usage, training CPU memory usage, fitness vs iteration, and 

also path selection time. In this evaluation, the defined H-DSO 

methodology's outcomes have higher supremacy than the 

prevailing techniques. The DLVQ-CDMA methodology is 

assessed with the prevailing SVM, ANN, LVQ, and ANFIS 

methodologies by utilizing the recall, training time, F-measure, 

precision, sensitivity, accuracy, and specificity. The proffered 

methodology acquires an accuracy of 95.32247%, which is 

larger than the prevailing methodologies.  It is appraised that 

the proffered ADS discovers abnormalities in healthcare 

information more effectively than the previous methodologies. 

In the upcoming future, various IoT sensor data will be included 

and as well the energy efficiency can be augmented through 

Clustering, then via the fog layer, it will be forwarded to the 

cloud. The network monitoring will be executed efficiently by 

utilizing mobile nodes. 
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