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Abstract—The potential uses of cursive optical character recognition, commonly known as OCR, in a number of industries, particularly 

document digitization, archiving, even language preservation, have attracted a lot of interest lately. In the framework of optical character 

recognition (OCR), the goal of this research is to provide a thorough understanding of both cutting-edge methods and the unique difficulties 

presented by Indic scripts. A thorough literature search was conducted in order to conduct this study, during which time relevant publications, 

conference proceedings, and scientific files were looked for up to the year 2023. As a consequence of the inclusion criteria that were developed 

to concentrate on studies only addressing Handwritten OCR on Indic scripts, 53 research publications were chosen as the process's outcome. 

The review provides a thorough analysis of the methodology and approaches employed in the chosen study. Deep neural networks, conventional 

feature-based methods, machine learning techniques, and hybrid systems have all been investigated as viable answers to the problem of 

effectively deciphering Indian scripts, because they are famously challenging to write. To operate, these systems require pre-processing 

techniques, segmentation schemes, and language models. The outcomes of this methodical examination demonstrate that despite the fact that 

Hand Scanning for Indic script has advanced significantly, room still exists for advancement. Future research could focus on developing 

trustworthy models that can handle a range of writing styles and enhance accuracy using less-studied Indic scripts. This profession may advance 

with the creation of collected datasets and defined standards. 
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I. INTRODUCTION 

"Optical character recognition" (OCR) refers to the digitization 

or optical scanning of printed or written text in order to convert 

it into a machine-readable format. OCR, or optical character 

recognition, is the short name for a discipline of pattern 

recognition that is both demanding and interesting. It has a wide 

range of practical uses. With the development of a retina 

scanner, Carley created the optical character reader, a primitive 

method of picture transmission, in 1870. [1]. There are good 

reasons to be positive about the possibility of improving 

document identification that draws on printed sources. 

However, because there is such a wide range of handwriting 

styles, it can be difficult to identify characters in handwritten 

writings. It is reasonable to assume that research into the 

identification of handwritten calligraphy is going to persist in 

some form in the future as a result. The quality of the method 

that powers character identification is proportional to the 

precision of the system used for detection. Character 

recognition is a complex process that calls for several tools and 

strategies. OCR, or optical character recognition, has made 

tremendous progress in recent years, a computationally 

complex discipline. Huge strides have been made in recent 

years in both artificial learning and several methods that mainly 

rely on computation. Most of these developments have been 

made in this field. The system's objective is to read as quickly 

and accurately as a human reader while being much more 

effective. Figure 1 illustrates the several processes that make up 

the character recognition process. [2]. 
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Figure 1: Character recognition procedure stages. 

The phases involved in the recognition process are feature 

extraction, segmentation, the pre-processing and data gathering. 

Digitising and pre-processing handwritten documents to fix 

orientation, noise, distortion, slant, skew, binarization, and 

normalisation is the first step in processing handwritten text. 

Analytical, or segmentation-based, text processing, and holistic, 

or segmentation-free, text processing, are the two main types of 

text processing. The text is divided into lines, words, or 

ligatures during the segmentation stage. To decrease the amount 

of data needed for identification and boost recognition strength, 

the second step, feature extraction, focuses on finding 

meaningful and unique patterns. The recovered characteristics 

are what ultimately decide the classifier's accuracy. This is the 

last step before recognition and categorization, which finds 

patterns based on incoming data, is the main decision-making 

stage [3]. 

 

A. Background 

There are many different languages as well as written systems 

used in India. The Constitution of India officially recognizes 22 

different languages. Dogri, Urdu, Punjabi, Kashmiri, Bengali, 

Odia, Kannada, Tamil, Nepali, Gujarati, Kannada, Marathi, 

Bodo, Konkani, Malayalam, Telugu, Sindhi, Assamese, Santali 

(Santhali), Manipuri, Telugu, and Sindhi are just some of the 

languages spoken by the people of India. Bodo and Konkani are 

only two of the many languages spoken in the Indian 

subcontinent. Gurmukhi, Bengali, Arabic (Perso-Arabic), a 

Kannada language, Gujarati, Tamil, Malayalam, a dialect of 

Ass Telugu, and Oriya are only a few examples of the twelve 

various scripts used to write these languages. Also spoken is 

English. Scripts can show the articulation and phonetics of a 

language. 

1) Evolution of Indic scripts  

The overwhelming majority of Indian applications, including 

the contemporary ones, have their roots in the ancient Brahmi 

script. This procedure led to a number of changes. [4], making 

it Ancient India's earliest writing system. As demonstrated in 

Fig. 2, these modifications cause new variants of Indian 

regional letters to develop and diverge. 

 

 
Figure 2: Evolution of Indic scripts[5]
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a) Writing system  

Indic scripts are written using either the Alpha syllabary or the 

Abugida manner of writing. The numerous consonant and 

vowel pairings that make up this segmental language are what 

make it up. Consonant letters serve as the foundation and vowel 

symbols serve as the supporting element in these consonant-

vowel combos. A vowel is portrayed with a sound that is 

different from the others if it's seen by itself or at the beginning 

of a word.[6]. 

b) Classification of Indic scripts  

One of these classifications comprises the languages that are 

widely used in north India, and the other category has the scripts 

who are utilised in south India. The Brahmi script can be 

divided into these two primary divisions. Multiple languages 

can be written using the same writing system. Devanagari is 

used to write languages like Hindi, Dogri, the language of 

Sanskrit, Kashmiri, Marathi, Sindhi, Nepali, and Konkani, for 

instance. It also happens to be the Indic alphabet that is most 

commonly used. [7]. The Bengali alphabet is among the two 

most extensively utilised in usage worldwide after Devanagari. 

It is used to write the regional dialects of Assam, Bengali, 

Manipur, and Maithili. 

c) Challenges in Indic scripts  

Basic and compound characters dominate Indic scripts. 

Compound characters are two or more basic characters[8]. 

Simple letters have simpler forms than compound ones. 

Gurumukhi and Tamil lack compounds. Figure 3 and 4 show 

primary Indic script character sets. Most Indian scripts use 

compound and modified characters. Vowels become diacritics 

when they precede consonants [9]. Most Indian scripts are left-

to-right. Changed characters cannot write left-to-right. Indic 

scripts lack upper- and lower-case characters. Right-to-left 

Urdu alphabet. Urdu is Persian Arabic [10]. Although 

calligraphic, Urdu script lacks upper- and lowercase letters like 

other Indian scripts. The Persian Arabic script and Urdu script 

share similarities, but have key differences such as additional 

letters, diacritics, ligatures, and pronunciation. Arabic OCR 

systems are not suitable for processing Urdu text due to these 

differences, so specialized Urdu OCR systems are 

recommended for accurate text recognition. 

At the very top of many Indian inscriptions is a horizontal line 

called the Matra, also called the Shirorekha [11]. By placing a 

horizontal line at each letter, it is possible to make a word with 

a completely linked top bar. The words are inserted without 

spaces between them to preserve the highest horizontal bar. 

Indic characters without mantras can be identified from one 

another. Matra, often referred to as Shirorekha, is a founder of 

the Bengali script known as Gurumukhi in Devanagari. The 

languages of Gujarati, Oriya, Kannada, a Telugu, Urdu, Tamil, 

the language of Malaya and Assamese do not have Shirorekha 

or Matra characters. Typing in the Matra alphabet may be 

challenging because OCR strips the characters off the text. 

Every script utilizing the Indian alphabet has upper, middle, and 

lower text lines. The main character is in the top zone, which is 

above the title or shirorekha. The subsidiary characters are in 

the middle zone, which is below the baseline and below the 

bottom zone.[12]. In the languages of Gujarati, Tamil, the Oriya 

language, Kannada, and Malayalam, if there is no headline, the 

top zone will be above the meanline, and the middle zone will 

be between the meanline and the baseline. The lowest character 

on a line of text is represented by the baseline, and the highest 

character by the meanline. Indic scripts with shirorekha, also 

known as headlines, are shown in Fig. 5, while Figure 6 shows 

mean-line-based zones. Table 1 displays similarities as well as 

distinctions amongst the various Indic scripts. 

 

 
Figure 3: Handwritten vowels from multiple scripts used in India [5]. 

 
Figure 4 : Written consonants from multiple Indic scripts by hand [13] 
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Figure 5: Zones with shirorekha/headline in Gujarati script [14] 

 
Figure 6: Gujarati zones written in Indic script without headlines or shirorekha [13] 

TABLE 1:  COMPARISON BETWEEN DEVANAGARI, BANGLA, GURUMUKHI, KANNADA, TELUGU, URDU, ORIYA, TAMIL, MALAYALAM 

WRITING STYLES. 

Script Origin  Letters Direction  Features  Common 

Usage 

Devanagari  India  48 

letters 

Left-to 

Right 

Syllabic, phonetic, 

with mantras (vowel 

signs)  

Hindi, 

Sanskrit, 

Marathi, 

Nepali 

Bangla  India, 

Bangladesh 

44 

letters 

Left-to 

Right 

Curved, fluid 

strokes, many 

ligatures  

Bengali, 

Assamese 

Gurumukhi  India, 

Pakistan 

35 

letters 

Left-to 

Right 

Simple and uniform 

strokes 

Punjabi, Sindhi 

Kannada  India  51 

letters 

Left-to 

Right 

Rounded, flowing 

strokes 

Kannada, 

Tulu, Kodava 

Telugu  India  56 

letters 

Left-to 

Right 

Syllabic, angular 

shape 

Telugu  

Urdu  South Asia 52 

letters 

Right-to-

Left 

Connected, Cursive 

style 

Official script 

of Pakistan 

Oriya  India  52 

letters 

Left-to 

Right 

Distinctive circular 

shapes, horizontal 

line connecting 

letters 

Odia 

Tamil  India, Sri 

lanka 

247 

letters 

Left-to 

Right 

Syllabic, with 

unique vowel 

representations 

Tamil, 

Malayalam  

Malayalam  India  53 

letters 

Left-to 

Right 

Syllabic, highly 

curved and circular 

shapes 

Malayalam  

The review work offers a comprehensive overview of OCR 

techniques for Indic scripts, including machine learning and 

deep learning approaches. It includes recent advancements and 

a detailed analysis of each approach, emphasizing the 

importance of handwritten text recognition. The review also 

explores the role of ‘Deep learning techniques’, particularly 

‘Convolutional neural networks’ and ‘Recurrent neural 

networks’, in revolutionizing OCR for Indic scripts. It also 

discusses current research trends, emerging methodologies, and 

potential future developments in OCR for Indic scripts. 

The next portions of this paper are organized in a certain 

sequence. The origins and evolution of important Indic scripts 

are discussed in the first portion, with an emphasis on the unique 

challenges and characteristics connected to each. In Section 2, 

the survey is covered, along with the research goal, 

questionnaire design, data sources, and search criteria. We have 

dissected, analyzed, and compared the research into extraction 

and classification of features in handwritten Indic script 

recognition in Section 3. Other classification techniques, like 

those based on machine learning as well as assistance vector 

machines, are also available. In Section 4, statistical findings of 

the study is discussed and in section 5 the difficulties of 

character recognition in Indic code are examined, along with 

ideas for future study. Section 6 is the paper's final section. 
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II. REVIEW METHODS 

By defining research questions and selecting relevant studies, 

the current SLR hopes to locate and summarize literature on 

OCR. We are going to put the tactics that Kitchenham et al. 

suggested into action. [15]. Subsequent subsections of the 

suggested methodology include topics like the review strategy, 

the standards for inclusion and exclusion, the approach to 

search, the selection process, etc., as well as techniques for 

extracting data and synthesising it. 

 

 

A. Research questionnaire  

Questionnaires are an integral part of all aspects of research, 

including articles, projects, surveys, and studies. They provide 

the study a pointed edge as well as a clear path to go in. The 

reader will have a much easier time understanding the purpose 

of this systematic review once the research questions have been 

formulated. The questionnaire for the research has been 

meticulously prepared to ensure that it provides complete 

coverage of all areas of OCR. The following outlines the 

problems that arise when attempting to OCR handwritten Indic 

characters. 

RQ1: What is handwritten OCR? 

RQ2: What are the various methods that are utilized to construct 

a handwriting OCR template for Indic scripts? 

RQ3: When it comes to handwritten Indic script OCR, which 

feature extraction methods and classification algorithms are the 

most effective? 

RQ4: Scripts used in notable Indian works? 

B. Search criteria  

Searching begins with character recognition-related articles. 

Year, dataset, feature extraction technique, and classifier group 

articles. The first pick uses terms like "handwritten character 

recognition," "Indic script feature extraction," "Indic script 

classification," etc. We found 1200 articles online. Title, 

abstract, and citation count are used to further refine the works. 

This comprehensive investigation included just 53 papers after 

thorough reading. Fig. 7 shows search criteria for finding 

relevant publications. 

 
Figure 7: PRISMA flow chart for the selection criteria. 

C. Quality assessment  

The purpose of the quality evaluation step is to identify, through 

qualitative analysis, which research papers should be retained 

in a survey and which should be excluded. A complete review, 

standardized datasets, high-quality research publications, and 

an emphasis on handwritten Indic script recognition are all 

necessary for the procedure, It comprises utilizing a quality 

assessment form to determine the level of quality of selected 

articles. 

D. Data extraction  

In this stage, 53 chosen studies' metadata was extracted in total. 

Mendeley and Microsoft Excel were used, as was already noted, 

to manage this metadata. This phase's main goal was to 

methodically record the data gathered from the preliminary 

investigations. The information that was gathered included the 

research ID, which is used to identify individual studies, study 

title, authors, publication year, publishing platform (such as 

journals or conference proceedings), amount of citations, and 
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study context, which refers to specific methodologies utilized in 

the study. The aforementioned data was acquired by means of a 

thorough investigation of every study, which facilitated the 

identification of methods and methodologies suggested by the 

researchers. This procedure also made it easier to categorize the 

research according to the programming languages that the 

methods were used with. 
 

III. RESULTS 

 

Based on their commonalities and historical development, the 

Indic scripts are divided into three groups in this work: scripts 

from Devanagari, Gurumukhi, and Bengali; scripts from 

Kannada and Telugu because of their character sets; and scripts 

from Gujarati, Oriya, Tamil, and Malayalam. 

A. Researches conducted on the Devanagari, 

Gurumukhi, and Bengali scripts  

1) Feature extraction 

Large input can be transformed into a feature vector using the 

feature extraction technique, which raises the OCR recognition 

rate. There are two categories for features: structural and 

statistical. Depending on the character picture, statistical 

features including zoning, moments, projection profiles, and 

histograms are employed for either local or global feature 

extraction. Characters' topological and geometric structures are 

connected to structural elements like lines, loops, and 

intersections. In this essay, we'll go deep into feature extraction 

techniques for handwritten Devanagari, Gurumukhi, as well as 

Bangla.One of the first researchers to do the research was 

Prashant Madhukar Yawalkar. [16] Suggested an updated 

model for handwritten character recognition that makes use of 

improved machine learning. Pre-processing, segmentation, 

feature extraction, and grouping are the building components of 

the model. Pre-processing, segmentation, as well as feature 

extraction, are performed on a scanned page written in 

Devanagari. The Lion Updated GWO, also known as LU-

GWO, optimizes weights using a hybrid approach. When 

compared to employing normal methods, the classification of 

consonants, numeral, and vowels based on separate characters 

is superior.  

A lot of topological properties were utilised, such as octant 

centroid features, revised shadow features, including longest 

run features by Basu et al. [17], a book about handwritten 

Bengali script that might be among the very first. Two examples 

of regional gradient descriptors are the ‘Scale Invariant Feature 

Transform (SIFT)’ as well as the ‘Histogram of Oriented 

Gradients (HOG)’ for features that have been provided Surinta 

et al. [18] for recognizing handwritten Bengali characters. 

2) Classification and recognition  

The three main types of classification techniques are based on 

networks of neurons (NNs), supported vector neural networks 

(SVMs), and other approaches. The sections that follow provide 

an analysis of various strategies. 

a) Neural Network based techniques  

It is feasible to classify and identify handwritten characters by 

using methods that rely upon artificial neural networks (ANNs). 

[19]. Parallel ANN computations are quicker than traditional 

approaches. These classifiers resemble human cognition. Each 

neuron in ANN has its own synaptic weights and connections. 

Input, hidden, and output layers make up these classifiers. 

In order to recognize characters manually written in Devanagari 

script, [20] analyzed pre-trained Deep Convolution Neural 

Networks (DCNNs) for identifying handwritten Devanagari 

alphabets using Inception ConvNet, DenseNet, Vgg, and 

AlexNet. Results show AlexNet outperforms all models with 

98% accuracy, while Inception V3 outperforms with 99% 

accuracy. 

To recognize Gurumukhi characters written by hand, [21] 

recognized using the Hopfield Neural Network (HNN) model. 

A recognition accuracy of 95.4% has been observed after testing 

the network sequentially with 1500 distinct input patterns. 

MATLAB has been used for all preprocessing tasks and 

Hopfield model implementation. 

 

b) SVM based techniques  

Authors of the work Kale et al. [22] Using an SVM-based RBF 

kernel-based multi-class classifier, handwritten Devanagari 

characters were recognized. Since basic character precision 

ratings of 98.50 percent and compound character accuracy 

scores of 98.51 percent were recorded, this work may be 

deemed satisfactory.  

The study [23] explores offline recognition of Gurmukhi script 

using feature extraction as well as classification techniques. 

Principal component analysis (PCA) is used to extract the useful 

characteristics from the changed division point and peak extent. 

The recognition accuracy of three SVM kernels—linear, 

polynomial, and RBF—is investigated. The experiment uses 

8960 Gurmukhi character samples from 160 writers and 

employs five partitioning algorithms and k-fold cross validation 

approaches. The combination of these classifiers results in a 

recognition accuracy of 92.3%.[24] provides a gradient and 

curvature feature-based offline Gurumukhi character 

recognition method that uses Support Vector Machine to 

achieve a 98.56% recognition rate. In this study, handwritten 

Gurumukhi characters are used to train a machine learning 

system to recognize them using Gabor features. Using a varied 

kernel size (that is, between 0.64 and 1.28), the authors reported 

an identification accuracy of 94.29% over 7000 handwritten 

letter samples. The SIFT algorithm or Gabour filters features 

were used to train the SVM classifier described in. [25] is a 

manual character organization system written in the Devanagari 

script. Using a polynomial SVM classifier and 10 times cross-

validation, according to the model, enable it to attain a total 

recognition accuracy of about 91.39 percent. 

3) Miscellaneous techniques  

The phrase "miscellaneous techniques" describes any and all 

techniques that are not included in any of the first two groups. 

Other strategies include the Hidden Markov Model (also known 

as HMM) technique, the Quadratic Discriminant Features 

(QDF) strategy, the kernel-based nearest-neighbor (KNN) 

methods, the Method of Template Matching (TM) approach, the 

Mirrored Image Learning (MIL) algorithm and the Decision 

Tree (DT) predictor. These are but a few of the several strategies 

that could be applied. A listing of the methodology-related 

reports is provided below.  
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a) Quadratic Classifier 

[26] proposed HWCR system uses ensembling classifiers to 

recognize Devanagari characters. The system is comprised of 

three primary parts: pre-processing, feature extraction, and 

classification. The ensemble assesses the performance of SVM, 

K-NN, as well as NN classifiers. The combined output is used 

to classify the class label. The system achieves an average 

recognition rate of 88.13% using ensembling. In order to 

identify complex letters written in Bengali by hand, [27] tests 

several feature extraction algorithms for handwritten character 

recognition using the Bangla digit dataset. CAT, HOT, GPB, 

and BWS techniques are employed, together with a support 

vector machine for excellent precision. CAT outperforms pixel-

based methods in terms of computation time, while the majority 

voting technique improves performance by achieving 96.8% 

accuracy.  

 

b) K Nearest Neighbor Classifier  

Four handwritten character recognition methods were studied 

by [28], achieving high accuracy rates of 89.02%, 86.67%, and 

95.3%, respectively, contrasted with cutting-edge techniques. 

Mirror Image Learning:  

To read Devanagari letters written on handwritten paper, [29] 

utilizing a Mirror Image Training (MIL)-based classifier. The 

process of establishing a mirror image of a link that is connected 

to a group of cognitive classes is known as mirror image 

learning, or MIL. The goal is to expand the other team's data 

collection so they can learn more from it. A MIL classifier with 

curvature features was utilised for this work to classify 36,127 

handwritten characters with an accuracy of 95.19 percent.  

Template Matching:  

Template Matching, abbreviated as TM, was used by Bag et al. 

[30] read Bengali compound characters. This strategy gives 

composite characters’ universal traits. The sample represents 

the character's shape. This standard template database matched 

and detected handwritten compound characters. The feature 

template and standard templates were compared to label the 

character image. Finally, the highest-scoring standard template 

labelled the character image. Topological TM recognized 

19,800 handwritten characters with 86.74% accuracy. 

Table 2 summarizes Devanagari, Gurumukhi, and Bengali 

script identification findings from classics. 

  
TABLE 2: ACCURATE RECOGNITION OF HANDWRITTEN BENGALI, 

GURUMUKHI, AND DEVANAGARI CHARACTERS. 

Methodol

ogy 

Dat

a set 

size 

Feature 

Extracti

on 

Classifica

tion 

Techniqu

e 

Recognition 

accuracy 

(%) 

Devanagari characters 

Kale et al. 

[22] 

27,0

00 

Legendre 

and 

Zernike 

moment 

Support 

Vector 

Machine 

98.51(Basic), 

98.30(Comp

ound) 

Jangid 

and 

Srivastava 

[31] 

56,4

77  

Automati

c  

SL-

DCNN  

98.00 

Pal et al. 

[32] 

36,1

72  

Curvatur

e, 

Gradient  

Mirror 

Image 

Learning  

95.19(Curvat

ure), 

94.94(Gradie

nt) 

Gurumukhi characters 

Anupam 

and 

Manish 

[23] 

8960 linear-

SVM, 

polynom

ial-SVM 

and 

RBF-

SVM  

feature 

extraction 

and 

classificati

on 

techniques 

92.3% 

Kumar et 

al. [33]  

3500  Power 

curve 

fitting  

K-Nearest 

Neighbour  

98.10 

Bengali basic and compound characters 

Keserwan

i et al. 

[34] 

41,5

36  

Compou

nd 

Automati

c  

Unified-

CNN  

98.12 

Bag et al. 

[30] 

19,8

00  

Compou

nd 

Topologi

cal  

Template 

matching  

86.74 

Sarkhel et 

al. [35] 

42,6

97  

Compou

nd 

Multiscal

e-

multicol

umn 

CNN  

Support 

Vector 

Machine  

98.12 

 

B. Research work on Kannada, Telugu and Urdu scripts  

1) Feature extraction 

The study by Sastry, Panyam Narahari, et al. [36] uses zonal 

based feature extraction to split character images into 

predetermined zones and extract statistical features. The 

characteristics of each zone are used to recognize handwritten 

characters, and the study uses NNC (nearest neighbor classifier) 

to identify and classify Telugu text, achieving a recognition 

accuracy of 78%. 

It is advised that the Nastalique language in Urdu be taught 

using an optical text recognition technology based on assisted 

learning by Rizvi.S et al., [37]. A number of testing scenarios 

have examined the proposed system, and those assessments 

have demonstrated that it can predict training outcomes with an 

accuracy of 98.4% and test outcomes with an accuracy of 

97.3%. This OCR system's detection rate is the highest one ever 

accomplished for the Urdu language. In particular, the system's 

OCR software component makes the suggested approach 

simple to implement. The method that was described can be 

applied to both typed and handwritten text, this will aid in the 

creation of future versions of Urdu OCR apps that are more 

accurate. The CNN method, developed by Najwa et al. [38] 

utilizing the Arabic Handwriting Characters Set (AHCD), and 

88% on the Hijja Dataset, respectively, achieved an accuracy of 

97%. We chose Arabic as the language of study because there 

has been so little previous investigation in this field. 
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2) Classification and recognition  

a) Techniques based on Neural Network based  

[39] The paper offers an Arabic printed OCR system comprised 

of five stages: pre-processing, feature extraction, character 

segmentation, classification, as well as post-processing. The 

system employs a novel chain-code representation mechanism 

for post-processing, a new thinning algorithm, and a 

compression-based method called Prediction by Partial 

Matching (PPM). [40] analyzed handwritten training sets from 

campus students and the web, dividing each letter into 

segments. Two techniques were developed for identifying 

handwritten Kannada characters: The Convolutional Neural 

Network and the Tesseract software. The results showed 86% 

accuracy with the Tesseract tool and 87% accuracy with the 

CNN, with potential improvements based on the chosen data set 

and additional image processing. It was revealed that a CNN-

based template with handwritten Telugu letter recognition had 

been created. Angadi et al. [41]. The CNN architecture utilised 

in this study is made up of two fully-connected layers, max-

pooling layers and four convolutional layers. Additionally, we 

employ generalization approaches such as data augmentation 

and dropout. The SGD optimizer is employed for both model 

training and validation, alongside the categorical cross- Entropy 

losses. 

Raw pictures and meta-features extracted from the UCOM data 

were processed and compared during the presentation Asma 

and Kashif [42] in 2018. In order to train on the Urdu language 

dataset, both a 'long short-term memory (LSTM)' architecture 

and a 'convolutional neural network (CNN)' style network based 

on recurrent neural networks were utilised. According to the 

study's authors, CNN achieved a precision rate of 97.63% of the 

thickness graph and 94.82% for the unprocessed images. LSTM 

offers an accuracy range of 99.33 to 100%, despite this. In 2019, 

Ahmed et al. [43] ‘One-dimensional recurrent neural network 

(RNN)’, ‘long-short-term memory (LSTM)’, and ‘bidirectional 

recurrent neural network (BRNN)’ categorization was designed 

to distinguish handwritten Nasta'liq Urdu. This technique may 

identify Nasta'liq handwriting, a variant of Urdu. The 

researchers also offered a whole new dataset including the 

writing habits of 500 Urdu-Nasta'liq writers. According to the 

research, they had been successful in getting very accurate 

character identification. Between 6.04 and 7.93% of the 

standard deviation occurred for each of the trials. 

b) SVM based techniques  

For the objective of decoding Kannada characters written by 

hand, With their proposal of a support vector machine (SVM), 

Rajput et al. [44] classifier with five cross-validations that is 

based on a Gaussian kernel. Chain coding and Fourier 

descriptor-based normalization of the data was used to feed the 

multiclass classifier that was employed in this study. To 

produce the data, the one-versus-rest class notion was used. 

They asserted that their voice recognition tool had a detection 

level of 93.92 percent after analyzing 6500 different varieties of 

handwriting. You can group handwritten Kannada characters 

into the following categories: In 2012, Pathan et al. [45] relying 

on the invariant moments method, a solution was developed to 

identify the handwritten single Urdu letters. It was possible to 

separate all 36,800 a single- and multi-component letters that 

were included in the dataset. In the case of multi-component 

letters, separate invariant moment was determined for the 

primary and secondary components, respectively. The 

researchers that used SVM were able to get a total performance 

rate of 93.59% for the classifications they created. 

3) Miscellaneous techniques  

a) Quadratic Discriminant Function:  

For the purpose of reading scribbled Kannada &Telugu, Pal et 

al. [29] used a quadratic classification method. In this work, 

10,779 Kannada syllables or 10,872 Telugu syllables were 

recognized by the quadratic predictor using 400-dimensional 

directional data. These two dialects are both South Indian. Both 

groups had recognition accuracy rates of at least 90%. 

b) K Nearest Neighbor Classifier:  

Using a KNN classifier and an evaluation strategy based on 

Euclidean distance criteria, Sangame et al. [46]were able to 

classify handwritten Kannada characters. In order to decode the 

handwritten Kannada letters, Dhandra et al. [47] utilised a 

classifier with a k-nearest neighbor algorithm and four cross 

validation rounds. Utilizing spatial data along with a KNN 

classifier with k = 1 throughout the experimental evaluation led 

to a recognition reliability of 90.1%. Within the purview of a 

different investigation, Reefed et al. [48] using a dropout-

regularized deep neural network. The recognized ligatures were 

then grouped together using the K-Means algorithm. According 

to the paper's authors, their suggested method is much more 

precise (94.71%) than neural networks in general, which only 

manage 74.31% accuracy. [49] presents a deep convolutional 

neural network that can recognize handwritten characters by 

identifying their low-level textual characteristics. The model 

achieves 98.7% accuracy, suitable for Android, iOS, RIM, and 

other languages, and is applicable to OCR systems for all Indian 

languages.  

c) Decision Tree Classifier:  

A Decision Tree (DT) classifier trained with 3D features was 

suggested by Sastry et al. [50] for recognizing handwritten 

Telugu characters. The SEE5 algorithm was used to create the 

DT, and it has been rated at 93.10% accuracy when comparing 

handwritten samples.   

A overview of the data from multiple tests utilising classifiers 

to recognise handwritten Kannada, Telugu, nor Urdu characters 

is shown in Table 3.  

TABLE 3: RECOGNITION ACCURACIES FOR HANDWRITTEN 

KANNADA, TELUGU AND URDU CHARACTERS 

Methodo

logy 

Data set 

size 

Feature 

Extractio

n 

Classifica

tion 

Techniqu

e 

Recogni

tion 

accurac

y (%) 

Kannada characters 

Dhandra 

and 

Mukaram

bi [47]  

1400  Normalize

d chain 

code and 

wavelet 

decompos

ition  

K-Nearest 

Neighbor  

95.07% 
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Fernades 

and 

Rodrigue

s [40] 

training 

sets 

from 

campus 

students 

and the 

web 

the 

Tesseract 

tool 

CNN 86% 

accuracy 

with the 

Tesserac

t tool and 

87% 

accuracy 

with the 

CNN 

Telugu characters 

Sastry et 

al. [50]  

Not-

specifie

d  

3D 

features  

Decision 

Tree  

93.10% 

Panyam 

Narahari 

[36] 

Telugu 

handwri

tten 

characte

rs 

Zonal 

based 

feature 

Extraction 

 78% 

Angadi et 

al. [41] 

45,133  Automatic  CNN with 

SGD 

optimizer  

92.40% 

Urdu Characters 

Asma and 

Kashif 

[42] 

Not 

Specifie

d 

Convoluti

onal 

Neural 

Network 

(CNN) 

and a 

Long 

Short-

Term 

Memory 

(LSTM) 

Neural 

Network 

99.33% 

Ahmed et 

al. [43] 

500 recurrent 

neural 

networks 

(RNN) 

BLSTM 

classifier 

97.00% 

Pathan et 

al. [45] 

36,800 Structural 

Features 

SVM 93.59% 

Rafeeq et 

al. [48] 

a dataset 

containi

ng 

17,010 

ligatures 

Deep 

neural 

network 

K-Means 94.71% 

 

C. Research work on Gujarati, Oriya, Tamil and 

Malayalam scripts  

1) Feature extraction  

Individual picture pixels were handled as characteristics by 

Prasad et al. [51] in order to recognize handwritten Gujarati 

letters. Statistical and structural traits have been jointly 

retrieved by Patel et al. [52]. The structural characteristics were 

regarded as the major characteristics, whilst the statistical 

characteristics were regarded as the supporting characteristics. 

The following elements make up the basic feature set: the total 

number of picture parts, the quantity of items in the image's top 

and bottom halves, and the total number of character image 

holes. Characteristics obtained from the standard deviation, the 

present, and the centroid distance make up the secondary set of 

traits.  

The creators of the comic were able to create an Oriya character 

via using Robert's filter on an image of the character [53] in 

order to determine the gradient's direction and strength. The 

curved features were then obtained by applying the traditional 

biquadratic in terpolation procedure. Three levels, other for 

linear zones, one for curved areas, as well as one for curvy 

areas, respectively, were quantized for these properties. The 

produced feature vector's dimension was then decreased using 

the main element, principal component analysis (PCA), and the 

data that resulted was then fed into the classifier.   

It was suggested that we use the SIFT approach. by Subashini 

et al. [54] in order to produce a feature vector that is local and 

invariant from each character image. They used K-means 

clustering to put together the codebook, using the gathered 

vector features sets for every letter in the image as their source 

material. After that, the bag-of-key points approach was used in 

order to ascertain the overall amount of photographs. In 

conclusion, SVM serves for the purpose of classifying based on 

these qualities. From the character boundaries, we were able to 

generate a total of six statistical features. by Abirami et al. [55] 

in order to assist character identification. All a free man 

direction numbers, slant angle, ratio of components, curvature, 

linearity, and curliness are the six distinguishing characteristics. 

In a research described in [56], feature selection as well as 

extraction were performed in two stages. The features were at 

first chosen using a zoning strategy that used an 8-direction 

chain-code process. 

The following are several methods for Malayalam character 

recognition: Raju et al. [57] created a technique for feature 

extraction using gradients and run-counting data (GF-RLC) and 

three additional fundamental properties: centering position, 

character code, and aspect ratio. Handwritten Malayalam letters 

were categorized into the following groups in accordance to, 

Manjusha et al.[58] developed feature descriptors using a 

scattering convolution network.  

2) Classification and recognition  

a) Neural Network based techniques  

Rapid learning neural network called the Extreme Learning 

Machine, or (ELM) [59] a back-propagation-based multi-layer 

perceptron (BPMLP) was constructed. The BPMLP used 

features that were based on curvelets to offer training. Based on 

a dataset made up of 2120 various renditions of handwritten 

characters, the study's recognition accuracy was found to be 

95.99%. In order to make it easier to recognize characters in 

Malayalam script, Raju et al. [57] a classifier relying on the 

FFBPNN was suggested. A number of essential characteristics, 

such as centroid, symbol code, and additional dimension ratio, 

along with run duration counting the gradient features, were 

employed in the training process of the sigmoid-activated 

FFBPNN. Following the analysis of 19,800 manually written 

characters, FFBPNN was able to reach a 99.78 percent accuracy 

rate for recognition. 

b) SVM based techniques  

Several scholars used SVM classifiers to separate handwritten 

characters in the Indian script. Shanthi et al. [60] Tamil 

characters may be identified with an accuracy of 82.04% using 
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an SVM classifier that was developed using pixel density 

characteristics plus max-win voting. Subashini et al. [54] 

suggested using an SVM classifier to categorize Tamil 

characters using features from locally invariant SIFT 

descriptors. [61] By using discrete data values derived from Z-

ordering, strip-tree, as well as quad-tree methods, we built a 

multiclass classification system based on SVM for recognizing 

Tamil letters. [62] 97.96% of Malayalam letters were 

recognized using an SVM classifier utilizing a kernel value of 

0.02 with 10 rounds conducted cross-validation on 13,200 

samples. Manjusha et al. [58] used an SVM classifier in a linear 

kernel and a scattering multilayer net for identifying 29,302 

Malayalam words with 91.05% accuracy. 

3) Miscellaneous techniques  

a) Quadratic Discriminant Function Classifier:  
Wak abayashi et al.  [63] It has been shown that it is possible to 

differentiate between classes using a Quadra Discriminant 

Function (QDF) classifier with five-fold cross-validation 

between handwritten Oriya characters. The accuracy of the F-

ratio-weighted QDF classifier was 95.14 percent on a sample of 

18,190 handwritten characters. Pal et al. [53] The Tamil 

handwriting was analyzed using a quadratic classifier. This 

study claims that a quadratic classifier, who was provided with 

a 400-dimensional linear feature vector to complete the 

assignment, had a detection rate of 96.73% of 10,216 Tamil 

letters Moni et al. [64] Malayalam handwriting classification 

using a modified QDF. When trained on 19,800 hand samples 

with 12 directional coding variables, the MQDF classifier 

achieves 95.42 percent accuracy. The MQDF reduces 

computation costs and increases recognition accuracy by over 

10% when compared to the QDF.  Raju et al. [57] utilised a 

streamlined version of QDF to classify Malayalam handwriting. 

In order to train the SQDF, centroid, character code, & aspect 

ratio was mixed with run duration count. 99.66% of the 19,800 

handwritten characters were recognized by SQDF.  

  

b) K Nearest Neighbor Classifier:  

For Gujarati character identification in handwriting, Prasad et 

al. [65] Here, a weighted KNN predictor was put to use. The 

suggested method involves adapting the traditional KNN 

algorithm by using distance metrics like the triangular distance 

as well as the Euclidean distance with additional feature 

weights. The proposed classifier recognizes handwritten 

samples with an accuracy of 86.33 percent using Gabor period 

XNOR pattern features (GPXNP). BESAC features were used 

to evaluate the work presented in [66] utilizing the nearest 

neighbor classifier, was classified. The claimed success rate for 

the suggested approach in identifying 7800 handwriting Oriya 

characters was 99.48%.  

c)  Decision Tree Classifier:  

[67] artificial neural networks are used to recognise both typed 

and handwritten Gujarati conjunct characters. The study 

achieves a success rate of 99.4% and 94.1% in classifying these 

characters.  

Classifier results for handwriting Gujarati, Oriya, Tamil, etc. 

Malayalam characters are outlined in Table 4. 

 

TABLE 4: RECOGNITION ACCURACIES FOR HANDWRITTEN 

GUJARATI, ORIYA, TAMIL AND MALAYALAM SCRIPTS 

Methodol

ogy 

Data set 

size 

Feature 

Extract

ion 

Classifica

tion 

Techniqu

e 

Recognit

ion 

accuracy 

(%) 

Gujarati characters 

Patel and 

Desai [52] 

Unspecif

ied  

Centroi

d and 

moment 

based 

features  

Tree 

classifier 

and KNN  

63.10 

Prasad 

and 

Kulkarni 

[51]  

16,560  GPXNP  Adaptive 

NFC using 

feature 

selection  

68.67 

Oriya characters 

Pal et al. 

[53] 

18,190  Gradien

t, 

Curvatu

re and 

PCA  

Quadratic 

classifier  

94.60 

Tamil Characters 

Subashini 

and 

Kodikara 

[54]  

8000  SIFT 

feature 

descript

ors  

SVM  81.62 

Abirami 

et al. [55] 

3360  Freema

n 

directio

nal 

code, 

curvatur

e, etc.  

HMM  85.00 

Malayalam Characters 

Chacko et 

al.[62] 

9000  Wavelet 

Energy 

features  

Extreme 

Learning 

Machine  

95.59 

John et al. 

[68] 

13,200  Gradien

t, 

Curvatu

re and 

PCA  

SVM with 

RBF 

kernel  

97.96 

Manjusha 

et al. [58] 

29,302 Linear 

Kennel 

SVM 91.05% 

 

IV. STATISTICAL ANALYSIS OF THE FINDINGS 

Devanagari, Gurumukhi, Bengali, Kannada, Telugu, Urdu, 

Gujarati, Oriya, Tamil, and Malayalam are only few of the 

scripts whose characters are examined in depth throughout the 

review. Since these scripts are so popular in India, effective 

character recognition is crucial for a wide range of uses. 

Character recognition relies heavily on a process known as 

feature extraction. Researchers have used a wide variety of 

methods to attempt to capture the unique qualities of 

handwritten characters in these scripts. Legendre and Zernike 
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moment extraction, directional, LBP, and regional features, 

curvature and gradient analysis, as well as SIFT feature 

descriptors are all common methods. These strategies are 

designed to help classify photographs of characters by 

extracting useful information from them. 

Recognizing handwritten characters successfully has been 

accomplished through the use of several categorization 

strategies. Neural network techniques, support vector machine 

methods, and other approaches fall into one of these three broad 

categories. 

A. Applications of Neural Networks 

• To improve recognition of Devanagari and Gurumukhi 

characters, researchers have turned to deep 

convolution neural networks (DCNN). 

• The recognition of Urdu characters by Extreme 

Learning Machines (ELM) has shown remarkable 

accuracy. 

• Both the Tamil and Malayalam scripts have been used 

with BPNN and MLP (Multilayer Perceptron’s) for 

character recognition. 

Character recognition using SVMs trained with a variety of 

kernels has proven successful for languages written in scripts as 

diverse as Devanagari, Gurumukhi, Telugu, Kannada, and 

Malayalam. Features such as pixel density, SIFT descriptors, 

and structural features have been employed in conjunction with 

SVM classifiers. Classification using the Quadratic 

Discriminant Function (QDF) has shown promising results 

when applied to the Oriya, Tamil, and Malayalam scripts. 

Classifiers based on K Nearest Neighbors (KNN) have been 

used for recognizing characters in Kannada, Telugu, and Oriya. 

Bengali and Gujarati scripts have both benefited from template 

matching methods. The Gujarati script has been classified using 

Decision Trees. 

Accuracy of Recognition: 

The precision of different scripts and approaches to recognition 

varies widely. Optical text recognition systems have reached an 

accuracy of 98.4 percent while processing Urdu text, and SVM 

classifiers have achieved 98.51% when processing Devanagari 

text. Recognition rates greater than 99% have been achieved for 

both Tamil and Malayalam scripts. Accuracy rates of 99.48% 

and 94.6% have been achieved for the Gujarati and Oriya 

scripts, respectively. 

B. Challenges and Future Perspectives 

• The report shows how academic scholars have used 

feature extraction and classification to decipher 

handwritten Indic characters. It's great that recognition 

accuracy is high, but there are still difficulties to 

overcome, such as limited databases, literature written 

in multiple scripts, strange characters, and more. 

Character recognition using the Indic script needs to 

be improved in the following areas: 

• Standardised datasets are needed to evaluate 

algorithms. Research will benefit from accessible and 

reliable datasets. 

• Addressing confusing and similar characters: Some 

Indian script characters seem alike, making 

identification difficult. A two-step recognition 

algorithm groups related characters and classifies them 

by property to increase accuracy. 

• To conserve and digitise significant manuscript 

collections, further research is required to recognise 

deteriorating, noisy, and historical materials. 

• Future study should investigate optimum ensembles 

for classification performance. 

• Due to structural complexity, Indic character 

recognition is error-prone. Grapheme properties, 

linguistic data, and script-specific information may 

improve accuracy, and post-recognition mistake 

detection and correction should be prioritised. 

• Commercial tools may provide adequate performance 

for standard fonts and scripts, but their accuracy may 

decrease significantly when applied to complex 

handwritten Indic scripts. 

 

V. CONCLUSION 

Within the purview of this study, we have conducted a 

comprehensive examination of different methods for character 

extraction and classification strategies used in the identification 

of handwritten Indic scripts. Our results highlight a critical 

realization: The accuracy of model recognition is directly 

impacted by the type and volume of data gathered. One of the 

primary issues that arises when working with Indic scripts is the 

lack of benchmark datasets. This discovery highlights a critical 

component of this field: the urgent need to create extensive, 

well-managed databases that are specifically designed for Indic 

scripts. Our investigations have thoroughly examined the 

efficacy of various recognition techniques. Examining and 

evaluating a wide range of feature extraction and classification 

methods allowed for this assessment. The recognition rates of 

each of these strategies served as the primary evaluation metric. 

As a result of this thorough analysis, We have also found a 

number of issues that arise from the use of Indic scripts, which 

paves the way for further research targeted at coming up with 

creative fixes for these problems. Given the extensive research 

conducted for this paper, it is clear that using a hybrid approach 

to feature extraction and classification techniques is essential to 

getting the most accurate results possible. When we refer to 

"hybrid feature extraction," we mean the blending of multiple 

methods that separately extract and examine different data 

elements. Because of the intrinsic complexity and diversity of 

Indic scripts, a hybrid approach is necessary. These scripts 

frequently show nuanced correlations between variables, the 

kind of interactions that are easier to identify and comprehend 

when several extraction and classification techniques are used. 
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