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Abstract— The Internet of Things (IoT) is a networked system including interconnected things, devices, and networks that utilize the internet 

for communication and data exchange. The entity engages in interactions with both its internal and external surroundings. The IoT is capable of 

seeing the surrounding environment and responding in a way that is appropriate and adaptive. The utilization of advanced technology in this 

context enhances the environment and thus enhances the overall well-being of humanity. The IoT facilitates inter-device communication, 

whether through physical or virtual means. The IoT facilitates the enhancement of environmental intelligence, enabling seamless connectivity 

across many devices at any given moment. The concepts centred on the IoT, such as augmented reality, high-resolution video streaming, 

autonomous vehicles, intelligent environments, and electronic healthcare, have become pervasive in contemporary society. These applications 

have requirements for faster data rates, larger bandwidths, enhanced capacities, decreased latencies, and increased throughputs. IoT and Machine 

learning (ML) are among the fields of research that have shown significant potential for advancement. ML and IoT are used to build intelligent 

systems. Those networks will modify the ways in which worldwide entities exchange information. This article gives a comprehensive survey of 

the upcoming 5G-IoT situation, as well as a study of IoT smart system applications and usages. In addition to covering the latest developments 

in ML and deep learning (DL) and their impact on 5G-IoT, this article describes a comprehensive study of these important enabling technologies 

and the developing use cases of 5G-IoT. 

Keywords-5G, Artificial Intelligence, CoMP, CRAN, CR, Deep Learning, HetNets, IoT, Intelligence, Machine Learning, MIMO, Neural 

Network , Smart System, Wireless Communication. 

 

I. INTRODUCTION 

The Internet of Things (IoT) possesses the capacity and 

versatility to readily adjust to its surroundings. According to 

[1], the use of apps on intelligent environments enhances their 

overall intelligence. The IoT exhibits superiority over many 

communication technologies such as M2M communications, 

GSM, GPS, microcontrollers, microprocessors, GPRS, and 

2G/3G/4G networks. The IoT is a convergence of hardware 

and software components, as noted by [2]. The primary 

objective of the IoT is to facilitate continuous connectivity and 

network access for devices across many locations [3]. The IoT 

has emerged as a result of the evolution of M2M. In the realm 

of M2M communication, devices establish a connection with 

the cloud infrastructure to oversee the management of 

gathered data. Conversely, in the context of the IoT, an 

extensive array of intelligent devices, sensor nodes, and 

applications together create and promptly exchange data to 

facilitate timely decision-making. Thus, M2M technology 

facilitates the establishment of connectivity within the IoT [4]. 

The architecture of the IoT comprises the things layer, the 

gateway layer, and the cloud layer. These layers encompass a 

wide range of components, including sensors, devices, and 

objects. The architecture of the IoT is depicted in figure 1 and 

figure 2. The gateway encompasses IoT protocols, including 

Bluetooth and ZigBee. The cloud plays a vital role in 

facilitating wireless communication technologies, including 

cellular networks and Wi-Fi connectivity. Edge computing is a 
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fundamental component of both gateway and cloud systems 

[5].  

The IoT facilitates the interconnection of devices and things 

using wireless technologies over the internet. The IoT 

facilitates the seamless transfer, communication, and sharing 

of data across various locations and at any given moment 

through the utilization of internet connectivity [6]. The 

technology establishes a decentralized infrastructure for data 

retrieval and has found extensive use in many real-time 

domains, including but not limited to the concept of smart 

cities, smart industries, smart homes, smart agriculture, smart 

energy systems and smart living environments has gained 

significant attention in academic discourse. These 

interconnected systems use sophisticated technologies and 

data-driven approaches to enhance efficiency, sustainability, 

and quality of life in urban and rural settings. The integration 

of intelligent infrastructure, such as sensors, automation, and 

AI, enables the optimization of resource utilization, improved 

decision-making processes, and the offering of innovative 

services. This holistic approach to urban and rural 

development fosters a more intelligent and interconnected 

society, addressing many societal and environmental 

challenges. The IoT demonstrates several characteristics, 

including interconnectivity, safety measures, heterogeneity, 

extensive scale, dynamic fluctuations, and connectedness. 

Figure 3 provides a visual representation of the IoT ecosystem. 

Classification of IoT is based on their respective functions. 

The system has three distinct features, namely Things-

oriented, Semantic-oriented, and Internet-oriented. The 

primary objective of the IoT is to facilitate operational 

efficiency, offer remote access control, support configuration 

capabilities, and enhance the overall user experience. The IoT 

facilitates uninterrupted communication in addition to 

supporting diverse networks [8]. Significant advancements in 

WSN, telecommunications, and informatics have facilitated 

the achievement of ubiquitous intelligence [9-10], which 

encompasses the concept of the future IoT. The inception of 

the IoT may be attributed to the 1980s, a period during which 

the notion of ubiquitous computing began to take 

development. The primary aim of ubiquitous computing was 

to integrate technology into various aspects of daily life [11]. 

 

 

 

Figure 1. IoT Architecture 

The IoT is now being conceptualized and implemented at both 

the individual and professional levels. The IoT significantly 

assists to enhance the quality of life for individuals through 

various applications such as smart health, smart home systems, 

and smart learning platforms. The IoT is utilized by 

professionals in several industries, including automation, 

smart supply chain and transportation, remote monitoring, and 

logistics. The proposed concept envisions a global 

communication network characterized by a significant growth 

in per area data volume, with a target of 1000-fold 

amplification. Additionally, the number of linked devices is 

expected to rise, and the user data-rate is projected to see a 

boost ranging from 10 to 100 times its current capacity. In 

addition, the battery life of enormous machine communication 

devices may be prolonged by up to tenfold, as stated in [12]. 

Moreover, there is a potential reduction of end-to-end latency 

by a factor of five. Therefore, there has been a notable increase 

in the attention of academics towards the convergence of 

different technologies, including the integration of sensors and 

embedded systems (ESs) with cyber-physical systems (CPS), 

D2D, and the incorporation of 5G systems with the IoT as the 

main focus. Presently, effective implementation of IoT 

necessitates the adoption of new business models that 

priorities extensive connection, stringent privacy and security 

measures, comprehensive coverage, exceptional dependability, 

and minimal latency. The current popularization of 5G-

enabled IoT technology involves enhancements in data 

transfer speeds, improved network coverage, and higher data 

throughput. These advancements offer potential solutions for 

various business models and enable the integration of IoT with 

robotics, actuators, and drones [13]. 
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Figure 2. Wireless IoT Architecture 

In order to evaluate and safeguard IoT smart systems (SS), 

many research endeavours have employed algorithms based on 

machine learning (ML) [14]. Several individuals developed 

ML architectures that used the connection between signals 

obtained from several sensor nodes across both temporal and 

spatial dimensions. Furthermore, further data processing 

techniques were employed, including the utilization of time-

series analysis. In [15], the development of a robust IoT-based 

security system would be facilitated by employing models that 

use temporal and geographical correlations to enhance the 

detection of signs associated with infected or corrupted data. It 

is noteworthy to emphasize that within the realm of IoT-based 

SS, there has been a recent inclusion of early warning systems 

(EWS) in addition to traditional technologies. The efforts 

given in the field of seismology, such as risk reduction, and 

site specification parameter evaluation, would be beneficial in 

addressing this matter [16-19]. Hence, the imperative to 

establish a sophisticated integration between traditional and 

contemporary technologies has become unavoidable in order 

to address the vulnerabilities inherent in these systems. 

In recent years, there has been a significant improvement of 

ML and deep learning (DL) algorithms aimed at tackling a 

wide range of research concerns. The utilization of DL 

techniques [20-22] has significantly enhanced the 

effectiveness of this approach. The use of various ML 

approaches to address a wide range of complex research 

difficulties has garnered significant attention. ML technologies 

can be employed to construct highly intricate relational models 

due to the constraints of conventional methodologies. ML 

techniques have shown effective in resolving several 

challenging research problems, including as recommendation 

systems and autonomous driving vehicles [23-25]. The 

achievement may be attributed to the flexibility of ML in 

comprehending intricate systems, as well as the requirement of 

a suitable ML model and appropriate datasets for executing the 

ML algorithm. This reduces the requirements imposed on 

conventional models, which are predominantly based on 

complex, restricted mathematical models. Furthermore, ML 

algorithms have the capability to acquire and assimilate crucial 

elements from the information in order to retrieve them. 

 

Figure 3. IoT smart Environment 

 

Figure 4. IoT Applications 

II. BACKGROUND AND RELATED WORK 

According to estimates, by the year 2025, it is projected that 

the internet nodes might be present in every individual item, 

this has led to a substantial rise in the quantity of internet-

enabled devices [26]. According to Cisco, it is projected that 

the number of internet-connected devices will reach 500 

billion by the year 2030. In 2013, Telefonica made a 

prediction that by the year 2020, around 90% of automobiles 

would be equipped with internet connectivity [27]. 

Nevertheless, according to a survey conducted in 2015, it is 

projected that the global number of connected vehicles would 

exceed 250 million by the year 2020, representing a 

substantial growth of 67% [28]. The IoT is a prominent 

growing concept within the present decade. According to 

Gartner's IT Hype cycle [29], it was projected in 2011 that the 

IoT would require a period of 5-10 years for widespread 
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acceptance in the market. According to the International Data 

Corporation (IDC), it is projected that the United States would 

spend around $1.7 trillion on the IoT by the year 2020 [27]. 

Managing a substantial volume of large-scale IoT data 

originating from all network nodes can be a laborious 

undertaking. Additionally, considering the energy 

effectiveness of data centres holds significant importance. 

Therefore, in order to address these concerns, it is imperative 

to utilize artificial intelligence (AI) techniques, innovative 

fusion algorithms, cutting-edge temporal ML methods, and 

neural networks for the purpose of automated decision making 

and enhancing energy efficiency [30]. The preservation of 

security and privacy is a significant unresolved matter within 

the realm of IoT architecture. It is imperative to safeguard end-

user data from the potential risks of eavesdropping and 

interference. It is imperative to ensure the authentication of 

data and retain its integrity at the user's end. Several 

cryptographic techniques have been suggested for data 

authentication; nevertheless, they present significant concerns 

about energy and bandwidth use. Therefore, many 

cryptographic techniques have been devised and introduced in 

previous studies [31-32]. The integrity and confidentiality of 

an IoT network are also affected, when a new node is 

introduced or when apps running on nodes require installation 

or updates. In this particular case, a technique for remote 

wireless reprogramming is suggested in [11]. The 

aforementioned protocol facilitates the detection of any 

harmful attacks during the installation process and ensures the 

verification of each code. The majority of these are mostly 

derived from a widely used technique known as Deluge [33]. 

Several IoT designs have been developed in academic 

literature to solve a range of concerns. In [34] propose a 

hierarchical architecture consisting of the Sensing and Control 

Layer (SCL), the Information Processing Layer (IPL), and the 

Application Layer (AL). This architecture is designed to 

handle the energy restriction problem. The sensor nodes (SNs) 

operate in two distinct modes: periodic mode, which is 

excellent for regular occurrences, and trigger mode, which is 

appropriate for both periodic and critical events. 

In recent years, IoT networks have demonstrated their 

advantageous nature in many SS designs. The authors in [35] 

presented a comprehensive analysis of IoT technology, 

encompassing its data analysis and design developments, 

challenges, uses, and prospects for upcoming advancements. 

The authors additionally presented a thorough and extensive 

evaluation of the emerging 5G-IoT technologies, including 

SDWSN, CRAN, MIMO [36], massive-MIMO (M-MIMO) 

[37], CoMP, D2D communications, and CRs. In addition, the 

article included an extensive examination of the essential 

technologies that facilitate the functioning of the IoT in the 

context of the 5G of wireless communication. Furthermore, it 

delved into the developing use cases of 5G-IoT that have 

arisen due to advancements in AI, as well as the continuous 

efforts in 5G initiatives, QoS standards, and active 5G 

projects. The research addressed the challenges associated 

with the deployment of 5G-IoT, specifically focusing on the 

high data rates. The researchers in [38] conducted an analysis 

of security solutions for the IoT that utilize ML techniques, 

including supervised learning (SL), unsupervised learning 

(USL), and reinforcement learning (RL). Their focus was on 

examining the attack model specifically designed for IoT 

systems. The study primarily examined the topics of 

identification of Viruses, Safe offloading, and ML-based IoT 

confirmation in order to enhance the protection of data 

privacy. The authors further discussed the challenges that must 

be addressed in order to employ these ML-based security 

solutions in practical IoT devices. The paper conducted a 

comprehensive examination of the needs for security, points of 

attack, and current safety measures for IoT networks [39-42]. 

The weaknesses inherent in these security solutions, which 

necessitate the use of ML and DL methodologies, were further 

emphasized. Ultimately, the aforementioned document 

extensively delved into the ML and DL methodologies that are 

now being employed to address diverse security concerns 

inside IoT networks. Additionally, the authors discussed other 

prospective topics for future study in IoT security that utilize 

ML and DL techniques. The authors in [40] conducted a 

thorough examination of the architecture of the IoT based on 

an extensive assessment of literature on ML. Their analysis 

focused on the significance of IoT security, specifically in 

relation to several potential attack vectors. Furthermore, this 

study highlighted ML-based prospective solutions for 

enhancing security in the IoT domain. Additionally, the paper 

examined the future issues that need to be addressed in this 

area. The primary aim of the authors in [41] was to provide 

scholars with a comprehensive resource that highlights the 

prevailing research trends in the field of IoT security, 

specifically focusing on the utilization of ML techniques. This 

study developed models that may integrate advanced big data 

and ML techniques and technologies in response to the rapid 

growth of extensive IoT security risks. The objective was 

achieved by the identification of optimal algorithms and 

models for the real-time or near real-time detection of IoT 

threats, with a particular emphasis on ensuring accuracy and 

efficiency. The research conducted in [42] presented an 

innovative ML-based security architecture that was 

dynamically adjusted to address the changing security 

requirements within the IoT field. In order to mitigate a range 

of vulnerabilities, the framework employed the utilization of 

SDN and NFV enablers. In order to achieve its goals, the 

framework utilized SL, neural networks(NNs) and a 

decentralized data mining system. The paper [43] examines 

the application of ML in the domains of cybersecurity and 

CPS / IoT through an analysis of its positive, negative, and 
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detrimental aspects. The discussion delved into a 

comprehensive analysis of the numerous benefits that ML 

offers in the domains of security, CPS, and the IoT. 

Specifically, the focus was on the progress made in enhancing 

intrusion detection systems (IDS) and improving decision 

accuracy within CPS and IoT contexts. The vulnerabilities of 

ML systems, when examined from the perspectives of 

security, CPS, and the IoT, encompass the various methods via 

which ML systems can be deceived, manipulated, and 

undermined across all phases of their life cycle. The utilization 

of ML in the perpetration of cyber-attacks and infiltrations was 

also taken into account. The study conducted in [44] provided 

a comprehensive examination of IDS for IoT for the period of 

2015-2019. This study has addressed several approaches 

pertaining to the deployment and analysis of IDS inside the 

IoT architecture [111]. The study encompassed an analysis of 

various incursions in the realm of IoT, while also delving into 

the exploration of ML and DL techniques for the purpose of 

detecting intrusions within IoT networks. The research also 

addressed the challenges and issues associated with IoT 

security. A complete analysis was presented in [45], which 

provided an overview of the latest advancements in ML 

techniques for the IoT. Additionally, the analysis included a 

detailed description of various uses of IoT. The integration of 

ML in the field of IoT enables users to access comprehensive 

data and develop highly effective and intelligent applications 

[46]. The article encompassed several topics such as traffic 

profiling, identification of IoT devices, security measures, 

architecture for edge computing, network administration, 

prevalent uses of IoT, as well as unresolved issues and 

research obstacles. 

III. 5G-ENABLED IOT FOR WIRELESS 

COMMUNICATION TECHNOLOGIES 

Numerous global efforts are being made to embrace and 

establish standardized implementation of 5G-enabled IoT, as 

stated in figure 5.  

 

Figure 5. Implementation of 5G efforts in several countries. 

Various European initiatives exploring advancements beyond 

the 4G of telecommunications may be found in [47-48]. In a 

similar vein, the International Mobile Telecommunications 

(IMT) consortium started its research and technological 

endeavours in 2013, followed by the standardization efforts in 

2016 [49]. In the year 2015, a decision was made to establish a 

group inside the 3GPP known as the technical specification 

group (TSG). This group was assigned the responsibility of 

developing the 5G RAN [50]. In the same time period, the 

International Telecommunication Union-Radio 

Communication (ITU-R) has assumed the task of describing 

and specifying 5G technology by the year 2020 [51]. 

The advancement of wireless domains, the emergence of next-

generation technologies, and the evolution of 5G networks are 

crucial for enabling the IoT [52]. These advancements 

necessitate the provision of state of the art services and 

solutions, as well as the allocation of broadband spectrum, in 

order to effectively address the escalating demands of fast 

increasing data traffic. Hence, it is recommended by 5G 

Americas [53] that a suitable approach for effectively handling 

the use cases of 5G-enabled IoT involves the utilization of a 

spectrum comprising low, mid, and high-band 

frequencies. The use of various bands in combination is 

advantageous in effectively addressing specific use cases 

compared to singular band deployment. In addition to the 

broad spectrum requirements, the 3GPP has established a new 

air interface New Radio (NR) for the 5G of wireless 

communication [54-55]. 

MIMO, CoMP, and Heterogeneous Networks (HetNets), 

among others, are a selection of standardized features that 

have been included into LTE and LTE-A technologies [56-57]. 

These technologies demonstrate promising outcomes in 

facilitating extensive networking and delivering high data 
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transmission rates. Hence, the use of these principles is evident 

in 5G technology. 

Carrier Aggregation (CA):  CA was implemented in the 4G 

LTE standard, specifically in accordance with Release 10 of 

the 3GPP. The system combines a maximum of five 

component carriers (CCs) of LTE-A, each with a bandwidth of 

20 MHz, resulting in a total bandwidth of 100 MHz. This 

aggregation process effectively increases the overall 

bandwidth. CA allows for the potential reception of several 

CCs by a mobile device. Within the framework of wireless 

communication, it is possible to combine several CCs with 

varying bandwidths. This aggregation can occur in both the 

UL and DL directions. However, it is important to note that 

the number of aggregated CCs in the UL should not exceed the 

number of aggregated CCs in the DL. The CC can be 

associated with either intra-band CA, when it belongs to the 

similar band, or inter-band CA, where it belongs to a separate 

band. Contiguous and non-contiguous CC aggregation can be 

implemented in each variant of carrier aggregation. In the 

context of uplink and downlink communication, it is necessary 

to designate a principal component carrier (PCC) and 

designate the remaining component carriers as secondary 

component carriers (SCCs). There has been a substantial 

growth in the quantity of Control Channels (QCCs) throughout 

several versions of the 3GPP. 

Massive-MIMO (M-MIMO) : MIMO technology is widely 

regarded as an essential component of LTE-A and is founded 

upon the principle of spatial multiplexing. The data streams 

originating from various antennas are combined using 

multiplexing techniques and subsequently sent over a diverse 

set of spatially distinct channels. M-MIMO technology plays a 

crucial role in the architecture of the 5G network. In the 

mmWave frequency range(mmWFR), a substantial number of 

antenna components are required in order to generate a highly 

focused and narrow beam, which serves to mitigate the effects 

of path-loss. The implementation of high-order multi-user 

MIMO (MUMIMO) is considered a viable technology for 

enhancing the capacity of small cells. The 5G RAN relies on 

the utilization of M-MIMO technology within the context of 

"macroassisted small cells". In the macro cell, control-plane 

communication is sent at lower band frequencies by 

omnidirectional antennas, whereas user-data traffic is 

conveyed through highly directed M-MIMO beams at mmWFs 

[58]. MUMIMO technology enables the implementation of 

distributed MIMO systems. In this configuration, the base 

station (BS) may broadcast several narrow beams concurrently 

to a mobile station located at a separate position. The primary 

objectives of this approach are to enhance throughput and 

minimize correlation among the antenna parts. MIMO 

technology, in its following development, aims to enhance 

spectrum efficiency by employing arrays of several hundred 

antennas to service many user devices inside a single time and 

frequency slot. Therefore, by utilizing the MIMO technology 

on a broader scope. In contrast to standard MIMO technology, 

TDD mode is used in M-MIMO, and the UL and DL channels' 

reciprocal mechanism is utilized, rather than use pilot 

waveforms for channel estimation [59]. M-MIMO has 

demonstrated its advantageous capabilities in enhancing 

radiation efficiency by up to 100 times, augmenting capacity 

by an order of 10, bolstering protection against interference 

and deliberate jamming, significantly reducing latency, and 

offering a low-power and cost-effective configuration [60]. 

Coordinated Multipoint Processing (CoMP) :  The concept 

of CoMP was initially established and normalized by the 

3GPP in Release 10. It was subsequently used in LTE-A 

networks. The use of CoMP transmission in the DL and 

reception in the UL has shown to be a very efficient method 

for improving the throughput of cell-edge users. CoMP use 

dispersed MIMO techniques to facilitate transmission and 

reception using antennas that are not necessarily located inside 

the same cell. This approach aims to mitigate spatial 

interference in received signals and improve the quality of the 

received signal. The use of CoMP approach, particularly when 

implemented with MU-MIMO technology, has proven to be 

very efficient in enhancing the coverage at the cell edge and 

mitigating the occurrence of outages resulting from blocking 

and adverse channel circumstances. Multiple tests were 

undertaken by NTT Docomo and Ericsson in Stockholm, 

Sweden, using CoMP with MIMO technology. The purpose of 

these studies was to determine the efficiency  of coordinating 

distributed MIMO systems and to assess the potential 

enhancements in user data-rates at mmWF bands resulting 

from the integration of both technologies [114-116]. 

Heterogeneous Networks (HetNets) : The network consists of 

many levels of cells, including femtocells, pico-cells, micro-

cells, and macro-cells, as well as multiple Radio Access 

Technologies (RATs). These networks are comprised of nodes 

with low power requirements that are necessary for the 

purpose of data offloading [61]. HetNets, also known as 

HetNets, contribute to the environmentally friendly element of 

5G technology by effectively using the available spectrum and 

minimizing power transmission in both the UL and DL 

directions. This approach enhances the spectral and energy 

efficiency, as stated in reference [49]. The efficient allocation 

of spectrum in an ultra-dense network (UDN) necessitates the 

use of an intelligent interference mitigation technology due to 

the substantial number of user equipment involved. The article 

[63] presents the HetNet enabled 5G-IoT based solutions. 

D2D Communications : The HetNet facilitates the 

synchronization between the macro-cell BS and the low power 

BS. However, in the context of short-range communication, it 

does not demonstrate a high level of efficiency. Therefore, the 

D2D communication has undergone advancements that enable 

reduced power consumption, improved quality of service, and 
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load balancing among devices for short-range communication 

at a distance of less than 200 metres. Given the circumstances, 

the BS will possess either complete authority or partial 

authority in distributing resources among the source, 

destination, and relaying nodes [112-113]. 

Centralized Radio Access Network (CRAN) : The concept 

of the CRAN is to provide more environmentally friendly and 

sustainable connection by redistributing the functions of BSs. 

The allocation of radio duties is limited to the remote radio 

unit/head of the BS. The baseband unit (BBU), along with 

other units, is sent to the cloud-based central processor. This 

facilitates the consolidation of information, collaborative 

communication between cells, enhanced utilization of cells, 

and a reduction in complexity and expense at the BS level. 

Various 5G standards have been created with the purpose of 

facilitating the extensive interconnectivity of devices in the 

realm of Cellular IoT. The initial stage involves the 

implementation of M2M communication is narrowband IoT 

(NB-IoT), which is a low power wide area technology 

designed to facilitate the widespread adoption of IoT. This 

technology is specified in the 3GPP Release 14. Currently, the 

3GPP is actively engaged in the process of developing 

upgrades to meet the increasing demand in the industry. 

Software Defined Wireless Sensor Networking (SDWSN) : 

Typically, traditional approaches for implementing cellular 

technology rely predominantly on hardware-based solutions. 

The adoption of hardware-based infrastructure imposes 

constraints on the flexibility of network growth. Therefore, in 

order to address this constraint, researchers have created 

SDWSN, a very promising paradigm [64-66]. The SDWSN 

represents a fusion of SDN within WSNs. The deployment of 

SDN has been seen in data centres, namely in wired 

communication networks, as well as for the purpose of 

Internet connectivity [67]. At now, it is seen as a facilitator of 

5G technology [68-69]. The main objective of utilizing this 

architecture for the implementation of 5G networks is to 

distribute the control logic layer away from the network 

device, while simultaneously offering a centralized method for 

programming the whole network. 

Network Function Virtualization (NFV) : Virtualization of 

network functions is made possible by NFV technology. The 

aforementioned capabilities can afterwards be included into 

software packages that can thereafter be utilized to fulfill 

network service needs [70]. NFV and SDN are considered to 

be distinct and separate concepts within the field of network 

architecture. The notion of NFV emerged from the idea of 

virtual computers that may be deployed on several operating 

systems within a single server. Several anticipated applications 

associated with NFV include core virtualization and 

centralized baseband processing in RANs [71]. The NFV 

technology has great potential as a viable option for effectively 

implementing the IoT in the context of 5G networks. 

Cognitive Radios (CRs) : The existing IoT applications, 

ranging from extensive to essential IoT, exemplify a 

substantial increase in connection and subsequent strain on 

network resources, leading to a shortage of available spectrum. 

Therefore, it is imperative to utilize the spectrum in an 

effective and logical manner in order to meet the increasing 

demand. The issue at hand is effectively addressed by the CR 

through the strategic utilization and distribution of spectrum 

resources in an opportunistic way, as evidenced by reference 

[64]. A CR may be defined as a radio device that has the 

capability to adapt its transmitter settings in response to the 

surrounding environment with which it interacts [72,74]. 

Therefore, this gives rise to the notion of cognitive capacity 

and reconfigurability. The term "former" pertains to the 

process of recording spatial and temporal fluctuations in a 

radio environment while minimizing interference. Following 

this, a spectrum that has been optimized may be collected for 

the purpose of transmission. Typically, this refers to an 

underutilized frequency range known as a "spectrum hole" or 

"white space." Interference reduction may be achieved through 

three methods when the system is utilized by a licensed user. 

Initially, transitioning towards the other end of the spectrum. 

Additionally, the power level is maintained at a low setting, 

and the modulation strategy employed is altered [73]. In 

addition, the CR effectively oversees the spectrum by 

employing a mechanism to identify and use the most optimal 

channel, hence facilitating the sharing of spectrum resources. 

One notable characteristic of CR technology is its ability to 

exhibit spectrum mobility by vacating the assigned channel 

upon the arrival of a primary user [74]. 

IV. DEEP NEURAL NETWORK (DNN) 

The DNN is composed of several layers of processing that 

have the ability to extract hierarchical features from the input 

information [75]. The operation of DNNs is modelled after the 

cognitive processes of the brain of a person. The DNN is 

composed of many layers, with each layer including numerous 

processing units referred to as neurons. A neuron executes the 

process of calculating the weighted sum of its inputs (X1, 

X2,...Xk) and subsequently transmits this total to an activation 

function, which then produces the intended output (O). Every 

individual neuron is composed of a collection of weights (W1, 

W2, ...Wk) and a bias term (b), which undergoes optimization 

throughout the training procedure. The operational mechanism 

of the artificial neuron is illustrated in Figure 6. 
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Figure 6. Artificial Neuron 

Convolutional Neural Network (CNN) : The input to a CNN 

consists of a 2-D picture or a speech stream. The hierarchical 

properties of the input data are extracted by CNN through a 

series of hidden layers (HLs), including convolutional layers 

(CLs) and pooling layers (PLs) [76]. The CLs are comprised 

of kernels that possess the same structure as the input data. 

The process involves the multiplication of the input with the 

kernel, resulting in the generation of outputs referred to as 

filter maps. The utilization of PLs serves to decrease the 

dimensionality of feature maps, hence reducing processing 

time and mitigating the risk of over-fitting. The output derived 

from the ultimate PL is subsequently sent via the fully-

connected layer in order to produce the intended output. The 

CNN has demonstrated encouraging outcomes in challenges 

related to image recognition [77]. 

Recurrent Neural Network (RNN) : In order to address the 

limitations of traditional feed forward neural networks in 

modeling time-series issues, researchers developed an 

extension known as RNNs. RNNs were specifically built to 

simulate and analyze time-series data, as the standard feed 

forward neural networks lacked the necessary capabilities for 

such tasks. The input to a RNN consists of the output at time 

'n-1' and the input at time 'n'. The neurons of the RNN possess 

an inherent capacity to retain and recall past computations. 

The training of the RNN involves the utilization of Back 

Propagation Through Time (BPTT), a type of back 

propagation. RNNs are not suitable for simulating time-series 

data with long-term dependencies due to their susceptibility to 

the vanishing gradient problem in such circumstances. In order 

to mitigate this occurrence, researchers devised a variant of the 

RNN known as Long Short Term Memory (LSTM) [78]. 

Auto-Encoder (AE) : The AE belongs to the generative class 

of DNN models. The neural networks consist of one or more 

HLs, in addition to the input and output layers [79]. The 

number of neurons in the output layer is equivalent to the 

number of neurons in the input layer. The objective of AEs is 

to reconstruct the input data in order to acquire knowledge 

about its compressed representation. The system comprises 

two primary components: an encoder, responsible for 

converting the input data into a distinct representation known 

as a code, and a decoder, which reconstructs the original input 

from the code. The primary objective of training in AEs is to 

minimize the discrepancy between the input data and the 

produced output. AEs are commonly employed for the 

purposes of extracting features and reducing dimensionality in 

various applications. 
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Figure 7 . Applications of DL in IoT 

Generative Adversarial Network (GAN) :  GANs are a type 

of hybrid DNN architecture including two distinct neural 

networks, namely the generator and the discriminator [80]. 

These networks collaborate in order to generate data of 

superior quality. The generative network (GN) is trained to 

effectively capture the underlying division of the data and 

generate new data by leveraging the patterns it has learnt from 

the existing data. Conversely, the discriminative network is 

taught with the objective of maximizing the discrepancy 

between the real data and the data produced by the GN. GANs 

exhibit a high degree of suitability for circumstances 

characterized by the presence of noisy data. 

Restricted Boltzmann Machine (RBM) : The RBM consists 

of visible layer (VL) and the HL [81]. The input is introduced 

to the VL, and the HL acquires knowledge of the probability 

distribution based on the input data. The neurons within the 

VL and HLs are interconnected in a manner that results in the 

formation of a bipartite graph. The utilization of back-

propagation and gradient descent techniques is common 

throughout the training process in order to ascertain the most 

effective parameters inside the network. The objective of 

training in the RBM is to enhance the overall value of the 

probabilities associated with the units residing in the VL. The 

RBM has the capability to carry out many tasks like as 

classification, feature extraction, and dimensionality reduction. 

Deep Belief Network (DBN) : DBNs belong to the category 

of generative DNNs. Neural networks are comprised of one 

VL, as well as several concealed layers [82]. The individuals 

possess the ability to extract complex conceptualizations from 

the provided material. A DBN is composed of a series of 

stacked RBMs. The training of DBNs is conducted in an USL 

manner, wherein the model acquires the ability to 
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probabilistically reconstruct the inputs based on the 

characteristics retrieved at each layer. In addition to 

facilitating generative feature discovery, DBNs may also be 

effectively employed for discriminative prediction tasks. 

V. 5G-IOT NETWORKS BY ARTIFICIAL INTELLIGENCE 

The increased data rates offered by 5G-IoT enable the use of 

data-intensive and computationally demanding  AI algorithms 

for a wide range of consumer applications. The network's high 

data transfer capacity enables the use of efficient DL 

algorithms [83], on wireless 5G-IoT nodes. The convergence 

of 5G, IoT, and AI possesses significant potential to 

revolutionize the corporate environment through the 

facilitation of real-time intelligent decision-making. The 

presence of high-performance hardware in IoT nodes enables 

the integration of intelligence either on the IoT nodes 

themselves or on a nearby fog node. This integration leads to 

reduced latency, enhanced link capacity, and improved 

network security. It is worth noting that AI techniques have 

the potential to be utilized in 5G-IoT networks in order to 

improve their performance across various layers, including 

application, physical, and network layers. By predicting traffic 

patterns on the network, AI can optimize data rates and enable 

the provisioning of user applications that are based on AI. As 

an illustration, inside the application layer, artificial 

intelligence techniques may be employed to examine network 

traffic and analyze capacity trends. This application of AI aims 

to enable the network to autonomously configure, organize, 

and adjust itself [84]. AI-based optimization algorithms have 

the potential to enhance several aspects of the physical and 

network layers. These algorithms can aid in dynamic spectrum 

management, organizing large amounts of data, integrating 

different types of devices, increasing device density, 

promoting interoperability across IoT nodes, and improving 

battery life. 

The 5G Intelligent IoT possesses the capability to address 

problems pertaining to the congestion of communication 

channels and the handling of vast amounts of data. The 

integration of AI algorithms with 5G technology is the primary 

aim of the 5G Intelligent IoT. This initiative seeks to 

intelligently handle vast quantities of data, enhance 

communication channels, and improve channel utilization in 

an efficient manner [85]. Furthermore, the incorporation of AI 

into firmware's core components will create a safe setting in 

which to deploy software. This, in turn, would facilitate the 

seamless execution of intelligent decision-making processes 

without any interruptions. 

The integration of 5G wireless technology and AI within the 

healthcare sector has the potential to improve the quality of 

life for a substantial number of individuals through the 

enhancement of the current healthcare infrastructure. In their 

study, Chen et al. [86] developed a healthcare system that is 

tailored to individual emotions and utilizes 5G technology. 

The system places particular emphasis on providing emotional 

support for vulnerable populations, such as children, 

individuals with mental illness, and the elderly. In a previous 

study [87], the researchers employed both Genetic Algorithm 

(GA) and Simulated Annealing (SA) techniques to find the 

optimal placement of 5G drone BSs. This investigation 

focused on satisfying several requirements related to coverage, 

energy consumption, and cost. 

The applications of AI involves the use of 5G networks. This 

can be observed in the CogNet project [88], where the 

discussion revolves on the architecture of an autonomic self-

managing network. This network extends the management of 

NFV by including a decision-making mechanism based on 

ML. The motivation for implementing a more flexible control 

mechanism alongside the fundamental NFV capabilities is 

driven by the objective of minimizing system expenses while 

maintaining a competitive level of QoS. 

The combination of 5G technology with the IoT is facilitating 

the emergence of vehicles that possess uninterrupted 

connectivity. The integration of technology has facilitated 

more efficient access to the internet. Currently, automobile 

manufacturers have exhibited a keen interest in expanding 

their reach and investigating various industries to implement 

this technology inside the realm of transportation systems. 

Many studies have been conducted on the implementation of 

internet connectivity in autonomous vehicles. A sophisticated 

transport system has the capability to establish connectivity 

between passengers' smartphones and the vehicle. Similar to 

other IoT devices, a smart transport system has the capability 

to offer additional functionalities that enhance control [89]. 

The enormous amount of data produced by the continuous 

connectivity of IoT devices using 5G technology has the 

potential to be utilized in the forecasting of accidents and 

crimes through the correlation of the extensive dataset [90]. 

Therefore, this process facilitates the generation of novel 

concepts that have the potential to be developed into large-

scale projects for prominent corporations. Additionally, it 

leads to the accumulation of substantial amounts of data and 

offers many means of communication, as seen in Figure 8. 

Real-time data extraction can be facilitated by the utilization 

of IoT technology. This technological advancement has 

facilitated the remote control of gadgets through diverse 

means, minimizing the need for extensive human intervention. 

The use of IoT devices has established a novel infrastructure 

for the everyday management of traffic. The utilization of 

wireless network technology has been employed for the 

purpose of detecting the immediate environment. Furthermore, 

it can be observed that the IoT has been implemented as a 

means of facilitating monitoring. The acquisition of high 

volumes of data from IoT devices has been significant in 
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facilitating the improvement and enhancement of urban environmental planning. 

 

Figure 8. Architecture for 5G and AI [91]. 

VI. ML TECHNIQUES IN IOT 

Data is typically reviewed by humans to classify objects. ML 

aims to automate this process using the most sophisticated 

algorithms. ML and DL techniques are widely recognized as 

AI methodologies that can facilitate the acquisition of 

knowledge by IoT devices through the analysis of data, 

enabling them to adapt their behaviour accordingly. The 

learning models typically consist of a collection of rules, 

processes, or advanced 'transfer functions' that may be 

employed to identify significant patterns in IoT data related to 

security incidents, as well as to detect and forecast behaviour 

[92]. In the context of the IoT, both ML and DL may function 

inside dynamic IoT networks without the need for human or 

user engagement, hence yielding certain outcomes. Figure 9 

illustrates the potential use of ML and DL methodologies in 

the creation of a data-centric framework for enhancing IoT 

security intelligence. Various ML techniques can be employed 

to extract insights from IoT security data. These techniques 

encompass classification and regression analysis, clustering, 

rule-based methods, feature optimization methods [93], and 

DL methods that leverage ANNs, and others [94-95]. 

Logistic Regression (LR) : LR is employed for statistical 

analysis of datasets including several independent factors that 

result in a binary outcome. The LR model is employed to 

estimate the posterior probability of K feature classes by 

fitting data onto a logit function, resulting in a binary output. 

Linear Discriminant Analysis (LDA) : LDA was developed 

as a means to tackle several issues encountered by LR. The 

LDA paradigm is seen more appropriate than the LR paradigm 

when the distribution of predictors in each class follows a 

normal distribution and the sample size is relatively modest. 

Prior to employing LDA, it is important to establish an 

assumption regarding the dataset to be processed, namely that 

each of the predictors adheres to a normal distribution. In 

cases where the data deviates significantly from a linear 

assumption and may be readily characterized, LDA may be 

inadequate [97].  

Linear Support Vector Machine (LSVM) : The primary 

objective of the SVM is to identify an optimal hyperplane for 

K-feature classes. In K-dimensional space, the process 

involves mapping input data characteristics to target classes 

with the objective of identifying the optimal hyperplane. When 
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the hyperplane reaches the maximum distance between the 

data points in the class, as indicated by reference [98]. 

Ridge Classifier (RC) : The RC is commonly employed as a 

regression approach for the purpose of mapping label data in 

the majority of situations. Consequently, the problem's 

resolution is approached using a regression-based framework. 

The prediction with the greatest value is allocated to the target 

class, with the exception of multiclass scenarios when multi-

output regression is employed [99]. 

Gaussian Naive Bayes (GNB) : In general, the Naive Bayes 

(NB) classifier exhibits nonlinearity. The NB classifier is 

considered a linear classifier when the likelihood factors are 

dependent on exponential families. In the case of features that 

possess continuous values, a specific variant of the NB 

method, referred to as the Gaussian algorithm, is employed. In 

a more precise manner, it is anticipated that the features would 

conform to a supervised Gaussian distribution, as stated in 

[100]. The GNB is a probabilistic model that makes 

predictions by considering the likelihood of each class's 

existence. 

AdaBoost (AB) : AB is a machine learning algorithm that use 

adaptive boosting to iteratively train weak classifiers on 

dynamically changing datasets. These weak classifiers are then 

combined to form a stronger classifier by a weighted majority 

voting scheme. The AB method assigns greater weight to 

items that are more challenging to categorize, while assigning 

lesser weight to those that are easier to manage. The first 

assignment of observation weights is performed by AB in the 

initial stage [101]. The classifier is subsequently trained on the 

training data utilizing the assigned weights. Following the 

computation of the weighted error rate, the classifier is 

assigned a new weight to aid in its ultimate decision-making 

process. 

K-Nearest Neighbors (KNN) : The KNN algorithm is a 

classification method that assigns a given input to the majority 

class among its KNN in a given space. In this context, we will 

illustrate the application of the KNN algorithm using the 

example provided in [102]. When the value of k is set to 1, the 

KNN algorithm is expected to provide the smallest KNN. This 

is because the model becomes more susceptible to being 

excessively influenced by noise or outliers. 

CatBoost Classifier (CB) : The CB algorithm employs a 

specific variant of depth-first expansion called oblivious trees. 

The classification algorithm employs a vectorized 

representation of the tree, in which each level utilizes a binary 

splitting technique. As a consequence, it leads to rapid 

convergence and expedited review. In contrast, it has been 

argued by [103] that the CB does not offer any benefits when 

employed with low false-positive rates. 

Rule‑based Techniques : A rule-based system that extracts 

rules from data has the ability to imitate human intelligence. 

This system operates by applying rules in order to arrive at 

intelligent decisions [104]. Therefore, it is evident that rule-

based systems have the potential to make a substantial 

contribution to the field of IoT security by acquiring security 

or policy rules from data sources [105]. Association rule 

learning is a widely utilized technique in the domain of ML 

[106] with the purpose of identifying relationships or rules 

within a given collection of characteristics in a security 

dataset. The use of a rule-based method, while straightforward, 

presents a significant drawback in terms of temporal 

complexity. This is due to the generation of a large number of 

associations or frequent patterns, which is dependent on the 

support and confidence values. As a result, the model becomes 

more complicated [107-108]. The use of an efficient 

association model has the potential to mitigate this problem. 

Various forms of association rules have been presented within 

the field, including frequent pattern-based, tree-based, logic-

based, fuzzy-rules, and belief rule approaches. There are 

several rule learning approaches available for addressing IoT 

security issues and facilitating intelligent decision making. 

These techniques include AIS, Apriori, Apriori-TID, Apriori-

Hybrid, FP-Tree, Eclat, and RARM. An article by [109] 

introduces a network IDS that utilizes an association rule-

mining technique. Furthermore, the use of fuzzy association 

rules is employed in the construction of a rule-based IDS. A 

research was undertaken in [110] to examine the actions of 

IoT malware by the utilization of an FP-tree association rule-

based analysis.  

 

ML model evaluation parameters : The below metrics are 

frequently employed to assess the performance of ML models. 

Various ML models have been created and assessed for the 

purpose of enhancing security in IoT-based SS.  
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where n is number of predictions, Tm is predicted target, I is 

indicator function, Ym target of the class, TP is true positive, 

TN is true negative, FP is false positive, FN is false negative, A 

is predicted label set and B is true label set. 

 

Figure 9. The promise of ML and DL in constructing data-driven IoT security intelligence models [96] 

VII. CONCLUSION 

The IoT has emerged as a prominent area of research in recent 

times due to its wide range of uses that transcend specific 

fields. This study effort aims to acquire previous knowledge 

by discussing an overview of numerous IoT systems, since IoT 

has been extensively accepted due to its diverse properties. 

The study is conducted by considering many factors such as 

domain, applications, and environmental characteristics. This 

study also provides a comprehensive analysis of the 5G 

wireless technologies that have emerged as crucial facilitators 

for the widespread implementation of the IoT technology. The 

survey provided an analysis of the progression of cellular 

wireless technologies, highlighting the advancements made by 

5G wireless technology in comparison to its predecessors. This 

advancement has facilitated the widespread use of the IoT. 

The process of deriving practical and implementable 

knowledge from unprocessed IoT data is a significant 

challenge that beyond the capabilities of conventional data 

analysis frameworks. DL offers an optimal solution for a range 

of categorization and prediction problems inside the IoT due to 

its ability to acquire hierarchical representations from the input 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 05 July 2023 Revised: 25 August 2023 Accepted: 15 September 2023 

___________________________________________________________________________________________________________________ 

 

    1811 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

data. Additionally, DL is well-suited for representing complex 

patterns and behaviours throughout diverse datasets. The 

system comprises many architectures that serve a range of 

purposes. CNNs provide exceptional performance when used 

to both picture and audio data. The RNN and the LSTM model 

are employed for the purpose of forecasting time series data. 

AEs are employed for the purpose of reducing the 

dimensionality of data that exists in high-dimensional spaces. 

GANs demonstrate suitability in the context of noisy settings. 

The RBM and the DBN are capable of capturing intricate data 

representations using an unsupervised learning approach. The 

wide range of applications for DL models renders them very 

appropriate for IoT situations. While DL models demonstrate 

superior performance compared to traditional ML methods. 

The present study offers a complete overview that aims to 

facilitate more collaborative endeavours between industry and 

academics in order to drive advancements in 5G-IoT 

technology. 
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