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Abstract: This work proposes a novel feature selection algorithm for high-dimensional features in real-time datasets for prediction or 

classification. Conventional methods assume dataset values as crisp formats, but in real datasets, instances are represented in linguistic formats, 

requiring the use of uncertainty theories. The Intuitionistic Fuzzy Similarity based constraint score is proposed, where each feature is denoted 

as an independent variable and the class variable as a dependent variable. The features are represented in triplet form, with grade of 

belongingness, non-belongingness, and hesitancy index to maximize relevancy and reduce redundancy. Pairwise similarity matching is 

computed using Intuitionistic fuzzy similarity distance measure for supervised learning and intuitionistic fuzzy K-NN for semi-supervised 

learning. Potential feature subsets are selected and validated using deep learning algorithms. The results show that the proposed Intuitionistic 

fuzzy Constraint score feature selection algorithm produces optimal results compared to other state-of-the-art methods in chronic disease 

prediction. 
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I.  INTRODUCTION  

As chronic diseases last a very long period, diagnosing them is 

crucial in the field of medicine. Cancer, Heart disease, Diabetes, 

and stroke are the most common chronic diseases. Early chronic 

disease detection facilitates the implementation of preventative 

measures, and early diagnosis, and timely treatment for patients 

has consistently been demonstrated to be beneficial [1]. 

Maintaining clinical databases is now a vital duty in the 

healthcare sector. To deliver excellent services, the patient data, 

which includes multiple traits and symptoms associated with 

disease, needs to be recorded with the utmost diligence [2]. 

Medical data mining for disease prediction becomes challenging 

since medical databases often contain redundant and insufficient 

information. Before using data mining techniques, it is crucial 

to have proper data pre-processing and data diminution because 

it can affect the results of mining [3]. If data is precise, reliable, 

and noise-free, disease prediction becomes rapid and easier. 

The selection of features is crucial in data pre-processing 

methods for the prediction of chronic disease at its early stage 

more precisely. The most essential disease-related risk factors 

must be identified during the diagnosis process. Removing 

unused, duplicated attributes from the chronic disease dataset 

with the use of relevant feature identification leads to more rapid 

and effective results [4]. Identifying a subset of characteristics 

from the initial collection of features and creating patterns in a 

dataset are both steps in the process of determining the best 

feature set for the specified processing aim and criterion. It 

decreases the number of features, eliminates irrelevant, 

redundant, or noisy features, and has immediate implications for 

applications, such as accelerating a data mining algorithm and 

enhancing mining performance like classification accuracy and 

results in general [5]. 

Using feature selection techniques, one can search through 

feature subsets and attempt to identify the top 2N candidate 

subset from the competition. Even for a large feature set (N), 

this process is exhaustive and could be too expensive [6, 7]. 

Other approaches that rely on intuitive or randomized search 

strategies make performance sacrifices to reduce the 

computational cost.  

Subset generation is essentially a heuristic search procedure 

where every state in the area of search specifies a potential 

subset to be considered [8]. Two fundamental considerations 

define the purpose of this procedure. First, the search's 

beginning place, which then determines its course. A forward 

search begins with an empty set and adds features one at a time, 

a backward search begins with a full set and subtracts features 

one at a time, or a bi-directional search begins with both sides 
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and simultaneously adds and subtracts features. Starting with a 

subset chosen at random is another option occasionally chosen 

on a search strategy second. There are 2N potential subsets for 

an N-feature dataset. At even a moderate N, the resulting search 

space is progressively too large for a comprehensive search. 

In this work, the problem of selecting potential features during 

the presence of uncertainty due to vagueness and 

incompleteness in the dataset is handled to improve the accuracy 

of chronic disease detection. Both the dataset with labelled and 

unlabelled records are utilized to produce an optimized feature 

selection algorithm using uncertainty theory. A detailed 

description of the working principle of the proposed 

intuitionistic fuzzy constraint score-based feature subset 

selection is explained in the following sections.  

1.1 Organization of the paper 

The rest of the paper is organized as follows. Section 2 narrates 

the related works. Section 3 describes the background study of 

Intuitionistic Fuzzy Sets. Finally, Section 4 encompasses the 

efficiency analysis followed by the conclusion. 

 

II. RELATED WORKS 

Mishra et al [9] conducted a thorough analysis of the influence 

of wrapper and filter models on classification techniques. The 

authors used three different methods of filter approach such as 

information gain, correlation, and chi-square, and three different 

wrapper approaches like linear forward, best first, and greedy 

algorithm. The chronic disease datasets are used for feature 

selection and the decision tree is used as the validator. The 

attribute significance is done based on the correlation and the 

mutual information of the independent and dependent variables, 

but when there is class imbalance it is not possible to use these 

standard methods.   

Divya et al [10] predicted the presence of chronic disease by 

devising an adaptive-based classifier. They integrated both the 

principal component analyzer and the ReliefF method for 

performing feature selection.  An optimized support vector 

machine is used for evaluating nine different diseases for 

predicting their presence. But the problem of uncertainty 

conditions and the unlabelled datasets are not considered in this 

work.  

Hegde et al [11] developed an adaptive model for performing 

feature selection in chronic disease detection. This method 

selects the features by applying adaptive probabilistic 

divergence along with a logistic regression model hyper 

parameterized. The class imbalance and the vague, inconsistent 

real-time chronic disease diagnosis are not focused.  

Ebiaredoh et al [12] designed a boosting classifier using a cost-

sensitive model to detect chronic kidney disease and the feature 

selection is done using information gain. The reduced feature 

subset is used for chronic kidney disease detection. But the 

redundancy due to the vague information is not handled by the 

information gain selection model which affects the reliability of 

the prediction process.  

Esenogho et al [13] constructed an ensemble neural network 

classifier to predict credit card fraud using the resampling 

method of hybrid data. The adaptive boosting is fused in long 

short-term memory for performing the prediction process. The 

data resampling is accomplished using the hybrid resampling 

model. While resampling is done randomly, there is a high 

probability of missing potential data samples due to class 

imbalance.  

Saranya et al [14] conducted a detailed examination of the 

feature selection process using machine learning algorithms on 

different chronic datasets. They stated in their work due to the 

high degree of dependence among input variables in the high 

dimensional datasets, it suffers from irrelevant or zero 

significant features issues while discovering feature selection.  

Xie et al [15] designed an improved maximal relevance and 

minimal redundancy model (ImRMR) which applies both 

mutual information and Pearson correlation for computing the 

relevance of a single attribute. The candidate feature subset is 

ranked based on their relevancy and these two measures are used 

for determining potential features. For voluminous datasets, this 

statistical approach will lead to high computational complexity.  

Abderezak Salmi et al [16] in their work concentrated on 

handling the problem of high dimensionality in the prediction 

process. The common constraint score models which evaluate 

each feature based on two different constraints such as must link 

and cannot link estimate the relevance is determined on high 

dimensionality feature space which has a high chance of 

corrupting the dimension of the dataset. So, they introduced a 

novel similarity matrix based on the similarity matrix is 

computed for feature selection.  

The above-discussed feature selection models are focused on 

the computation of datasets with labelled datasets. The 

unlabelled datasets are not mostly focused on the existing 

works, but in real-time the medical datasets are often unlabelled. 

The class imbalance in the chronic disease dataset also affects 

the process of feature subsets to determine the potential set of 

features to improve the efficiency of the prediction process. 

Hence, in this work, the problem of acquiring information about 

the features in the unlabelled dataset and the labelled dataset is 

also used for determining the potential feature subset by 

devising the intuitionistic fuzzy constraint score.  

 

III. BACKGROUND STUDY 

Tuned Relief Feature subset  

In this work, initial feature subsets are selected using the tuned 

relief feature selection algorithm, which is a variant of 

conventional feature selection. To compute the score of each 

feature in the chronic dataset relief feature the similarity among 

the most relevant matching nearest neighbour are found. The 

feature score will be low when a hit, or variation in feature 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 05 July 2023 Revised: 25 August 2023 Accepted: 15 September 2023 

___________________________________________________________________________________________________________________ 

 

    1574 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

value, is discovered in a close case pair of an identical class. The 

feature score increases when a close instance pair of instances 

with differing values for classes has a "miss," or feature value 

distinction. The recursive feature exclusion strategy is used in 

this model. After each iteration, the features with the lowest 

scores are eliminated in order to be included subsequently in 

feature weight adjustments and proximity calculations. This 

method computes the relevance score to strengthen the weak 

convergence of scoring-based parameter update. 

The initial feature set for chronic disease detection is determined 

by applying the tuned relief feature selection. But, the problem 

of uncertainty due to presence of vagueness and inconsistent 

cannot be handled by the tuned relief feature selection, hence in 

this proposed work initial feature subset are chosen by the 

turned relief and to handle the uncertainty cases the process of 

intuitionistic fuzzy similarity score is computed for identifying 

the potential subset of features. This double selection model 

produces robust results in determining the chronic disease at its 

early stage by eliminating the redundant and irrelevant features.  

 

IV. PROPOSED WORK 

4.1 Intuitionistic Fuzzy Sets 

The intuitionistic fuzzy is the generalization of fuzzy sets, which 

introduces two additional elements known as non-

belongingness and hesitation index [17-19]. The fuzzy uses only 

the degree of belongingness and the problem of vague and 

hesitancy is not precisely defined in it. Hence in this proposed 

work, the concept of intuitionistic fuzzy set is used to define 

uncertainty factors in discovering the best feature subset to 

predict chronic diseases at their early stage. The intuitionistic 

fuzzy set R is denoted in the form of  

ℋ =: {(𝑧, 𝐵ℋ(𝑧), 𝑁𝐵ℋ(𝑧))|𝑧 ∈ 𝑅} 

The belongingness grade and non-belongingness grade are 

denoted as  𝐵ℋ(𝑧) and 𝑁𝐵ℋ(𝑧) respectively with the mapping 

value of 𝐵ℋ(𝑧), 𝑁𝐵ℋ(𝑧) → [0,1] . The condition 

0≤𝑡 𝐵ℋ(𝑧) +  𝑁𝐵ℋ(𝑧) ≤1 is always true for 𝑧 ∈ 𝑅 ,.  The 

intuitionistic fuzzy introduces an important factor known as 

hesitation grade φℋ(z) = 1 − (𝐵ℋ(z) + 𝑁𝐵ℋ(z)). Collection 

of all intuitionistic fuzzy sets is represented as IFZ(R).  

Definition 1: The intuitionistic fuzzy union operation is defined 

as  

 𝐶⋃𝐷 = {(𝑧, Max(𝐵𝐶 (z), 𝐵𝐷(z)} , 𝑀𝑖𝑛{𝑁𝐵𝐶 (z), 𝑁𝐵𝐷(z)})|z ∈

R  

Definition 2: The intuitionistic fuzzy intersection operation is 

defined as  

𝐶⋂𝐷 = {(𝑧, Min(𝐵𝐶(z), 𝐵𝐷(z)} , 𝑀𝑎𝑥{𝑁𝐵𝐶(z), 𝑁𝐵𝐷(z)})|z

∈ R 

Definition 3: The intuitionistic fuzzy subset operation is defined 

as  

𝐶 ⊂ 𝐷 ⇔  ∀𝑧 ∈ 𝑅, 𝑏𝑜𝑡ℎ 𝐵𝐶(z) ≤ 𝐵𝐷(z) 𝑎𝑛𝑑 𝑁𝐵𝐶(z)

≥ 𝑁𝐵𝐷(z)  

4.1.1 Feature selection using Intuitionistic Fuzzy Constraint 

Score  

To handle the real-time datasets, which are often in linguistic 

terms, instead of using direct similarity matrices to determine 

constraint score, in this proposed work uncertainty based 

intuitionistic fuzzy similarity matrices is developed to evaluate 

the relevancy of subset of k features represented as ℱ𝑘 =

{ℱ1, ℱ2, . . , ℱ𝑘} where k = 1..g. The proposed intuitionistic fuzzy 

similarity score (is applied for both supervised (SV) and semi-

supervised (SSV) feature selection. While performing 

supervised feature selection only intuitionistic fuzzy pairwise 

constraints are considered by using must link and cannot link to 

choose the subset of the feature set (𝔗𝑆𝑉(ℱ𝑘)). Whereas in semi-

supervised the intuitionistic fuzzy pairwise and the information 

obtained from the unlabelled dataset is also used for feature 

selection 𝔗𝑆𝑆𝑉(ℱ𝑘)). 

The relevance of the feature set ℱ𝑘  is computed by the 

intuitionistic fuzzy distance measure among the target 

Intuitionistic fuzzy similarity matrix ̌ * evaluated using 

constraint scores of SS or SSV and a similarity matrix 

𝜔(ℱ𝑘) computed with ℱ𝑘  feature subset. The intuitionistic 

fuzzy score 𝔗∗(ℱ𝑘) must be as low as possible as mentioned in 

the below equation  

𝔗∗(ℱ𝑘) = ∑ ∑(𝜔𝑖𝑗(ℱ𝑘) − ̌𝑖𝑗
∗ )2

𝑚

𝑗=1

𝑚

𝑖=1

 

Where 𝜔(ℱ𝑘) ∈ 𝐷𝑚𝑥𝑚  is the intuitionistic fuzzy similarity 

matrix computed on the chronic disease datasets Z with the 

subset of features ℱ𝑘 

𝜔𝑖𝑗(ℱ𝑘) = exp (−
𝜏2(𝐵𝑖(𝑧),𝑁𝐵𝑖(𝑧))𝑘,(𝐵𝑗(𝑧),𝑁𝐵𝑗(𝑧))𝑘

2𝛽2 ) ; ,j = 1,2,3..m 

 

Where (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧) is the degree of belongingness and non-

belongingness of the ith record in the chronic disease dataset, 

represented with the k feature subset. Where 𝜏  is the 

intuitionistic fuzzy similarity distance measure, 𝛽2  is the 

scaling parameter 

4.1.2 Intuitionistic Fuzzy Pairwise Constraint for both 

Supervised SS and Semi-Supervised (SSV) Feature Selection  

In chronic disease datasets, only limited records of information 

are available on the training dataset. This prior information is 

expressed by only a few labeled records. It can also be expressed 

by pairwise constraint that mentions if data samples belong to 

the same class (ML) or to different classes (CL). The 

intuitionistic fuzzy pairwise constraint can be given by the user 

or generated from labeled data samples.  

This work considers only a few labeled data samples known as 

prototypes that characterize the ‘v’ classes. Let Z1 𝐷𝑝∗𝑔, (𝑍𝑙 ⊂

𝑍) be the set of ‘p’ prototypes that are associated with class γl.  

From the overall set of prototypes that are associated with class 

γl (𝑍𝑙 ∪𝑡=1,..,𝑣 𝑍𝑙,l =  1,2, . . v), with this construct set must link 
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constraint ML of (𝑣. 𝑝. (𝑝 − 1)) 𝑝 airs of must link that are 

composed of two prototypes belonging to the same class: 

𝑀𝐿 = {((𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧), ((𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧) ∈ 𝑍 2)|∃(𝑙, 𝑚); 𝑙

= 𝑚; (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧)) & & (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧)}

∈ 𝑍 𝑙}, 

The cannon-link (CL) pairs can be built with the set of 

(𝑣. (𝑣 − 1). 𝑝2) pairs with two prototypes belonging to different 

classes.  

𝐶𝐿 = {((𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧)), (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧)) ∈ 𝑍 2)|∃(𝑙, 𝑚); 𝑙

≠ 𝑚; (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧))

∈ 𝑍 𝑙  &  (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧)} ∈ 𝑍 𝑚} 

4.1.3 Intuitionistic fuzzy Supervised Constraint score for 

selected feature subset  

The target similarity matrix �̌�𝑠𝑣  of Intuitionistic Fuzzy 

Supervised learning 𝔗𝑆𝑉(ℱ𝑘)) is mathematically represented as  

�̌�𝑖𝑗
𝑠𝑣 = {

1 𝑖𝑓 (𝑉𝑖,𝑈𝑗) ∈ 𝑀𝐿

0 𝑖𝑓 (𝑉𝑖,𝑈𝑗) ∈ 𝑀𝐿

𝜔𝑖𝑗(ℱ𝑘) 𝑒𝑙𝑠𝑒

 

    𝑉𝑖, = (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧) ); 

𝑈𝑗 =  (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧)) 

In this proposed work to determine the similarity of any two 

records zi, zj  is computed with the following Intuitionistic fuzzy 

similarity matrix is computed as  

𝜔𝑖𝑗 = √
1

2
∑ (𝐵𝑖(𝑧) − 𝐵𝑗(𝑧))2 + (𝑁𝐵𝑖(𝑧) − 𝑁𝐵𝑗(𝑧))2 + (φ𝑖(z) − φ𝑗(z))2

𝑛

𝑖,𝑗=1

 

φ𝑖(z) = 1 − (𝐵𝑖(𝑧) + 𝑁𝐵𝑖(𝑧)) 

φ𝑗(z) = 1 − (𝐵𝑗(𝑧) + 𝑁𝐵𝑗(𝑧)) 

In this proposed work the hesitation index φ𝑖(z), φ𝑗(z) plays a 

vital role in handling uncertainty during the similarity measure 

among vague instances. With this for all the subset of features 

of 𝜔𝑖𝑗(ℱ𝑘) the weight matrix is generated.  

∆𝑖 = (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧), φ𝑖(z),) ∆𝑗 = (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧), φ𝑗(z)) 

𝜔𝑖𝑗(ℱ𝑘) = exp (−
𝜏2∆𝑖

𝑘,∆𝑗
𝑘

2𝛽2 ) 

Where 𝜏2 refers to the intuitionistic fuzzy normalized similarity 

measure and 𝛽  signifies scaling parameter. At last, the 

intuitionistic fuzzy constraint based on supervised learning  

𝔗𝑆𝑉(ℱ𝑘) ) selects the potential subset features without 

considering the unlabelled datasets. The relevant subsets exhibit 

the characteristic such that 𝜔𝑖𝑗(ℱ𝑘) must satisfy the criteria the 

similarity score of two must-link records must be nearer to 1 and 

a cannot link records must be nearer to 0.  

3.1.4 Intuitionistic Fuzzy Semi-Supervised Constrain score for 

feature selection 

In Intuitionistic Fuzzy Semi-supervised learning, the constrain 

score is evaluated for both labelled and unlabelled chronic 

disease datasets. With the labeled datasets new must-link 

constraints are defined using the prototypes subsets and using 

unlabelled datasets are used for computing binary target 

similarity matrix �̌�𝑠𝑠𝑣  

�̌�𝑖𝑗
𝑠𝑠𝑣 = {

1 𝑖𝑓 (𝑉𝑖,𝑈𝑗) ∈ 𝑀𝐿𝑆𝑆𝑉

0 𝑒𝑙𝑠𝑒
 

𝑀𝐿𝑆𝑆𝑉 = {(𝑉𝑖,𝑈𝑗)

∈ 𝑍2| ∃ 𝑙 = 1, . . , 𝑟 (𝐵𝑖(𝑧), 𝑁𝐵𝑖(𝑧)) & & (𝐵𝑗(𝑧), 𝑁𝐵𝑗(𝑧)}

∈ 𝑍 𝑙} 

For clustering the unlabelled dataset, in this proposed work 

intuitionistic fuzzy K-NN is used for selecting the nearest 

neighbors which exhibit the same prototypes. And based on it 

the target similarity matrix is constructed.  

4.2 Validation Using Deep Neural Network Classifier  

In this proposed work, the feature subsets selected by the three 

different feature selection algorithms are validated using Deep 

Neural Network (DNN) [20] classifier. Multiple intermediate 

layers compute the large neural network using input and 

transform to output. The selected features are passed as input, 

the intermediate layers perform computation with weight and 

bias values, and these values get changed from layer to layer. 

The observed output is compared with the expected output and 

their error rate is passed to the learning model, back propagation 

is used to adjust the learning rate, weight, and bias values. The 

gradient descent method is used for the assignment of parameter 

values. This iterative process is accomplished on a trial-and-

error basis until it meets the termination criteria or there are no 

other changes in the output.  

 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The evaluation part analysis in detail the performance of the 

proposed Intuitionistic Fuzzy Constrained Feature Selection 

Algorithm (IFCFSA) on the detection of four different chronic 

disease dataset feature selections. In this work, four different 

chronic diseases namely Cancer [21], Diabetes [22], heart 

disease [23] and Stroke datasets [24] are used in this work for 

discovering the feature subset selection collected from Kaggle 

repository. The dataset undergoes five-fold cross validation, 

with the ratio of 80% instances as training dataset and 20% as 

testing dataset. The proposed model is deployed using Python 

software. The dataset with missing values is processed using the 

mean value imputation and the features with varying size is 

normalized using min-max normalization so that the all the 

values are converted to same range.  

Table 1: Description of Chronic Diseases Dataset 

Dataset 
No. of 

instances 

No. of 

features 

No. of 

classes 

 Heart 

Disease 

 

296 13 5 

Stroke 510 12 2 

Breast 

Cancer 
699 9 2 

Diabetes 768 8 2 
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Table 2: Deep Neural Network-based prediction of heart 

disease with Complete dataset and Dimensionality Reduced 

Feature Subsets  

Method 
Accurac

y 

Precisio

n 

Recal

l 

Dimensional

ity 

Selecte

d 

Featur

e 

Subset 

(%) 

Comple

te 
79.24 0.79 0.82 13 

100.0 

ImRMR 
82.63 0.85 0.87 10 

76.9 

CSFS 
89.59 0.88 0.89 8 

61.5 

IFZ-CS 93.52 0.95 0.96 5 
38.5 

 

 
Figure 2 Comparison of feature selection models for heart 

disease prediction 

Table 2 and Figure 2 illustrates the performance comparison of 

deep neural network with three different feature selection 

algorithms along with complete feature for predicting heart 

disease. The results show that the proposed intuitionistic fuzzy 

constrained based feature selection produced highest accuracy 

of 93.52% with the least dimensionality reduction of 5 feature 

subset.    The proposed model focuses on hesitation index as 

important element in determining relevancy of each feature to 

the dependent class variable. The features with less redundancy 

and highly influential to prediction variable is effectively 

determined by their obtained intuitionistic fuzzy Constraint 

score value. Hence the proposed model performs better 

compared to other feature selection methods on heart diseases 

prediction. 

Table 3: Deep Neural Network based prediction of Diabetes 

Disease with Complete dataset and Dimensionality Reduced 

Feature Subsets  

Method Accuracy Precision Recall 

Dim

ensi

on 

Feature 

Subset 

Selected 

(%) 

Complet

e 
80.97 0.8 0.83 8 

100.0 

ImRMR 85.28 0.86 0.87 6 75.0 

CSFS 88.69 0.89 0.9 5 62.5 

IFZ-CS 94.16 0.96 0.97 3 37.5 

 

 
Figure 3 Comparison of feature selection models for diabetes 

disease prediction 

The prediction results of the Deep Neural Network deployed on 

three different feature subsets and with the complete dataset, 

selected by three different feature selection methods for 

Diabetes prediction are shown in Table 3 and Figure 3.  The 

complete dataset comprised 8 features, while using IFZ-CS it 

selects only 3 features to predict the diabetes presence. The 

result explores that the proposed model focuses on handling 

uncertainty in discovering the similarity among instances based 

on the prototypes determined by Intuitionistic fuzzy supervised 

and semi-supervised weight computation of pairwise features to 

improve the process of relevancy estimation more precisely. 

Thus, the proposed intuitionistic fuzzy constrained-based 

feature selection produced 94.16% accuracy, and while using a 

complete dataset and ImRMR due to redundancy and irrelevant 

features in chronic diseases dataset prediction they produce 

fewer results.  

Table 4: Deep Neural Network-based prediction of Stroke 

Disease with Complete dataset and Dimensionality Reduced 

Feature Subsets  

Method Accuracy Precision Recall Dimension 

Feature 

Subset 

Selected 

(%) 

Complete 83.51 0.84 0.82 12 100.0 

ImRMR 85.67 0.87 0.89 10 83.3 

CSFS 89.65 0.91 0.9 7 58.3 

IFZ-CS 94.68 0.96 0.97 4 33.3 
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Figure 4:  Comparison of feature selection models for stroke 

disease prediction 

Table 4 and Figure 4 depict the result produced by the DNN 

classification model on three different feature subsets generated 

by ImRMR, CSFS, proposed IFZ-CS, and with a complete 

dataset of Stroke disease predictions. The potential features 

selected using the proposed IFCF achieve the highest rate of 

accuracy precision and recall. It also selects the least dimension 

of feature from the stroke dataset to predict the presence or 

absence of a stroke.  The ability to represent each term in the 

form of degree of belongingness, non-belongingness, and 

hesitancy the problem of understanding the vagueness in 

similarity relationship among the feature sets both in supervised 

and semi-supervised are prominently determined by the 

proposed IFCF model. While other existing algorithms suffer 

from uncertainty conditions due to the redundant and irrelevant 

feature selection in chronic disease prediction.  

 

Table 5: Deep Neural Network-based prediction of Cancer 

Disease with Complete dataset and Dimensionality Reduced 

Feature Subsets  

Method Accuracy Precision Recall 
Dimensi

on 

Feature 

Subset 

Selecte

d (%) 

Complete 78.56 0.79 0.8 9 100.0 

ImRMR 84.97 0.82 0.86 7 77.8 

CSFS 86.95 0.87 0.89 6 66.7 

IFZ-CS 93.82 0.95 0.96 5 41.7 

 

 
Figure 5 Comparison of feature selection models for cancer 

disease prediction 

Table 5 and Figure 5 illustrate the performance of the proposed 

IFZ-CS achieves the highest rate of results in the prediction of 

cancer at its early stage, with the least subset of features. The 

deep neural network is used for the prediction of cancer and it 

used three different subsets of features generated by ImRMR, 

CSFS, and proposed IFZ-CS. This work also used the complete 

dataset to explore the consequences of predicting the process 

due to maximal redundancy and highly correlated independent 

variables resulting in the least accuracy rate. The supervised and 

semi-supervised intuitionistic fuzzy constraint-based similarity 

score enriches the process of selecting potential feature subsets 

and the deep neural network validates its selected features with 

the accuracy of 93.82% and it used the least feature subset of 

41.7% to predict the cancer disease effectively.  

 

6. CONCLUSION 

The main motivation of this proposed work is to construct a 

robust feature selection model to overcome the primary issue of 

irrelevant, inconsistent, vague, and ambiguous feature reduction 

to improve the detection rate of chronic diseases. Hence, in this 

work, the intuitionistic fuzzy concept is fused with constraint 

score-based feature subset selection which works for both 

labeled and unlabelled datasets. The Intuitionistic fuzzy 

constraint score-based feature selection outperforms the 

existing constraint score similarity by focusing on the hesitation 

index of each attribute in terms of the degree of belongingness, 

non-belongingness, and hesitancy. The supervised and semi-

supervised based IFZ-CS selects the feature subset by 

introducing the intuitionistic fuzzy target weight matrix to 

determine the strength of similarity among the attributes to 

achieve maximum relevancy and minimum redundancy in 

chronic disease detection. The performance evaluation is done 

on four different chronic disease datasets cancer, stroke, 

diabetes and heart disease and the validation of selected feature 

subset is done by the deep neural network classifier. The results 

proved that the complete dataset with its high correlation among 

the independent attributes affects the performance of the deep 

8
3
.5
1

8
5
.6
7 8
9
.6
5 9
4
.6
8

8
4

8
7

9
1

9
6

8
2

8
9 9
0

9
7

70

75

80

85

90

95

100

COMPLE TE IMRMR CS F S I F Z - C S

Accuracy Precision Recall

7
8
.5
6

8
4
.9
7

8
6
.9
5

9
3
.8
2

7
9 8
2 8
7

9
5

8
0 8
6 8
9 9
6

0

20

40

60

80

100

120

COMPLE TE IMRMR CS F S I F Z - C S

Accuracy Precision Recall

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 05 July 2023 Revised: 25 August 2023 Accepted: 15 September 2023 

___________________________________________________________________________________________________________________ 

 

    1578 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

neural network. The existing minimal-redundancy-maximal-

relevance (mRMR) fails to handle the uncertainty conditions 

which commonly occur in chronic disease datasets thus they 

achieved least results compared with IFZ-CS feature selection 

algorithm.  
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