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Abstract 

This analytical report delves into the comprehensive evaluation of both metaheuristic and non-metaheuristic algorithms utilized for clustering 

in wireless networks. Clustering techniques play a pivotal role in enhancing the efficiency and performance of wireless networks by organizing 

nodes into meaningful groups. Metaheuristic algorithms, inspired by natural processes, offer innovative solutions to complex optimization 

problems, while non-metaheuristic algorithms rely on traditional mathematical principles. This report systematically compares and contrasts 

the efficacy of various algorithms, considering key metrics such as convergence speed, scalability, robustness, and adaptability to dynamic 

network conditions. By scrutinizing both categories of algorithms, this report aims to provide a holistic understanding of their respective 

advantages, limitations, and applicability in wireless network clustering scenarios. The insights derived from this analysis can guide network 

engineers, researchers, and practitioners in selecting the most suitable algorithms based on specific network requirements, ultimately 

contributing to the advancement of wireless network clustering techniques. 

 

1. Introduction 

Clustering plays a vital role in Wireless Networks as it 

enables efficient data organization and communication 

among nodes. This analytical report provides an in-depth 

exploration of two main categories of clustering algorithms: 

metaheuristic and non-metaheuristic, and their applications in 

Wireless Networks. The report examines the implementation 

methods, clustering approaches, efficiency, mathematical 

formulations (if any), and complexities of various algorithms, 

including K-Means, DBSCAN, Hierarchical Clustering, 

Particle Swarm Optimization (PSO), Genetic Algorithm 

(GA), and more. Non-metaheuristic algorithms, such as K-

Means and DBSCAN, are simple, efficient, and commonly 

used in Wireless Networks, while metaheuristic algorithms, 

like PSO and GA, offer global optimization capabilities but 

come with higher computational costs. Moreover, soft 

clustering algorithms, like Fuzzy C-Means and Expectation-

Maximization, allow for flexible data membership 

assignments, enhancing uncertainty modelling. The critical 

evaluation highlights trade-offs between efficiency, accuracy, 
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and complexity, emphasizing the importance of selecting 

appropriate algorithms based on network size, data 

characteristics, and energy constraints. Clustering is a 

fundamental task in data mining and machine learning, aimed 

at grouping similar data points together in a dataset. 

Metaheuristic and non-metaheuristic algorithms are two 

broad categories of approaches used for solving clustering 

problems. Let's explore each category and some 

representative algorithms from each: 

i. Non-Metaheuristic Algorithms for Clustering: 

a) K-Means: K-Means is a popular and widely used 

clustering algorithm. It aims to partition data points 

into K clusters, where each data point belongs to the 

cluster with the nearest mean. It iteratively updates 

the cluster centroids until convergence. 

b) Hierarchical Clustering: Hierarchical clustering 

builds a tree-like structure of clusters by merging or 

splitting them based on their similarity. The two 

main types of hierarchical clustering are 

agglomerative (bottom-up) and divisive (top-down). 

c) DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise): DBSCAN is a density-

based clustering algorithm that groups data points 

based on their density. It identifies core points, 

which have a minimum number of points within a 

specified radius, and forms clusters by connecting 

core points that are within each other's radius. 

d) OPTICS (Ordering Points To Identify the 

Clustering Structure): OPTICS is an extension of 

DBSCAN that overcomes some of its limitations. It 

produces an ordering of the data points that 

represents the density-based clustering structure, 

allowing for flexible clustering extraction. 

e) Gaussian Mixture Model (GMM): GMM assumes 

that the data points are generated from a mixture of 

several Gaussian distributions. The algorithm 

estimates the parameters of these distributions to 

identify the underlying clusters. 

 

ii. Metaheuristic Algorithms for Clustering: 

a) Particle Swarm Optimization (PSO): PSO is inspired 

by the social behavior of bird flocking or fish 

schooling. In the context of clustering, data points 

are treated as particles that move through the search 

space to find optimal cluster centers. 

b) Genetic Algorithm (GA): GA is inspired by the 

process of natural selection. It uses operators such as 

selection, crossover, and mutation to evolve a 

population of potential solutions to the clustering 

problem. 

c) Ant Colony Optimization (ACO): ACO mimics the 

foraging behavior of ants. In clustering, it can be 

used to find centroids or to optimize clustering 

parameters. 

d) Simulated Annealing (SA): Simulated annealing is a 

probabilistic metaheuristic algorithm that explores 

the search space by accepting worse solutions 

initially and gradually decreasing the acceptance 

probability. 

e) Harmony Search (HS): HS is inspired by musicians' 

improvisation process. It explores the search space 

by creating new solutions based on the memory of 

previously found good solutions. 

Both metaheuristic and non-metaheuristic algorithms have 

their strengths and weaknesses. Non-metaheuristic 

algorithms like K-Means are simple, efficient, and easy to 

implement but may get stuck in local optima. Metaheuristic 

algorithms, on the other hand, offer the potential to find better 

solutions and explore the search space more extensively, but 

they are often computationally more expensive. The choice 

of algorithm depends on the specific clustering problem, the 

size of the dataset, the desired quality of clustering, and 

available computational resources. Researchers and 

practitioners often experiment with different algorithms to 

find the best fit for their data and requirements. Clustering in 

sensor networks is a critical task as it helps in organizing and 

managing the data collected from numerous sensors 

efficiently. 

Metaheuristic and non-metaheuristic algorithms can both be 

applied to clustering problems in sensor networks. Let's 

examine these algorithms in the context of sensor networks 

based on their method of implementation, clustering 

approach, handling size, advantages, disadvantages, 

applications, and efficiency. 

2. Non-Metaheuristic Algorithms for Clustering in 

Sensor Networks: 

a) K-Means Clustering: 

• Method of Implementation: Iterative optimization 

approach that assigns each sensor to the nearest 

centroid and recalculates centroids until 

convergence. 

• Clustering Approach: Hard clustering, where each 

sensor belongs to exactly one cluster. 

• Handling Size: Suitable for medium to large-sized 

sensor networks but sensitive to the initial choice of 

centroids. 

• Advantages: Simple, easy to implement, 

computationally efficient, and widely used. 
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• Disadvantages: Prone to getting trapped in local 

optima, may not work well with irregularly shaped 

clusters or varying cluster sizes. 

• Applications: Sensor data compression, data 

aggregation, and anomaly detection in sensor 

networks. 

• Efficiency: Efficient for small to medium-sized 

datasets but may struggle with large and high-

dimensional data. 

b) Hierarchical Clustering: 

• Method of Implementation: Builds a tree-like 

structure of clusters through agglomerative (bottom-

up) or divisive (top-down) merging. 

• Clustering Approach: Can be used for both hard and 

soft clustering, providing a hierarchy of clusters. 

• Handling Size: Can handle large sensor networks 

but computational complexity increases with the 

number of sensors. 

• Advantages: Produces a hierarchy of clusters, no 

need to specify the number of clusters beforehand, 

flexible. 

• Disadvantages: Computationally expensive for large 

datasets, difficult to interpret the results. 

• Applications: Identifying nested patterns in sensor 

data, visualizing cluster hierarchies. 

• Efficiency: Can be time-consuming for large sensor 

networks due to its hierarchical nature. 

c) DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise): 

• Method of Implementation: Density-based 

algorithm that groups sensors based on their density 

and connectivity. 

• Clustering Approach: Hard clustering with core 

points, border points, and noise points. 

• Handling Size: Efficient for large sensor networks 

and can handle irregularly shaped clusters. 

• Advantages: Robust to noise and can identify 

clusters of varying shapes and sizes. 

• Disadvantages: Sensitive to the choice of distance 

and density parameters, may struggle with clusters 

of different densities. 

• Applications: Outlier detection, spatial pattern 

recognition in sensor networks. 

• Efficiency: Efficient for large and dense sensor 

networks, but may suffer from higher-dimensional 

data. 

d) Fuzzy C-Means (FCM) Clustering: 

• Method of Implementation: FCM extends K-Means 

to allow soft clustering, where each sensor is 

assigned a membership degree to multiple clusters. 

• Clustering Approach: Soft clustering, where each 

sensor belongs to multiple clusters with varying 

degrees of membership. 

• Handling Size: Suitable for small to medium-sized 

sensor networks, but may face scalability issues with 

large networks. 

• Advantages: Robust to noise, provides flexibility in 

cluster membership assignment, and can handle 

overlapping clusters. 

• Disadvantages: Sensitive to the choice of the 

fuzziness parameter, may converge to local optima. 

• Applications: Fuzzy sensor data clustering, pattern 

recognition in sensor networks. 

• Efficiency: May have higher computational 

overhead compared to K-Means, especially for large 

networks. 

e)  Expectation-Maximization (EM) Clustering: 

• Method of Implementation: EM is a statistical 

algorithm used to estimate parameters of 

probabilistic models, such as Gaussian Mixture 

Models (GMMs). 

• Clustering Approach: EM aims to find the maximum 

likelihood estimates of the parameters in the GMM 

to cluster data. 

• Handling Size: Suitable for small to medium-sized 

sensor networks but may become computationally 

expensive for large networks. 

• Advantages: Probabilistic clustering, can handle 

data points with uncertain memberships. 

• Disadvantages: Sensitive to the choice of the initial 

model parameters, may converge to local optima. 

• Applications: Clustering sensor data with 

underlying probabilistic distributions. 

• Efficiency: EM can be computationally expensive, 

especially when the number of clusters or model 

complexity increases. 
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f)  Affinity Propagation (AP): 

• Method of Implementation: AP is a message-passing 

algorithm that determines the number of clusters and 

cluster centroids simultaneously. 

• Clustering Approach: Hard clustering with 

exemplars, where sensors serve as exemplars for 

their respective clusters. 

• Handling Size: Can handle small to medium-sized 

sensor networks but may face scalability issues with 

large networks. 

• Advantages: Does not require the number of clusters 

to be specified beforehand, can handle uneven 

cluster sizes. 

• Disadvantages: Sensitive to the choice of similarity 

measures and damping factor, may converge to 

suboptimal solutions. 

• Applications: Clustering sensors with diverse data 

characteristics and varying connectivity. 

• Efficiency: AP may have higher computational 

complexity for large sensor networks, especially 

during the message-passing phase. 

g) LEACH (Low-Energy Adaptive Clustering 

Hierarchy): LEACH is one of the pioneering 

protocols for energy-efficient clustering in wireless 

sensor networks. It aims to extend the network 

lifetime by rotating cluster heads among the sensors. 

• Method of Implementation: LEACH uses a 

randomized approach to elect cluster heads for each 

round. The sensors with low-energy nodes have 

higher chances of being selected as cluster heads. 

• Clustering Approach: LEACH employs a 

decentralized, self-organizing, and adaptive 

clustering approach where sensors form clusters 

with a rotating cluster head. 

• Handling Size: LEACH is suitable for medium to 

large-sized sensor networks. 

• Advantages: Energy-efficient, easy to implement, 

adaptive to changes in network conditions. 

• Disadvantages: Cluster head selection randomness 

can lead to uneven energy consumption, may suffer 

from early node failures. 

• Applications: LEACH is commonly used in 

environmental monitoring, agriculture, and 

surveillance applications. 

h) SEP (Stable Election Protocol): SEP is an improved 

version of LEACH that addresses the issue of early 

node death in the original LEACH protocol. It aims 

to provide better stability and prolong the network 

lifetime. 

• Method of Implementation: SEP uses a combination 

of deterministic and probabilistic approaches for 

cluster head selection. Nodes with higher energy 

levels and better connectivity have higher 

probabilities of becoming cluster heads. 

• Clustering Approach: SEP follows a hierarchical 

and distributed clustering approach, allowing for 

better energy balance. 

• Handling Size: SEP is suitable for medium to large-

sized sensor networks. 

• Advantages: Enhanced stability, more balanced 

energy consumption, increased network lifetime. 

• Disadvantages: Increased complexity compared to 

LEACH, but still relatively easy to implement. 

• Applications: SEP is commonly used in applications 

that require better stability and resilience to node 

failures. 

i) DEEC (Distributed Energy-Efficient Clustering): 

DEEC is another energy-efficient clustering 

protocol that aims to prolong network lifetime by 

dynamically adapting the cluster head selection 

process based on remaining energy levels. 

• Method of Implementation: DEEC employs a 

stochastic process to select cluster heads, 

considering the remaining energy of the nodes. 

• Clustering Approach: DEEC uses a distributed 

approach for clustering, allowing sensors to self-

organize into clusters. 

• Handling Size: DEEC is suitable for medium to 

large-sized sensor networks. 

• Advantages: Energy-efficient, adaptive to node 

energy levels, better energy balance. 

• Disadvantages: Complexity increases with larger 

networks, may suffer from cluster head failures. 

• Applications: DEEC is commonly used in 

applications that require balanced energy 

consumption and network longevity. 

j) TEEN (Threshold-sensitive Energy Efficient Sensor 

Network Protocol): TEEN is a data-centric 

clustering protocol that aims to reduce 
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communication overhead by transmitting data only 

when certain thresholds are crossed. 

• Method of Implementation: TEEN utilizes data-

centric communication and event-driven data 

transmission. 

• Clustering Approach: TEEN employs a hierarchical 

approach with data fusion capabilities. 

• Handling Size: TEEN is suitable for medium to 

large-sized sensor networks. 

• Advantages: Reduced communication overhead, 

energy-efficient data transmission. 

• Disadvantages: May suffer from delays in 

transmitting critical data due to threshold-based 

approach. 

• Applications: TEEN is commonly used in 

applications that require event-driven data reporting 

and efficient data fusion. 

k) APTEEN (Adaptive Periodic Threshold-sensitive 

Energy Efficient Sensor Network Protocol): 

APTEEN is an extension of TEEN that addresses the 

limitation of fixed thresholds in TEEN by adapting 

them dynamically. 

• Method of Implementation: APTEEN uses adaptive 

thresholds that change based on network conditions. 

• Clustering Approach: Similar to TEEN, APTEEN 

follows a hierarchical clustering approach with data-

centric communication. 

• Handling Size: APTEEN is suitable for medium to 

large-sized sensor networks. 

• Advantages: Improved adaptability to dynamic 

conditions, reduced data transmission delays. 

• Disadvantages: Complexity increases compared to 

TEEN. 

• Applications: APTEEN is commonly used in 

applications where adaptive data reporting is 

critical. 

l) ZSEP (Zone-based Stable Election Protocol): ZSEP 

is a clustering protocol that divides the sensor 

network into zones and employs both energy level 

and distance-based metrics for cluster head 

selection. 

• Method of Implementation: ZSEP uses a 

combination of energy and distance as selection 

metrics for cluster heads. 

• Clustering Approach: ZSEP follows a zone-based 

clustering approach to organize the network. 

• Handling Size: ZSEP is suitable for medium to 

large-sized sensor networks. 

• Advantages: Improved energy balance, better 

network stability. 

• Disadvantages: Requires additional localization 

information for distance-based calculations. 

• Applications: ZSEP is commonly used in 

applications that require balanced energy 

consumption and network stability. 

m) PEGASIS (Power-Efficient Gathering in Sensor 

Information Systems): PEGASIS is a chain-based 

clustering protocol that aims to reduce energy 

consumption during data aggregation. 

• Method of Implementation: PEGASIS forms a chain 

of sensors to transmit data to a base station in a 

daisy-chained manner. 

• Clustering Approach: PEGASIS follows a chain-

based approach for data aggregation and 

transmission. 

• Handling Size: PEGASIS is suitable for medium to 

large-sized sensor networks. 

• Advantages: Improved energy efficiency during 

data aggregation, reduced communication overhead. 

• Disadvantages: May suffer from single points of 

failure along the chain. 

• Applications: PEGASIS is commonly used in 

applications that require efficient data aggregation 

and communication to a base station. 

n) MODLEACH (Modified Low-Energy Adaptive 

Clustering Hierarchy): MODLEACH is an enhanced 

version of LEACH that addresses some of its 

limitations by introducing a more stable and energy-

efficient clustering protocol. 

• Method of Implementation: MODLEACH improves 

on LEACH by using fixed and dynamic probabilities 

for cluster head selection. 

• Clustering Approach: MODLEACH follows a 

hierarchical and distributed clustering approach with 

improved energy balancing. 

• Handling Size: MODLEACH is suitable for medium 

to large-sized sensor networks. 
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• Advantages: Better energy efficiency, improved 

network stability. 

• Disadvantages: Increased complexity compared to 

the original LEACH. 

• Applications: MODLEACH is commonly used in 

applications that require improved energy efficiency 

and network stability. 

3. Metaheuristic Algorithms for Clustering in 

Sensor Networks: 

o) Particle Swarm Optimization (PSO): 

• Method of Implementation: Swarm-based 

optimization inspired by the social behavior of birds. 

• Clustering Approach: PSO aims to find optimal 

cluster centroids by iteratively updating particle 

positions. 

• Handling Size: Can handle large sensor networks, 

but the convergence speed depends on the swarm 

size. 

• Advantages: Global optimization capability, 

suitable for large-scale problems, can handle 

irregularly shaped clusters. 

• Disadvantages: Sensitivity to parameter settings, 

may get stuck in local optima. 

• Applications: Sensor placement optimization, 

energy-efficient clustering in wireless sensor 

networks. 

• Efficiency: Can be efficient for large sensor 

networks, especially when parallelized. 

p) Genetic Algorithm (GA): 

• Method of Implementation: Evolutionary approach 

based on natural selection and genetic operators. 

• Clustering Approach: GA evolves a population of 

potential cluster configurations and selects the best 

ones. 

• Handling Size: Suitable for medium to large-sized 

sensor networks but may face scalability issues. 

• Advantages: Global optimization capability, flexible 

and adaptable to different clustering objectives. 

• Disadvantages: Computationally expensive, 

requires tuning of genetic operators and parameters. 

• Applications: Sensor network coverage 

optimization, fault-tolerant clustering. 

• Efficiency: May suffer from efficiency issues in 

large sensor networks due to its population-based 

nature. 

q) Ant Colony Optimization (ACO): 

• Method of Implementation: Inspired by the foraging 

behavior of ants to find optimal paths. 

• Clustering Approach: ACO can be used to optimize 

cluster centroids or clustering parameters. 

• Handling Size: Suitable for medium-sized sensor 

networks, but large-scale applications may face 

scalability challenges. 

• Advantages: Robust to local optima, adaptive, and 

decentralized nature. 

• Disadvantages: May require fine-tuning of 

parameters, efficiency decreases with larger 

networks. 

• Applications: Sensor placement optimization, data 

routing in wireless sensor networks. 

• Efficiency: Generally suitable for moderate-sized 

sensor networks but may be less efficient for large 

networks. 

r) Simulated Annealing (SA): 

• Method of Implementation: Probabilistic 

optimization inspired by the annealing process in 

metallurgy. 

• Clustering Approach: SA explores the search space 

by accepting worse solutions initially and gradually 

reducing the acceptance probability. 

• Handling Size: Can handle moderate-sized sensor 

networks but may struggle with very large networks. 

• Advantages: Escape local optima, flexible in 

accepting worse solutions initially, can handle 

various clustering objectives. 

• Disadvantages: Slower convergence rate, requires 

careful tuning of cooling schedule and parameters. 

• Applications: Data clustering in dynamic sensor 

networks, multi-objective clustering. 

• Efficiency: May be less efficient for large-scale 

sensor networks due to its iterative nature. 

s) Harmony Search (HS): 

• Method of Implementation: Music-inspired 

algorithm to find optimal solutions through 

improvisation. 
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• Clustering Approach: HS explores the search space 

to find optimal cluster configurations. 

• Handling Size: Generally suitable for moderate-

sized sensor networks. 

• Advantages: Escape local optima, simplicity, and 

ease of implementation. 

• Disadvantages: May converge slowly, sensitivity to 

parameter settings. 

• Applications: Sensor placement optimization, load 

balancing in sensor networks. 

• Efficiency: Can be efficient for moderate-sized 

sensor networks, but larger networks may pose 

challenges. 

t) Firefly Algorithm (FA): 

• Method of Implementation: FA is inspired by the 

flashing patterns of fireflies and uses their attraction 

to find optimal solutions. 

• Clustering Approach: FA aims to optimize cluster 

centroids by simulating the flashing behavior of 

fireflies. 

• Handling Size: Can handle small to medium-sized 

sensor networks but may face efficiency issues with 

large networks. 

• Advantages: Global optimization capability, 

adaptive and robust, and can handle complex 

objective functions. 

• Disadvantages: Convergence speed may vary with 

different problems, requires fine-tuning of 

parameters. 

• Applications: Clustering sensors in dynamic and 

changing environments, coverage optimization. 

• Efficiency: Efficiency depends on problem 

complexity and parameter settings but can be 

competitive for moderate-sized sensor networks. 

u) Artificial Bee Colony (ABC) Algorithm: 

• Method of Implementation: ABC is inspired by the 

foraging behaviour of honeybee colonies, where 

bees communicate to find food sources. 

• Clustering Approach: ABC uses the search 

behaviour of bees to optimize cluster centroids. 

• Handling Size: Suitable for small to medium-sized 

sensor networks, but may face scalability challenges 

for larger networks. 

• Advantages: Robust and adaptive, can handle multi-

modal and non-linear optimization problems. 

• Disadvantages: Convergence speed may vary with 

different problems, parameter tuning required. 

• Applications: Clustering sensors in dynamic 

environments, optimizing sensor coverage and 

connectivity. 

• Efficiency: ABC can be computationally efficient 

for moderate-sized sensor networks but may become 

less efficient for larger networks. 

v) Bat Algorithm (BA): 

• Method of Implementation: BA is inspired by the 

echolocation behavior of bats, where they emit 

sounds and use feedback to find prey. 

• Clustering Approach: BA uses bats' echolocation 

and movement strategies to optimize cluster 

centroids. 

• Handling Size: Suitable for small to medium-sized 

sensor networks but may become computationally 

expensive for larger networks. 

• Advantages: Adaptive, flexible, and can handle 

continuous and discrete optimization problems. 

• Disadvantages: Convergence speed may vary with 

different problems, requires parameter tuning. 

• Applications: Clustering sensors in dynamic 

environments, optimizing sensor placement for 

coverage. 

• Efficiency: BA can be efficient for small to medium-

sized sensor networks, but its efficiency may 

decrease for larger networks. 

Below is a summary chart of the key points for the mentioned 

clustering methods in wireless sensor networks: 
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Clustering 

Method Implementation Method 

Clustering 

Approach Efficiency Complexity 

LEACH 

Randomized cluster head 

selection 

Decentralized and 

adaptive 

Energy-efficient, easy to 

implement 

Suitable for medium to 

large-sized networks 

SEP 

Combination of deterministic and 

probabilistic approaches 

Hierarchical and 

distributed 

Enhanced stability, increased 

network lifetime 

Suitable for medium to 

large-sized networks 

DEEC Stochastic cluster head selection Distributed 

Energy-efficient, better energy 

balance 

Suitable for medium to 

large-sized networks 

TEEN 

Data-centric communication, 

event-driven data transmission 

Hierarchical and 

data fusion 

Reduced communication 

overhead 

Suitable for medium to 

large-sized networks 

APTEEN Adaptive thresholds 

Hierarchical and 

data-centric 

Improved adaptability, 

reduced data transmission 

delays 

Suitable for medium to 

large-sized networks 

ZSEP 

Combination of energy and 

distance-based metrics 

Zone-based 

clustering 

Improved energy balance, 

better network stability 

Suitable for medium to 

large-sized networks 

PEGASIS Chain-based data aggregation Chain-based 

Improved energy efficiency 

during data aggregation 

Suitable for medium to 

large-sized networks 

MODLEACH Fixed and dynamic probabilities 

Hierarchical and 

distributed 

Better energy efficiency, 

improved network stability 

Suitable for medium to 

large-sized networks 

 

Clustering Method 

Implementation 

Method 

Clustering 

Approach Efficiency Mathematical Formula (if any) Complexity 

Fuzzy C-Means 

(FCM) Clustering 

Iterative 

optimization Soft clustering 

Moderate to high, may 

require fine-tuning 

Objective function involving 

distances between data points and 

centroids 

Medium to high, 

depending on data size 

Expectation-

Maximization (EM) 

Probabilistic 

estimation Soft clustering 

Moderate to high, iterative 

convergence 

Maximizing log-likelihood or 

expectation of data under the model 

Medium to high, 

depending on data size 

Affinity Propagation 

(AP) Message-passing 

Hard 

clustering 

Moderate to high, iterative 

convergence 

Similarity propagation and 

responsibility-update message 

passing 

Medium to high, 

depending on data size 

Firefly Algorithm 

(FA) Swarm intelligence Soft clustering 

Low to moderate, global 

optimization 

Intensity of firefly flashing and 

attractiveness between fireflies 

Low to moderate, 

depending on swarm 

size 

Artificial Bee Colony 

(ABC) Swarm intelligence 

Hard 

clustering 

Low to moderate, global 

optimization 

Fitness function based on the quality 

of food sources 

Low to moderate, 

depending on swarm 

size 

Bat Algorithm (BA) Swarm intelligence Soft clustering 

Low to moderate, global 

optimization 

Bat position update using 

echolocation and movement 

strategies 

Low to moderate, 

depending on swarm 

size 

Simulated Annealing 

(SA) 

Probabilistic 

optimization 

Soft or hard 

clustering 

Moderate, global 

optimization 

Energy function and acceptance 

probability during temperature 

reduction 

Moderate, depending on 

temperature schedule 

Ant Colony 

Optimization (ACO) 

Stochastic 

optimization 

Hard 

clustering 

Moderate, global 

optimization 

Pheromone trails and heuristic 

information used for path selection 

Moderate, depending on 

number of iterations 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 26 August 2023 Revised: 20 October 2023 Accepted: 02 November 2023 

___________________________________________________________________________________________________________________ 

 
2116 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

Clustering Method 

Implementation 

Method 

Clustering 

Approach Efficiency Mathematical Formula (if any) Complexity 

Genetic Algorithm 

(GA) 

Evolutionary 

optimization 

Soft or hard 

clustering 

Moderate, global 

optimization 

Encoding, selection, crossover, 

mutation operators for chromosomes 

Moderate, depending on 

population size 

Particle Swarm 

Optimization (PSO) Swarm intelligence Soft clustering 

Moderate, global 

optimization 

Particle velocity update based on 

personal and neighbourhood best 

positions 

Moderate, depending on 

swarm size 

DBSCAN (Density-

Based Spatial Density-based 

Hard 

clustering 

High, suitable for spatial 

data 

Reachability distance and density 

reachability for core point 

identification 

Medium to high, 

depending on data size 

Hierarchical 

Clustering 

Agglomerative or 

divisive 

Hard or soft 

clustering 

Moderate to high, 

hierarchical 

decomposition 

Distance matrix computation and 

linkage criteria for merging clusters 

Moderate to high, 

depending on data size 

K-Means Clustering 

Iterative 

optimization 

Hard 

clustering 

Moderate to high, may get 

stuck in local optima 

Objective function involving 

distances between data points and 

centroids 

Medium to high, 

depending on data size 

 

4. Conclusion 

In conclusion, the discussed clustering algorithms can be 

categorized into two main groups: non-metaheuristic and 

metaheuristic algorithms. Each group offers unique 

approaches to clustering in wireless sensor networks, and the 

choice of the algorithm depends on the specific requirements 

of the application and characteristics of the dataset. Non-

metaheuristic algorithms like K-Means, Hierarchical 

Clustering, and DBSCAN are widely used and relatively easy 

to implement. They provide efficient and deterministic 

clustering solutions, making them suitable for scenarios 

where simplicity and speed are important. However, they may 

struggle with complex data structures, varying cluster sizes, 

and noisy data. Additionally, non-metaheuristic algorithms 

may be sensitive to the initial parameters, leading to 

suboptimal solutions or local optima. On the other hand, 

metaheuristic algorithms such as PSO, GA, ACO, SA, FA, 

ABC, and BA offer the advantage of global optimization 

capabilities. They can handle complex and non-linear 

objective functions, making them suitable for applications 

with irregularly shaped clusters and varying cluster sizes. 

Metaheuristic algorithms explore the search space more 

extensively, allowing them to potentially find better solutions 

than non-metaheuristic approaches. However, they generally 

come at a higher computational cost, especially for large-

scale sensor networks. 

Fuzzy C-Means (FCM) and Expectation-Maximization (EM) 

are soft clustering algorithms that assign data points to 

multiple clusters with varying degrees of membership. They 

are suitable for situations where data points may belong to 

more than one cluster, providing more flexibility in modelling 

uncertainty in the data. However, they require careful 

parameter tuning and may suffer from higher computational 

complexity. Affinity Propagation (AP) is a message-passing 

algorithm that can automatically determine the number of 

clusters and cluster exemplars. It offers the advantage of 

adaptability and stability but may have higher computational 

demands. 

In critical evaluation, it is essential to consider the trade-offs 

between efficiency, accuracy, complexity, and scalability 

when choosing a clustering algorithm for sensor networks. 

Non-metaheuristic algorithms like K-Means and DBSCAN 

are efficient and straightforward but may lack adaptability. 

Metaheuristic algorithms provide better optimization 

capabilities but may require more computational resources. 

Deciding on the most appropriate algorithm depends on 

factors like the network size, data characteristics, energy 

constraints, and the specific clustering objective. 

Furthermore, researchers and practitioners should explore 

hybrid approaches or algorithm modifications tailored to their 

specific needs. Additionally, the clustering algorithms 

discussed here represent only a fraction of the vast range of 

clustering techniques available, and ongoing research and 

advancements in the field may lead to new and improved 

algorithms in the future. As the field of clustering in sensor 

networks continues to evolve, it is essential to stay updated 

with the latest developments and adapt the chosen algorithm 

to the specific requirements of each application. 
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