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Abstract. In CRYPTO’02, Liskov et al. introduced the concept of a tweakable block
cipher, a novel symmetric key primitive with promising applications. They put forth
two constructions for designing such tweakable block ciphers from conventional block
ciphers: LRW1 and LRW2. While subsequent efforts extended LRW2 to achieve security
beyond the birthday bound (e.g., cascaded LRW2 in CRYPTO’12 by Landecker
et al.), the extension of LRW1 remained unexplored until Bao et al.’s work in
EUROCRYPT’20 that considered cascaded LRW1, a one-round extension of LRW1
- entailing masking the LRW1 output with the given tweak and re-encrypting it
with the same block cipher. They showed that CLRW1 offers security up to 22n/3

queries. However, this result was challenged by Khairallah’s recent birthday bound
distinguishing attack on cascaded LRW1, effectively refuting the security claim of
Bao et al. Consequently, a pertinent research question emerges: How many rounds of
cascaded LRW1 are required to obtain security beyond the birthday bound? This paper
addresses this question by establishing that cascading LRW1 for four rounds suffices
to ensure security beyond the birthday bound. Specifically, we demonstrate that 4
rounds of CLRW1 guarantees security for up to 23n/4 queries. Our security analysis is
based from recent advancements in the mirror theory technique for tweakable random
permutations, operating within the framework of the Expectation Method.
Keywords: Tweakable Block Cipher · Cascaded LRW1 · Beyond Birthday Bound
Security · Mirror Theory · Expectation Method

1 Introduction
A block cipher is a family of permutations that is indexed via a secret key. Over time,
block ciphers have gained widespread acceptance as a fundamental cryptographic object.
However, their applicability is somewhat constrained due to the specific utilization of
block ciphers within various modes of operation. Consequently, the adaptability of the
cipher itself is limited. To address this limitation, a significant number of applications that
involve block ciphers are either implicitly or explicitly designed from a tweakable block
cipher. The tweakable block cipher, as an additional fundamental cryptographic building
block, serves to introduce variability within the cipher’s structure. It is defined as a family
of permutations Ẽ : K × T × {0, 1}n → {0, 1}n, indexed by secret key k ∈ K and public
tweak t ∈ T . The concept of tweakable block ciphers was formally introduced by Liskov,
Rivest, and Wagner [LRW02]. Tweakable block ciphers have found diverse applications,
notably in designing of authenticated encryption schemes like OCB [RBB03], AEZ [HKR15],
Deoxys [JNPS21]. They have also been instrumental in crafting disk encryption systems such
as XTS [Mar10], as well as multiple message authentication codes including ZMAC [IMPS17],
tweakable block cipher based PMAC_Plus [Yas11], etc. More recently, the emergence of
authenticated encryption schemes in the CAESAR competition [CAE14] and the NIST
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lightweight cryptography competition [NIS18] has significantly propelled the usage of
tweakable block ciphers in the design of various cryptographic algorithms.
Tweakable block ciphers are constructed through two different ways: the modular approach
and the dedicated approach. In the modular approach, tweakable block ciphers are built
from classical block ciphers via various modular constructions. The security of the
resulting tweakable block cipher is established from the security of the underlying block
ciphers [LRW02,Men15, JLM+17,LL18,WGZ+16]. Conversely, the dedicated approach
involves the direct design of tweakable block ciphers using heuristic algorithms. The security
assurances for these tweakable block ciphers stem from thorough cryptanalysis [JNP14,
JNPS21,BJK+16,CDJ+21].

1.1 Designing Tweakable Block Ciphers Using Modular Approach
Tweakable block ciphers can be designed from classical block ciphers in a black-box fashion.
Nonetheless, this modular design approach can be further divided into two distinctive
categories: (a) In the first approach, tweakable block ciphers are designed from classical
block ciphers by assuming that the underlying block ciphers are pseudorandom permutations.
This design strategy was introduced by Liskov et al. [LRW02]. (b) The second approach,
as proposed by Mennink [Men15], involves designing tweakable block ciphers from classical
block ciphers while assuming that the underlying block ciphers function as ideal ciphers.
These two design methodologies not only differ in their security assumptions but also
in their design principles. For instance, pseudorandom permutation-based constructions
do not employ the tweak-dependent rekeying technique. This reduces the computational
overhead of the cipher but introduces a hybrid security loss in their security bounds.
Conversely, such a trade-off is absent in ideal cipher-based constructions. This particular
phenomenon is utilized by numerous designs to attain good security bounds and efficiency
simultaneously. In fact, tweakable block cipher constructions based on ideal ciphers achieve
security beyond n-bits using only 1 or 2 block cipher calls [JLM+17,LL18,WGZ+16].
In this work, our objective is to study tweakable block cipher constructions based on the
pseudorandomness assumption of the underlying block cipher. In this regard, we delve
into the original constructions proposed by Liskov et al. [LRW02], subsequently renamed
to LRW1 and LRW2 by Landecker et al. [LST12]. The first proposed construction, LRW1
transforms a block cipher into a tweakable block cipher by masking the encryption output
of the input message with the given tweak which is again re-encrypted to produce the
ciphertext, i.e., for a given block cipher E with key space {0, 1}n and message space {0, 1}n,
LRW1 construction is defined as follows:

LRW1[E]K(T, M) ∆= EK(EK(M)⊕ T ),

where T ∈ {0, 1}n is the tweak and M ∈ {0, 1}n is the input message. It has been proved
that LRW1 achieves a tight CPA security upto 2n/2 queries [LRW02]. Moreover, it requires
two block cipher calls to process an n-bit message and n-bit tweak. To achieve CCA
security, Liskov et al. [LRW02] have proposed the second construction based on block
cipher E and an almost-xor universal keyed hash function H, called LRW2. It transforms
a block cipher into a tweakable block cipher by masking the input and output of the
given block cipher with hash of the given tweak, i.e., for a given block cipher E with key
space {0, 1}n and message space {0, 1}n, and for a given almost-xor-universal keyed hash
function H, LRW2 construction is defined as follows:

LRW2K,K′ [E, H](T, M) ∆= EK(M ⊕HK′(T ))⊕HK′(T ).

The authors of [LRW02] have proved that LRW2 achieves a tight CCA security up to 2n/2

queries. However, in contrast to LRW1, LRW2 demands only a single invocation of the
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Table 1: Comparison Table for LRW2 based Tweakable Block Ciphers. # BC refers to
the number of block cipher invocations. # Hash refers to the number of hash function
evaluations. Tweak length for LRW2 based constructions are arbitrary. Security bounds
are expressed in terms of number of bits. † denotes the corresponding bound is tight.

Constructions # BC # keys # Hash CPA Sec. CCA Sec.
LRW2 1 2 1 n/2 [LRW02] † n/2 [LRW02]

CLRW2 2 2 2 3n/4 [JN20] † 3n/4 [JN20]
CLRW2r (r: odd) r r r (r−1)n

r+1 [LS13] (r−1)n
r+1 [LS13]

CLRW2r (r: even) r r r rn
r+2 [LS13] rn

r+2 [LS13]

block cipher and an evaluation of a hash function to process an n-bit message along with
a tweak of variable length. LRW2 has later been extended by Landecker et al. to provide
beyond birthday bound security. In particular, Landecker et al. [LST12] have shown
two-round cascading of LRW2, called CLRW2, achieves 2n/3-bit CCA security, which was
later improved to a tight 3n/4-bit security bound [Men18,JN20]. In [LS13], Lampe and
Seurin have shown that r-round cascading of LRW2 achieves CCA security upto 2rn/r+2

adversarial queries. Although a number of works have been conducted on the security
analysis of cascading the LRW2 construction, no extension of the LRW1 construction had
been made until the work of Bao et al. [BGGS20]. We present the existing and updated
security bounds of various LRW2 based tweakable block cipher constructions in Table 1.
In the next subsection, we discuss all the recent results on the security of Cascading LRW1.

1.2 Recent Developments on the Security of Cascading LRW1
In Eurocrypt’20, Bao et al. [BGGS20] considered the 3-round cascading of the LRW1
construction CLRW13 (also known as TNT as an abbreviation of “The Tweak-aNd-Tweak”)
and showed that the construction achieves security beyond the birthday bound. CLRW13

is the extension of the basic LRW1 construction by masking its output with the given
tweak and then it is re-encrypted with an independent keyed block cipher to produce the
ciphertext, i.e., for a given block cipher family E : {0, 1}κ × {0, 1}n → {0, 1}n, indexed
by κ-bit secret key, the construction CLRW13 gives a family of tweakable block cipher
CLRW13[E](T, M) : {0, 1}3κ × {0, 1}n × {0, 1}n → {0, 1}n, indexed by a 3κ-bit secret key
and an n-bit public tweak as follows:

CLRW13
K1,K2,K3

[E](T, M) ∆= EK3(T ⊕ EK2(T ⊕ EK1(M))︸ ︷︷ ︸
LRW1K1,K2

).

The authors have proved that CLRW13 achieves security up to 22n/3 chosen-plaintext and
chosen-ciphertext queries. Later in [GGLS20], Guo et al. have shown that the CLRW13

construction based on three independent random permutation achieves a tight 3n/4-bit
security bound against all possible information theoretic CPA adversaries.

In [ZQG22], Zhang et al. have studied the security analysis of the r-round cascading of
the basic LRW1 construction, called CLRW1r, which is defined as follows:

CLRW1r
K1,K2,...,Kr

[E](T, M) ∆= EKr
(T ⊕ EKr−1(T ⊕ · · · (T ⊕ EK2(T ⊕ EK1(M)))︸ ︷︷ ︸

CLRW1r−1
K1,K2,...,Kr−1

).

The authors have incorporated the coupling technique to show that CLRW1r achieves
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CCA security up to 2(r−2)n/r queries, with r ≥ 2. Furthermore, when r is odd, the
construction attains enhanced security for up to 2(r−1)n/(r+1) queries.
In a recent work, Khairallah [Kha23] successfully presented a birthday bound CCA
distinguishing attack on the CLRW13 construction. As a result, the previously asserted
security claim of Bao et al. [BGGS20] has been rendered invalid. As things currently stand,
CLRW13 achieves a tight CCA security up to 2n/2 queries, owing to the result by Zhang
et al. [ZQG22]. In a very recent work, Jha et al. [JNS23] have presented an alternative
tight birthday bound security proof for the construction using the standard H-Coefficient
technique. This method effectively eliminates the unnecessary constant factors that arise
due to the general coupling-based security analysis on CLRW1r.
This recent advancement in the security of cascaded LRW1 constructions paves the way
to explore the optimal number of rounds required to achieve CCA security beyond the
birthday bound. It’s worth mentioning that, leveraging the insights of Zhang et al. [ZQG22],
it’s already established that a 5-round cascaded LRW1 achieves a beyond birthday bound
security against chosen-ciphertext adversaries; this is accomplished with the round number
r set to 5, which results in CCA security for up to 22n/3 queries. Conversely, for r = 4, as
indicated by Zhang et al.’s established bound, a 4-round cascaded LRW1 provides CCA
security up to 2n/2 queries. It’s important to note, however, that this security bound
established by Zhang et al. is not tight, as no matching attack against this construction
has been reported. This brings us to an intriguing and unresolved question: Can a birthday
bound CCA attack be found against the 4-round cascaded LRW1 construction, or does
it indeed achieve security beyond the birthday bound? Answering this question would
potentially solve the following related open problem:

How many rounds are required for CLRW1 to achieve BBB security against all
adaptive CCA adversaries?

1.3 Our Contribution
In this paper, we answer the above question affirmatively and show that 4 rounds for
cascading LRW1 are sufficient to cross the birthday bound barrier. We define the 4-round
cascading LRW1 construction, dubbed as CLRW14, as follows:

CLRW14
K1,K2,K3,K4

[E](T, M) ∆= EK4(T ⊕ EK3(T ⊕ EK2(T ⊕ EK1(M)))︸ ︷︷ ︸
CLRW13

K1,K2,K3
[E]

).

Note that, an equivalent way of visualizing the CLRW14 construction is the encryption of
the masked CLRW13 construction, where the tweak is used as the mask. The construction
is depicted below.

M EK1 + EK2 + EK3 + EK4 C

T T T

X Y U V W Z

In this paper, we have shown that the construction CLRW14 provides security up to
23n/4 queries. In particular, we have the following security result, the proof of which is
deferred until Sect. 3.
Theorem 1. Let E : {0, 1}κ ×{0, 1}n → {0, 1}n be a block cipher. Then, for any (q, t) ad-
versary A1 against the strong tweakable pseudorandom permutation security of CLRW14[E]

1A (q, t) adversary A is one that makes a total of q queries to the oracle with running time of at most t
steps.
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with q ≤ 22n/3, there exists a (q, t′) adversary A′ against the strong pseudorandom permu-
tation security of E, where t′ = t, such that

Advtsprp
CLRW14[E](A) ≤ 4Advsprp

E (A′) + 6q2

22n
+ 4q4/3

2n
+ 33q4

23n
.

To the best of our knowledge, this is the first work that confirms that 4 rounds are
sufficient for cascaded LRW1 to obtain security beyond the birthday bound against CCA
adversaries. We tabulate all the existing and updated security results on LRW1 based
constructions in Table 2.
Remarks: Concurrent to this work, Jha et al. [JKNS23] have independently studied the
security bound of 4-round cascaded LRW1 and have also shown that it achieves 3n/4-bit
CCA security bound.

1.4 Proof Approach
The security analysis of our construction is rooted in the recent advancements of the
mirror theory technique for tweakable random permutation framework, coupled with
the Expectation Method [HT16] framework. In the distinguishing game, we reveal the
intermediate variables (Xi, Yi, Ui, Vi, Wi, Zi), for i ∈ [q], to the adversary after it makes q
queries to the oracle and received the corresponding responses. In particular, in the real
world, the oracle reveals the actual intermediate variables, while in the ideal world, these
intermediate variables are sampled in a manner that maintains permutation compatibility.
After revealing all the intermediate variables, the adversary obtains a complete query-
response transcript. Based on the sampling of the intermediate random variables, we
obtain a number of unfavorable conditions, defined as bad events (refer to Sect. 3.1).
A transcript satisfying any one of these bad events is referred as a bad transcript. We
have shown that the probability of obtaining a bad transcript in the ideal world is upper
bounded by q4/23n. For good transcripts, we lower bound the real interpolation probability
and upper bound the ideal interpolation probability. To lower bound the former, we
counted the number of times each permutation is invoked. Meanwhile, in determining the
ideal interpolation probability, we leverage the mirror theory results for the tweakable
permutation environment. Finally, the distinguishing advantage of the construction is
obtained by applying the result of the Expectation Method [HT16].

2 Preliminaries
Notations: For q ∈ N, we write [q] to denote the set {1, . . . , q}. For two natural numbers
a and b such that a ≤ b, we write [a, b] to denote the set {a, a + 1, . . . , b}. For a natural
number n, {0, 1}n denotes the set of all binary strings of length n and {0, 1}∗ denotes
the set of all binary strings of arbitrary length. For x, y ∈ {0, 1}n, we write z = x ⊕ y
to denote xor of x and y. For two strings x, y, we write x∥y to denote the concatenation
of x followed by y. Often we write (x, y) ∈ {0, 1}2n to denote the 2n-bit string x∥y. For
a natural number n and q, we write xq to denote a q-tuple (x1, x2, . . . , xq) where each
xi ∈ {0, 1}n. We write x̂q to denote the set {xi : i ∈ [q]}. By an abuse of notation, we
also write xq to denote the multiset {xi : i ∈ [q]} and µ(xq, x) denotes the multiplicity
of x ∈ xq. We also write µx to denote the multiplicity of x ∈ xq, when the multiset
xq is understood from the context. For a set I ⊆ [q] and a q-tuple xq, we write xI

to denote the sub-tuple (xi)i∈I . We write a 2-ary tuple (xq, yq) to denote the q tuple
((x1, y1), (x2, y2), . . . , (xq, yq)), where each xi, yi ∈ {0, 1}n. We write x← y to denote the
assignment of the variable y into x. For a random variable X, X←$ {0, 1}n denotes that
X is sampled uniformly at random from {0, 1}n. We use bold letter to denote random
variable and small letter to denote a particular element. For a tuple of random variables
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Table 2: Comparison table for all LRW1 based tweakable block ciphers. # BC refers to
the number of block cipher invocations. Security bounds of the constructions are expressed
in terms of the number of bits. † denotes the corresponding security bound is tight.

Constructions # BC CPA Sec. CCA Sec.
LRW1 2 (†) n/2 (CPA) [LRW02] ×

CLRW13 3 (†) 3n/4 (CPA) [GGLS20] (†) n/2 (CCA) [JNS23]
CLRW1r (r: odd) r (r−1)n

r+1 (CPA) [ZQG22] (r−1)n
r+1 (CCA) [ZQG22]

CLRW1r (r: even) r (r−2)n
r (CPA) [ZQG22] (r−2)n

r (CCA) [ZQG22]
CLRW14 4 3n/4 (CPA) [This Paper] 3n/4 (CCA) [This Paper]

(X1, . . . , Xq), we write (X1, . . . , Xq)←$ {0, 1}n to denote that each Xi is sampled uniformly
from {0, 1}n and independent to all other previously sampled random variables. Similarly,
we write (X1, . . . , Xq) wor←−− {0, 1}n to denote that each Xi is sampled uniformly from
{0, 1}n \ {X1, . . . , Xi−1}. The set of all permutations over X is denoted as Perm(X ).
When X = {0, 1}n, then we omit X and simply write Perm(n) to denote the set of all
permutations over {0, 1}n. We say that an n-bit permutation P ∈ Perm maps a q-tuple
xq = (x1, x2, . . . , xq) to yq = (y1, y2, . . . , yq), denote it as xq P7→ yq, if for all i ∈ [q], we have
P(xi) = yi, where each xi, yi ∈ {0, 1}n. We say that a 2-ary tuple (xq, yq) is permutation
compatible, denoted as xq ↭ yq, if there exists at least one permutation P ∈ Perm such
that xq P7→ yq. In other words, xq ↭ yq if for all i ∈ [q], xi = xj ⇔ yi = yj , i ≠ j ∈ [q].
Moreover, if (xq, yq) is not permutation compatible, then we denote it as xq ×

↭ yq. For
three tuples xq = (x1, x2, . . . , xq), yq = (y1, y2, . . . , yq), and λq = (λ1, λ2, . . . , λq) of q n-bit
elements, we write xq ⊕ yq = λq, if for all i ∈ [q], it holds that xi ⊕ yi = λi. For integers
1 ≤ b ≤ a, we write (a)b to denote a(a− 1) . . . (a− b + 1), where (a)0 = 1 by convention.

2.1 Block Cipher
Let n, κ ∈ N be two natural numbers. A block cipher E : {0, 1}κ × {0, 1}n → {0, 1}n is a
function that takes as input a key K ∈ {0, 1}κ and an n-bit string x ∈ {0, 1}n and outputs
an element y ∈ {0, 1}n such that for each k ∈ {0, 1}κ, the function Ek is bijective from
{0, 1}n to {0, 1}n. Due to the bijectivity of the function Ek, its inverse function E−1

k exists.
We fix positive even integers n and κ to denote the block size and the key size of the block
cipher respectively in terms of number of bits.

2.2 Tweakable Block Cipher
Let n, κ, t ∈ N be three natural numbers. A tweakable block cipher (TBC) is a mapping
Ẽ : {0, 1}κ × {0, 1}t × {0, 1}n → {0, 1}n, where {0, 1}κ is called the key space and {0, 1}t

is called the tweak space, such that for all key k ∈ {0, 1}κ and for all tweak T ∈ {0, 1}t,
Ẽ

T

k is a permutation over {0, 1}n. We denote TBC({0, 1}κ, {0, 1}t, {0, 1}n), the set of all
tweakable block ciphers with key space {0, 1}κ, tweak space {0, 1}t and message space
{0, 1}n. A tweakable permutation with tweak space {0, 1}t and domain {0, 1}n is a mapping
P̃ : {0, 1}t × {0, 1}n → {0, 1}n such that for all tweak T ∈ {0, 1}t, P̃

T
is a permutation

over {0, 1}n. We write TP({0, 1}t, n) to denote the set of all tweakable permutations with
tweak space {0, 1}t and n-bit messages. We say a pair of q-tuples (Mq, T q) is tweakable
permutation compatible with another pair of q-tuples (Cq, T q), if there exists a tweakable
permutation P̃ ∈ TP({0, 1}t, n) such that for each i ∈ [q], P̃

T
(Mi) = Ci.
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2.3 Security Definitions
A distinguisher A is an algorithm that tries to distinguish between two oracles O1 and
O0 via black box interaction with one of them. At the end of interaction it returns a bit
b ∈ {0, 1}. We write AO = b to denote the output of A at the end of its interaction with
O. The distinguishing advantage of A against O1 and O0 is defined as

∆A[O1;O0] =
∣∣Pr[AO1 = 1]− Pr[AO0 = 1]

∣∣ , (1)

where the probabilities depend on the random coins of O1 and O0 and the random coins
of the distinguisher A. The time complexity of the adversary is defined over the usual
RAM model of computations.
I. Security Definition of Block Cipher. We capture the security notion of a block
cipher E with key size κ and block size n in terms of indistinguishability advantage from
an uniform random permutation. More formally, we define the pseudorandom permutation
(prp) advantage of E with respect to a distinguisher A as follows:

Advprp
E (A) ∆= ∆A[EK ; P] =

∣∣Pr[AEK = 1]− Pr[AP = 1]
∣∣ ,

where the first probability is calculated over the randomness of K ←$ {0, 1}κ and the
second probability is calculated over the randomness of P←$ Perm(n). We say that E is
(q, t, ϵ) secure if the maximum pesudorandom permutation advantage of E is ϵ where the
maximum is taken over all distinguishers A that makes q queries to its oracle and runs for
time at most t.
II. Security Definition of Tweakable Block Cipher. An adversary A for tweakable
block cipher has access to the oracle in either of the two world: in the real world, it has
access to the oracle (Ẽk(·, ·)) for some fixed key k ∈ {0, 1}κ. In the ideal world, it has
access to the oracle (P̃(·, ·)) oracles for some P̃ ∈ TP({0, 1}t, n). Adversary A queries to
the oracle in an adaptive way and after the interaction is over, it outputs a single bit b.
We assume that A does not repeat any query to the oracle. We call such an adversary A, a
non-trivial (q, t) adaptive adversary, where A makes total q many queries with running
time at most t.
Let Ẽ ∈ TBC({0, 1}κ, {0, 1}t, {0, 1}n) be a tweakable block cipher and A be a non-trivial
(q, t) adaptive adversary with oracle access to a tweakable permutation and its inverse
with tweak space {0, 1}t and domain {0, 1}n. The advantage of A in breaking the strong
tweakable pseudorandom permutation (STPRP) security of Ẽ is defined as

AdvSTPRP
Ẽ

(A) ∆= |Pr[AẼK ,̃E−1
K = 1]− Pr[AP̃,̃P

−1

= 1]|, (2)

where the first probability is calculated over the randomness of K ←$ {0, 1}κ and the
second probability is calculated over the randomness of P̃ ←$ TP({0, 1}t, n). When the
adversary is given access only to the tweakable permutation and not its inverse, then we
say the tweakable pseudorandom permutation (TPRP) advantage of A against Ẽ. We say
that Ẽ is (q, t, ϵ) secure if the maximum strong tweakable pesudorandom permutation
advantage of Ẽ is ϵ where the maximum is taken over all distinguishers A that makes a
total of q queries to its oracle and runs for time at most t. We assume throughout the
paper the tweak size t of the tweakable block cipher is equal to its block size n.

2.4 Expectation Method
The Expectation Method was introduced by Hoang and Tessaro [HT16] to derive a tight
multi-user security bound of the key-alternating cipher. Subsequently, this technique
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has been used for bounding the distinguishing advantage of various cryptographic con-
structions [HT17, BHT18, DNT19]. The Expectation Method is a generalization of the
H-Coefficient technique developed by Patarin [Pat08], which serves as a “systematic” tool
to upper bound the distinguishing advantage of any deterministic and computationally
unbounded distinguisher A in distinguishing the real oracle O1 (construction of interest)
from the ideal oracle O0 (idealized version). The collection of all the queries and responses
that A made and received to and from the oracle, is called the transcript of A, denoted as
τ . Sometimes, we allow the oracle to release more internal information to A only after A
completes all its queries and responses, but before it outputs its decision bit. Note that,
revealing extra informations will only increase the advantage of the distinguisher.
Let Xre and Xid denote the transcript random variable induced by the interaction of A with
the real oracle and the ideal oracle respectively. The probability of realizing a transcript τ
in the ideal oracle (i.e., Pr[Xid = τ ]) is called the ideal interpolation probability. Similarly,
one can define the real interpolation probability. A transcript τ is said to be attainable
with respect to A if the ideal interpolation probability is non-zero (i.e., Pr[Xid = τ ] > 0).
We denote the set of all attainable transcripts by Ω. Following these notations, we state
the main result of the Expectation Method in Theorem 2. The proof of this theorem can
be found in [HT16].

Theorem 2. Let Ω = Ωgood ⊔ Ωbad be a partition of the set of attainable transcripts. Let
Φ : Ω→ [0,∞) be a non-negative real valued function. For any attainable good transcript
τ ∈ Ωgood, assume that

Pr[Xre = τ ]
Pr[Xid = τ ] ≥ 1− Φ(τ),

and there exists ϵbad ≥ 0 such that Pr[Xid ∈ Ωbad] ≤ ϵbad. Then,

∆A[O1;O0] ≤ E[Φ(Xid)] + ϵbad. (3)

2.5 Mirror Theory For Tweakable Random Permutations
The Mirror theory, as introduced by Patarin [Pat17], is a combinatorial technique to
estimate the number of solutions of a linear systems of equalities and linear non equalities
in finite groups. Let there exists a set of linear equation L of the form

L = {X1 ⊕ Y1 = λ1, X2 ⊕ Y2 = λ2, . . . , Xq ⊕ Yq = λq},

where Xq and Y q are unknowns and λq ∈ ({0, 1}n)q are knowns. However, there are
equalities and non-equalities restriction on Xq and Y q which uniquely determines the
distinct set of variables in the given system of equations L, which is denoted as X̃q

and Ỹ q respectively. Without loss of generality, we assume that [qX ] and [qY ] are two
index sets which are used to index the elements of X̃q and Ỹ q respectively. Given such
an ordering, we view the two sets X̃q and Ỹ q as ordered sets X̃q = {X ′

1, X ′
2, . . . , X ′

qX
}

and Ỹ q = {Y ′
1 , Y ′

2 , . . . , Y ′
qY
} respectively. Now, we define two surjective index mappings:

ϕX : [q] → [qX ] such that i 7→ j if and only if Xi = X ′
j . Similarly, ϕY : [q] → [qY ] such

that i 7→ j if and only if Yi = Y ′
j . Therefore, L is uniquely determined by the triplet

(ϕX , ϕY , λq).
Given such a system of linear equations L = (ϕX , ϕY , λq), we associate an edge-labeled
bipartite graph, called equation-graph, denoted as L(G) = ([qX ] ∪ [qY ], E , L), where E =
{(ϕX(i), ϕY (i)) : i ∈ [q]} and L is an edge labeling function defined as L((ϕX(i), ϕY (i))) =
λi, i.e., each labeled edge of the graph corresponds to an unique equation in L.

Now, we list out three properties of an equation graph as follows: (a) cycle-freeness:
which asserts that L is cycle-free if and only if L(G) is acylic. (b) ξmax component:
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which gives an upper bound on the maximum size of a component of L(G) and finally (c)
non-degeneracy: which says that the there does not exist any even length path of length
at least 2 in L(G) such that the sum of the labels of its edges become zero. Under these
three conditions, the fundamental theorem of mirror theory [CDN+23,NPV17] states that

the number of solutions (x1, x2, . . . , xqX
, y1, y2, . . . , yqY

) to the given system of
linear equations L such that the corresponding equation graph L(G) satisfies (a)
cycle-freeness, (b) ξmax component and (c) non-degeneracy condition, denoted
as h(q), is at least

h(q) ≥ (2n)qX
(2n)qY

2nq
.

For ξ ≥ 2 and ϵ ≥ 0, we write (ξ, ϵ)-restricted mirror theory to denote the mirror theory
result in which the number of solutions, hq for a system of equations with ξmax = ξ,
satisfies

h(q) ≥ (2n)qX
(2n)qY

2nq

(
1− ϵ

)
. (4)

Note that the fundamental theorem of mirror theory is basically (ξ, 0)-restricted mirror
theory. Over the past several years, a number of studies [Luc00,DDNY18,DNT19,KLL20]
have shown only a loose lower bound with a non-zero error term ϵ. For example, [Pat10a,
DNT19, DDNY18] used the (3, q3/22n)-restricted mirror theory. In [KLL20, DDD21,
DDNT23], authors have used the (ξ, q4/23n)-restricted mirror theory, for ξ ≤ 2n/2q.
Mennink [Men18] have used the (4, 3q/2n)-restricted mirror theory. Recently, Cogliati et
al. [CDN+23] have proved the (ξ, 0)-restricted mirror theory result as long as q ≤ 2n/12ξ2

max.

The Mirror theory fundamentally works for bounding the pseudorandomness of sum of
permutations [Pat10b,BI99,HWKS98,DHT17] with respect to a random function. However,
the traditional setup of the mirror theory is not suited for bounding the pseudorandomness
of tweakable block ciphers with respect to tweakable random permutation. This is
because, ideally, in sum of permutation based constructions, coupled with the H-Coefficient
technique, the real interpolation probability is

h(q)
(2n)qX

(2n)qY

(1)
≥
(

1− ϵ

)
,

where inequality (1) follows from Eqn. (4). Moreover, the ideal interpolation probability
is 2−nq. Therefore, by canceling out the term 2nq from the ratio of the real to ideal
interpolation probability, we obtain the lower bound of the ratio for a good transcript
as (1 − ϵ). However, it does not hold true when the ideal world is a tweakable random
permutation because, in that case the ideal intepolation probability becomes

Pr[Xid = τ ] =
∏

T ∈T q

1
(2n)µT

,

where µT := |{i ∈ [q] : Ti = T}|. Hence, in this case, the ratio of real to ideal interpolation
probability becomes ∏

T ∈T q

(2n)µT

2nq

(
1− ϵ

)
.

Notice that, when µT reaches q, the ratio becomes (1− q2/2n), a bound detrimental for
constructions achieving beyond birthday bound security.
To get rid of this bottleneck, Mennink [Men18] used the idea of limiting the maximum
number of tweak repetitions upto 2n/4 times, which was in turn used in the context of
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proving 3n/4-bit security of cascaded LRW2 construction. Later, Jha and Nandi [JN20]
developed a variant of mirror theory result that is suited for tweakable block cipher
based constructions when the ideal world is tweakable random permutation. In fact,
unlike [Men18], their result [JN20] is not dependent on the maximum number of repetitions
of tweak.

General Set Up: For a given system of linear equations L, we associate an edge-labeled
bipartite graph L(G) = (X ∪ Y, E) with the labeling function L, an edge (x, y) with label
λ is called an isolated-edge if the degree of both x and y is 1. We say that a component C
is a star if ξC ≥ 3, where ξC denotes the number of vertices in component C, and there
exists an unique vertex, called center vertex, with degree ξC − 1 and all the other vertices
have degree exactly 1. A component C is called X -type (resp. Y-type) if the center vertex
of the component C lies in X (resp. Y).
For a given system of linear equations L and its corresponding associated equation graph
L(G), we write α (resp. β, γ) to denote the number of isolated edges (resp. number of
components of X -type and number of components of Y-type). Similarly, q1 denotes the
number of equations such that none of its variables have collided with any other variables.
q2 denotes the number of equations of X -type and q3 denotes the number of equations of
Y-type. Note that α = q1. Jha and Nandi [JN20] have given a lower bound on the number
of solutions for a given system of linear equations L such that X ′

i values are pairwise
distinct and Y ′

i values are pairwise distinct. Formally, we have the following result, the
proof of which can be found in [JN20].

Theorem 3. Let L be an system of linear equation as defined above with q ≤ 2n−2 and
any component of L(G) have at most 2n−1 edge. Then the number of tuple of solution
(x1, x2, . . . , xqX

, y1, y2, . . . , yqY
) of L, denoted by h(q), where xi ≠ xj and yi ̸= yj, for all

i ̸= j, satisfies

h(q) ≥
(

1− 13q4

23n
− 2q2

22n
−

(
β+γ∑

i=α+1
ζ2

i

)
4q2

22n

)
× (2n)q1+β+q3 × (2n)q1+q2+γ∏

λ∈λq

(2n)µλ

(5)

where ζi denote the number of edge in i-th component ∀i ∈ [α + β + γ].

3 Proof of Theorem 1
This section is entirely devoted to establish the security bound shown in Theorem 1. We
fix a (q, t) adversary A against the strong tweakable pseudorandom permutation security
of CLRW14[E] and we let

δ = Advtsprp
CLRW14[E](A).

The first step of the proof consists in replacing the four independent keyed block ciphers
Ek1 , Ek2 , Ek3 and Ek4 used in the construction with four independently sampled n-bit
random permutations P1, P2, P3 and P4 at the cost of the strong pseudorandom permuta-
tion advantage of the underlying block cipher and denote the resulting construction as
CLRW14[P], where P = (P1, P2, P3, P4). Therefore, we have

δ ≤ 4Advsprp
E (A′) + Advtsprp

CLRW14[P](A)︸ ︷︷ ︸
δ∗

,

where A′ is a (q, t′) adversary such that t′ = t. Our goal is now to upper bound δ∗. Note
that, we have

δ∗ ≤ max
A

∣∣∣Pr[ACLRW14[P],CLRW14[P]−1
= 1]− Pr[AP̃,̃P−1

= 1]
∣∣∣ ,
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where the first probability is computed over the randomness of P ←$ Perm(n)4 and the
second probability is computed over the randomness of P̃←$ TP({0, 1}n, n). Moreover, the
maximum is taken over non-trivial adversaries 2. Hence, we see that δ∗ cannot be larger
than the advantage of the best non-trivial distinguisher between the two oracles CLRW14[P]
for a tuple of n-bit random permutations P = (P1, P2, P3, P4) and the tweakable random
permutation P̃←$ TP({0, 1}n, n). This formulation of the problem now allows us to use
the Expectation Method.
We fix a non-trivial distinguisher A and assume that A is computationally unbounded and
hence without loss of generality a deterministic distinguisher. A interacts either with the
real world CLRW14[P] for a tuple of n-bit random permutations P = (P1, P2, P3, P4), or
with the ideal world. In the initial phase of the interaction with the real world, it responds
with C corresponding to the encryption query (M, T ) such that C = CLRW14[P](M, T ).
Similarly, it responds with M corresponding to the decryption query (C, T ) such that M =
(CLRW14[P])−1(C, T ). Therefore, the initial query-response transcript of the adversary
is (Mq, T q, Cq) for all i ∈ [q], where Ti is the i-th tweak value, Mi is the i-th plaintext
value and Ci is the i-th ciphertext value. At the end of the query-response phase, the real
world releases some internal information (Xq, Y q, Uq, V q, W q, Zq), where for all i ∈ [q],
the following holds:

- (Mi, Xi) is the i-th input-output pair of P1

- (Yi, Ui) is the i-th input-output pair of P2

- (Vi, Wi) is the i-th input-output pair of P3

- (Zi, Ci) is the i-th input-output pair of P4

3.1 Description of the Ideal World
The ideal world consists of two stages: in the first stage, which we call the online stage,
the ideal world simulates a random tweakable permutation P̃ , i.e., for each encryption
query (M, T ), it returns P̃(M, T ). Similarly, for each decryption query (C, T ), it returns
P̃

−1
(C, T ). Since the real world releases some additional information, the ideal world must

generate these values as well. The ideal transcript random variable Xid is a 9-ary q-tuple

(Mq, T q, Cq, Xq, Y q, Uq, V q, W q, Zq)

defined below. However, the probability distribution of these additional random variables
would be determined from their definitions. The initial transcript consists of (Mq, T q, Cq),
where for all i ∈ [q], Ti is the i-th tweak value, Mi is the i-th plaintext value, and Ci is the
i-th ciphertext value. Once the query-response phase is over, the next stage of the ideal
world begins, which we call the offline stage. In the offline stage, the ideal world samples
the intermediate random variables as follows: let us define the following two sets:

M(Mq) = {x : x = Mi, i ∈ [q]}, C(Cq) = {z : z = Ci, i ∈ [q]}.

Let us assume that m := |M(Mq)| be the distinct number of plaintexts and c := |C(Cq)|
denotes the distinct number of ciphertexts. Then, it samples

Xx1 , Xx2 , . . . , Xxm

wor←−− {0, 1}n,

where (x1, x2, . . . , xm) is an arbitrary ordering of the set M(Mq). Similarly, we sample

Zz1 , Zz2 , . . . , Zzc

wor←−− {0, 1}n,

2A non-trivial adversary is one who does not repeat queries.
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where (z1, z2, . . . , zc) is an arbitrary ordering of the set C(Cq) such that Xxi
is independently

distributed with Zzj
. From these sampled random variables (Xx1 , Xx2 , . . . , Xxm

) and
(Zz1 , Zz2 , . . . , Zzc

), we define two q-tuples Xq and Zq as follows: Xq = (X1, X2, . . . , Xq)
such that Xi = XMi . Similarly, Zq = (Z1, Z2, . . . , Zq) such that Zi = ZCi . Having defined
the pair of q-tuple of random variables Xq and Zq, we define two q-tuples (Y q, W q) as
follows: for each i ∈ [q], Yi = Xi ⊕ Ti and Wi = Zi ⊕ Ti. Given this partial transcript

X′
id = (Mq, T q, Cq, Xq, Y q, W q, Zq),

we wish to define whether the sampled value Xq and Zq is good or bad. We say that a
tuple (Xq, Zq) is bad if one of the following predicates hold:

1. Bad1 (cycle of length 2): ∃i, j ∈ [q] such that the following holds: Yi = Yj , Wi = Wj

2. Bad2: |{(i, j) ∈ [q]2 : i ̸= j, Yi = Yj}| ≥ q2/3.

3. Bad3: |{(i, j) ∈ [q]2 : i ̸= j, Wi = Wj}| ≥ q2/3.

4. Bad4 (Y -W -Y path of length 4): ∃i, j, k, l ∈ [q] such that the following holds:
Yi = Yj , Wj = Wk, Yk = Yl

5. Bad5 (W -Y -W path of length 4): ∃i, j, k, l ∈ [q] such that the following holds:
Wi = Wj , Yj = Yk, Wk = Wl

If the sampled tuple (Xq, Zq) is bad, then Uq and V q values are sampled degenerately, i.e.,
Ui = Vi = 0 for all i ∈ [q]. That is, we sample without maintaining any specific conditions,
which may lead to inconsistencies. However, if the sampled tuple (Xq, Zq) is good, then
we study a graph associated to (Y q, W q). In particular, we consider the random transcript
graph G(Y q, W q) defined as follows: the set of vertices of the graph is Y q ⊔W q. Moreover,
we put a labeled edge between Yi and Wi with label Ti. For two distinct indices i ̸= j, if
Yi = Yj , then we merge the corresponding vertices. Similarly, for two distinct indices, if
Wi = Wj , then we merge the corresponding vertices. Therefore, the random transcript
graph G(Y q, W q) is a labeled bipartite graph. Now, we have the following lemma which
asserts that the random transcript graph G(Y q, W q) is nice if (Xq, Zq) is good.

Lemma 1. The transcript graph G := G(Y q, W q) generated by a good tuple (Xq, Zq) is
nice, i.e., it satisfies the following properties:

• G is simple, acyclic, and has no isolated vertices.

• G has no adjacent edges such that their labels are equal.

• maximum component size of G is 2q2/3.

• every component of G is either a star graph, or isolated edges or contains a path of
length 3.

Proof. It is easy to see that the random transcript graph G(Y q, W q) is constructed in
such a way that it contains no isolated vertices. Here we briefly justify the other properties
of G as follows:

• By virtue of Bad4 ∧ Bad5, the maximum possible length of any path of G is three.

• Due to Bad1, G contains no multiple edge or a cycle of length two. So, G being a
bipartite graph, the above conditions imply G is simple and acyclic.

• The construction of the transcript graph G implies it has no adjacent edges with
equal label.
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• Owing to Bad2 ∧ Bad3, the maximum component size of G is 2q2/3. The maximum
occurs when any component has a Y vertex and a W vertex linked by a edge and
both of them have maximum possible degree q2/3.

We depict the type of subgraphs generated from a good tuple (Xq, Zq) in Fig. 1.

(a) type-1. (b) type-2. (c) type-3. (d) type-4.

Figure 1: Type-1 is a graph of isolated edges, and the maximum path length of Type-1
graph is one. Type-2 is a star graph with Y being the centered vertex, and Type-3 is also
a star graph with W being the centered vertex. The maximum path length of Type-2 and
Type-3 graphs is two. Type-4 is a connected graph that is not an isolated edge or a star.
It can have degree 2 vertices in both Y and W . The maximum path length of Type-4
graph is three.

Having described the possible structure of random transcript graphs, we define the
sampling of (Uq, V q) when (Xq, Zq) is good. Note that, from Fig. 1, we have four types of
possible random transcript graphs for good tuple (Xq, Zq), which we denote as G1,G2,G3
and G4 respectively, where Gi is a type-i graph, for i ∈ [4], and

• G1 is the union of isolated edges.

• G2 is the union of star components containing Y as centered vertex. That is, every
component has a Y vertex with deg ≥ 2 and all other vertices are of degree one.

• G3 is the union of star components containing W as centered vertex. That is, every
component has a W vertex with deg ≥ 2 and all other vertices are of degree one.

• G4 is the union of components containing at least one path of length three. That is,
every component has exactly one Y and one W vertex both with deg ≥ 2 and all
other vertices are of degree one.

Therefore, we define for each b ∈ [4],

Ib = {i ∈ [q] : (Yi, Wi) ∈ Gb}.

Since, the collection of sets Ib are disjoint, we have [q] = I1 ⊔ I2 ⊔ I3 ⊔ I4. We define
I = I1 ⊔ I2 ⊔ I3. Now, we consider the following system of equations

E = {Ui ⊕ Vi = Ti : i ∈ I},

where Ui = Uj if and only if Yi = Yj . Similarly, Vi = Vj if and only of Wi = Wj for all
i ̸= j ∈ [q]. Thus, the solution set of E is

S = {(uI , vI) : uI ↭ Y I , vI ↭ W I , uI ⊕ vI = T I}.

Having defined the solution set for E , we now define the sampling of the random variables
(Uq, V q) in the ideal world as follows:

- (UI , V I)←$ S, i.e., it uniformly samples one valid solution from the set of all valid
solutions
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- For each component C of G4, let (Yi, Wi) ∈ C corresponds to an edge in the component
C such that the degree of both Yi and Wi is at least 2. Then, we sample Ui ←$ {0, 1}n

and set Vi = Ui ⊕ Ti.

- The final possibility is that for each edge (Yi, Wi) ∈ C such that (Yi, Wi) ̸= (Yj , Wj),
where (Yj , Wj) ∈ C. Suppose, Yi = Yj , then Ui = Uj and Vi = Ui ⊕ Ti. Similarly, if
Wi = Wj , then Vi = Vj and Ui = Vi ⊕ Ti.

Therefore, we completely define the random variable represents the ideal world transcript
as follows:

Xid = (Mq, T q, Cq, Xq, Y q, Uq, V q, W q, Zq).

In this way, we achieve both the consistency of the equations in the form {Ui ⊕ Vi = Ti}
and the permutation compatibility within each component of the graph G when the tuple
(Xq, Zq) is good. However, one must need to anticipate collisions among U values or V
values across different components of the random transcript graph G, which we will discuss
in detail in the next section.

3.2 Definitition and Probability of Bad Transcripts
Given the description of the transcript random variable in the ideal world, we define the
set of all attainable transcripts Ω as the set of all q tuples

τ = (Mq, T q, Cq, Xq, Y q, Uq, V q, W q, Zq),

where T q, Mq, Cq, Xq, Y q, Uq, V q, W q, Zq ∈ ({0, 1}n)q, Y q = Xq⊕T q, W q = Zq⊕T q and
(Mq, T q) is tweakable permutation compatible with (Cq, T q). Now, we will discuss what
specific events constitute a bad condition.

- Consider the event Y I ×
↭ UI or W I ×

↭ V I that occurs while sampling (UI , V I),
where I encodes the edges that belongs to either type-1 or type-2 or type-3 graphs.
However, this condition cannot arise as we sample a valid solution from the set of all
valid solutions S.

- Due to the sampling of (Uq, V q), it may so happen that Y q ×
↭ Uq or W q ×

↭ V q

We define transcripts to be bad depending upon the characterization of the pair of q-tuples
(Xq, Zq). Following the ideal world description, we say that a pair of q-tuples (Xq, Zq) is
bad, if and only if the following predicate is true:

Bad1 ∨ Bad2 ∨ Bad3 ∨ Bad4 ∨ Bad5.

We say that a transcript τ is tuple-induced bad transcript if (Xq, Zq) is bad, which we
denote as

Bad := Bad1 ∨ Bad2 ∨ Bad3 ∨ Bad4 ∨ Bad5.

The other type of events that we need to discard, arise due to the bad sampling of (Uq, V q)
which causes permutation incompatibility, i.e., Y q ×

↭ Uq or W q ×
↭ V q. To bound such

bad events, we need to enumerate all the conditions that results to the above inconsistencies.
Note that, when the tuple (Xq, Zq) is bad, then the transcript is trivially inconsistent
as we sample (Uq, V q) degenerately. Therefore, for a good tuple (Xq, Zq), if Yi = Yj or
Wi = Wj , then we always have Ui = Uj or Vi = Vj respectively and hence in that case
permutation inconsistencies won’t arise. Therefore, we say that a transcript τ is sampling
induced bad transcript if one of the following conditions hold: for α ∈ [4] and β ∈ [α, 4],
we have

- Ucollαβ : ∃i ∈ Iα, j ∈ Iβ such that Yi ̸= Yj and Ui = Uj .
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- Vcollαβ : ∃i ∈ Iα, j ∈ Iβ such that Wi ̸= Wj and Vi = Vj .

Note that, by varying α and β over all possible choices, we would have obtained 20
conditions, but due to the sampling mechanism of (Uq, V q), some of them could be im-
mediately thrown out. For example, Ucoll11, Ucoll12, Ucoll13, Ucoll22, Ucoll23, Ucoll33
does not get satisfied. Similarly, for Vcollαβ , where α ∈ [3] and β ∈ [α, 3]. For the sake of
completeness, we listed out all the 20 conditions and combine them in a single event as
follows:

Bad-samp :=
⋃

α∈[4]
β∈[α,4]

(Ucollα,β ∪ Vcollα,β). (6)

Finally, we consider a transcript τ ∈ Ωbad if τ is either tuple-induced bad or it is sampling-
induced bad. All other transcripts τ ∈ Ωgood := Ω \ Ωbad are good and it is easy to see
that all good transcripts are attainable one.

3.2.1 Bad Transcript Analysis

Now, we analyze the probability of realizing a bad transcript in the ideal world. From the
above discussion, it follows that analyzing the probability of realizing a bad transcript
is possible if and only if either of the following two conditions Bad or Bad-samp occur.
Therefore, we have

ϵbad = Pr[Xid ∈ Ωbad] = Pr[Bad ∨ Bad-samp]
≤ Pr[Bad] + Pr[Bad-samp], (7)

where these two probabilities are calculated using the ideal world distribution of the
random variables. The following two lemmas establishes an upper bound on the probability
of the event Bad and Bad-samp under the ideal world distribution.

Lemma 2. Let Xid and the event Bad be defined as above. Then, for any integer q such
that q ≤ 2n−2, one has

Pr[Bad] ≤ 4q2

22n
+ 4q4/3

2n
.

Lemma 3. Let Xid and the event Bad-samp be defined as above. Then, for any integer q
such that q ≤ 2n−2, one has

Pr[Bad-samp] ≤ 4q4

23n
.

Following Lemma 2, Lemma 3 and Eqn. (7), we obtain the probaility of bad transcripts as

Pr[Xid ∈ Ωbad] ≤ 4q2

22n
+ 4q4/3

2n
+ 4q4

23n
. (8)

3.2.2 Proof of Lemma 2

Recall that Bad = Bad1 ∪ Bad2 ∪ Bad3 ∪ Bad4 ∪ Bad5. In this section, we bound the
probability of the individual events and then by the virtue of the union bound, we sum up
the individual bounds to obtain the overall bound of the probability of the event Bad.
2 Bounding Bad1. Here we need to consider only the case when Ti ̸= Tj . Note that if
Ti = Tj then Mi ̸= Mj and Ci ̸= Cj , and hence the probability of the event is 0. Now,
when Ti ≠ Tj , using the randomness of Vi and Wi, the probability of the above event
can be bounded by 1/(2n −m)(2n − c). Therefore, by varying over all possible choices of
indices, and by assuming q ≤ 2n−1, we have

Pr[Bad1] ≤ 4q2

22n
, (9)
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2 Bounding Bad2 and Bad3. We first bound the probability of the event Bad2. For a
fixed choice of indices, we define an indicator random variable Ii,j which takes the value 1
if Yi = Yj , and 0 otherwise. Let I =

∑
i ̸=j

Ii,j . By linearity of expectation,

E[I] =
∑
i̸=j

E[Ii,j ] =
∑
i ̸=j

Pr[Yi = Yj ] ≤ q2

2n
.

Applying Markov’s inequality, we have

Pr[Bad2] = Pr[|{(i, j) ∈ [q]2 : Yi = Yj}| ≥ q2/3] ≤ q2

2n
× 1

q2/3 = q4/3

2n
. (10)

Using a similar argument as used in bounding Bad2, we have

Pr[Bad3] ≤ q4/3

2n
. (11)

2 Bounding (Bad4 ∧ Bad2) and (Bad5 ∧ Bad3) Let us consider the event (Bad4 ∧ Bad2).
Due to Bad2, the number of (i, j), (k, l) pairs such that Yi = Yj and Yk = Yl holds is at
most q4/3. For each such choices of i, j, k, l, the probability of the event Wj = Wk, i.e.,
Zj ⊕ Zk = Tj ⊕ Tk holds with at most 2−n. This is due to the randomness of Z values.
Therefore,

Pr[Bad4 ∧ Bad2] ≤ q4/3

2n
. (12)

Using a similar argument as used above and using the randomness of X values, we can
obtain

Pr[Bad5 ∧ Bad3] ≤ q4/3

2n
. (13)

Finally, by combining Eqn. (9), Eqn. (10), and Eqn. (11), Eqn. (12), and Eqn. (13), we
obtain the result.

3.2.3 Proof of Lemma 3

Recall that from Eqn. (6) we have

Pr[Bad-Samp] ≤ Pr

 ⋃
α∈[4]

β∈[α,4]

(Ucollα,β ∪ Vcollα,β)


≤

∑
α∈[4]

∑
β∈{α,...,4}

Pr[Ucollα,β ∪ Vcollα,β ]. (14)

Now we will bound the probability for different value of (α, β) as follows:
2 Case 1: α ∈ [3], β ∈ [α, 3]: In the ideal case we have done all the sampling of U and
V consistently for all three I1, I2 and I3. Recall that, I = I1 ∪ I2 ∪ I3. Now for any
α ∈ [3], β ∈ [α, 3], we have

Pr[Ucollα,β ∪ Vcollα,β ] = 0.

Hence, ∑
α∈[3]

∑
β∈[α,3]

Pr[Ucollα,β ∪ Vcollα,β ] = 0. (15)
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Uj ↭ Yj = Yk YlYi ↭ Ui

Wi Wk = WlWj

=

(a) Example 1.

Ym Yn = Yo ↭ Uo Up ↭ Yp = Yq Ys

WoWm = Wn Wq = WsWp

=

(b) Example 2.

Figure 3: These are two events where Bad-samp occurs. Example-1 indicates the event
Ucoll1,4 i.e. ∃ i ∈ I1, j ∈ I4, such that Yi ̸= Yj and Ui = Uj . Example-2 indicates the
event Ucoll4,4 i.e. ∃ o & p ∈ I4, such that Yo ̸= Yp and Uo = Up.

2 Case 2: α ∈ [3], β = 4: For this case we will analyse the probability for α = 1 ∧ β = 4
and other five cases will attain the same bound by the same approach as bounding the
probability of Vcollα,β is similar to bounding that of Ucollα,β . Hence we have to bound
only Ucoll1,4. Example 1 in Fig. 3 illustrates the event Ucoll1,4. Recall that

Ucoll1,4 := ∃i ∈ I1, j ∈ I4, such that Yi ̸= Yj and Ui = Uj .

Since j ∈ I4, so Yj −Wj is an edge in some component of I4 say C. This C is a connected
component having a path of length 3. Hence, at least one of these Yj and Wj have degree
≥ 2. Let us consider following conditions:

(i) deg(Yj) ≥ 2 and deg(Wj) ≥ 2: These two vertices of degree-2 clearly implies that
there exist k, l ̸= j such that Wk − (Yk = Yj) − (Wj = Wl) − Yl forms a path of
length 3 in C. To satisfy this case, we need

E1 := (Yk = Yj ∧Wj = Wl).

(ii) deg(Yj) ≥ 2 and deg(Wj) = 1: In this case having a 3-length path implies that there
exists k, l ̸= j such that Yl − (Wl = Wk)− (Yk = Yj)−Wj path exists in C. Hence,
we need

E2 := (Yk = Yj ∧Wk = Wl).

(iii) deg(Yj) = 1 and deg(Wj) ≥ 2: In this case having a 3-length path implies existence
of k, l ̸= j such that Wl − (Yl = Yk)− (Wk = Wj)− Yj is path in C. Hence, we need

E3 := (Yl = Yk ∧Wk = Wj).

Clearly from random sampling of Y ’s and W ’s we have

∀a, b, c ∈ [q], Pr[Ya = Yb ∧Wb = Wc] ≤ 1
22n

.

Now clearly from the definition of Ucoll1,4 we have

Pr[Ucoll1,4] = Pr[∃i ∈ I1,∃j, k, l ∈ I4 : Ui = Uj ∧ (E1 ∨ E2 ∨ E3)]

≤
∑
i∈I1

∑
j ̸=k ̸=l∈I4

Pr[Ui = Uj ]× Pr[E1 ∨ E2 ∨ E3]

≤ q ×
(

q

3

)
× 1

2n
× 3

22n

≤ q4

23n+1 . (16)
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As stated before following similar approach we can achieve the same bound for other
five cases Ucoll2,4, Ucoll3,4, Vcollα,4, where α = [3]. Hence

∑
α∈[3]

∑
β=4

Pr[Ucollα,β ∪ Vcollα,β ] ≤ 3q4

23n
. (17)

2 Case 3: α = 4, β = 4: For this case we will follow the similar approach as previous case.
Here we will bound the probability of Ucoll4,4 and other case will attain the same bound by
a similar approach as bounding the probabilility of Vcoll4,4 is similar to that of bounding
Ucoll4,4. Hence, we have to bound only Ucoll4,4. Example 2 in Fig. 3 illustrates the
event Ucoll4,4. Recall that

Ucoll4,4 := ∃i&j ∈ I4, such that Yi ̸= Yj and Ui = Uj .

Since j ∈ I4, so Yj −Wj is an edge in some component of I4 say C. This C is a connected
component having a path of length three. Hence at least one of these Yj and Wj have
degree ≥ 2. Now, following the same approach as previous case, we will have same E1, E2, E3
for some j ̸= k ̸= l ∈ I4. Then we will have the same final bound

Pr[Ucoll4,4] ≤ q4

23n+1 .

Moreover, we will have same bound for other case Vcoll4,4. Hence, we have

Pr[Ucoll4,4 ∪ Vcoll4,4] ≤ q4

23n
. (18)

The result follows by combining Eqn. (15), Eqn. (17), and Eqn. (18).

3.3 Analysis of Good Transcripts
In this section, we fix a good transcript τ = (Mq, T q, Cq, Xq, Y q, Uq, V q, W q, Zq) and
we have to lower bound the real interpolation probability and upper bound the ideal
interpolation probability. Since the transcript τ is good, we know that the corresponding
transcript graph G is a nice graph and it is composed of the collection of components
depicted in Fig. 1. From the definition of bad transcript in Sect. 3.2, we know that for a
good transcript τ , one must have

(Mq, T q) ↭ (Cq, T q), Y q ↭ Uq, W q ↭ V q, Uq ⊕ V q = T q.

For i ∈ [5], we define ξi(τ) and ei(τ) to denote the number of components and number of
indices (coresponding to the edges), respectively, of type-i graphs in τ . Therefore, we have
e1(τ) = ξ1(τ) and ei(τ) ≥ 2ξi(τ) for i ∈ {2, 3} and ei(τ) ≥ 3ξi(τ) for i ∈ {4, 5}. However,
we have q = e1(τ) + e2(τ) + e3(τ) + e4(τ) + e5(τ). In our subsequent discussions, we will
omit the parameter τ whenever it is understood from the context. Recall that m denotes
the distinct number of plaintexts and c denotes the distinct number of ciphertexts.

3.3.1 Real Interpolation Probability

In the real world, P1 is called exactly m times and P4 is called exactly c times, Moreover,
P2 is called exactly e1 + ξ2 +e3 +2ξ4 +(e5− ξ5) times and P3 is called exactly e1 + ξ3 +e2 +
2ξ5 + (e4 − ξ4) times. This is because, type-1 graph is only isolated edges. Therefore, for
each one of the isolated edges, P2, P3 is invoked once. Type-2 graphs is a Y ∗-star graph,
which means that P2 is invoked once for every type-2 components. However, P3 is invoked
for each edges present in each of the type-2 components. Similarly, for type-3 graphs,
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which are W ∗-star graph, P3 is invoked once for every type-3 components. However, P2
is invoked for each edges present in each of the type-3 components. For every type-4
components, one can similarly see that P2 is invoked twice, but P3 is invoked (e4 − ξ4)
times. Similarly, for every type-5 components, one can similarly see that P3 is invoked
twice, but P2 is invoked (e5 − ξ5) times. Therefore, the real interpolation probability is

Pr[Xre = τ ] = 1
(2n)m

1
(2n)c

1
(2n)e1+ξ2+e3+2ξ4+(e5−ξ5)

1
(2n)e1+ξ3+e2+2ξ5+(e4−ξ4)

(19)

3.3.2 Ideal Interpolation Probability

In the ideal world, the sampling of the random variables are done in three parts: in the
first part, i.e., in the online stage of the sampling algorithm, it simulates a tweakable
random permutation. Let (T1, T2, . . . , Tr) denotes the tuple of distinct tweaks in T q and
for all i ∈ [r], we have di = µ(T q, Ti), i.e., r ≤ q and we have

∑r
i=1 di = q. Then, we have

Pr[P̃(T q, Mq) = Cq] =
r∏

i=1

1
(2n)di

(20)

In the next stage of the sampling process, it samples the intermediate random variables.
First it samples the tuple (Xq, Zq) in without replacement manner, i.e., Xi = Xj if and
only if Mi = Mj . Similarly, Zi = Zj if and only if Ci = Cj . Since, there are m distinct
plaintexts and c distinct ciphertexts. Therefore, for any pair of q-tuples (xq, zq), we have

Pr[(Xq, Zq) = (xq, zq)] = 1
(2n)m

1
(2n)c

. (21)

Now, we sample the intermediate random variables (Uq, V q) in the following two stages:

- Type-1, type-2, type-3 Sampling: Recall that, we have defined three sets I1, I2,
and I3 such that i ∈ Ib implies the edge (Yi, Wi) belongs to type-b graph, for
b ∈ {1, 2, 3}. Recall that, we have defined the set I = I1 ⊔ I2 ⊔ I3 and the following
system of equations

E = {Ui ⊕ Vi = λi : i ∈ I}.

Let (λ1, λ2, . . . , λs) denotes the tuple of distinct elements in λI , and for all i ∈ [s], we
denote gi = µ(λI , λi). Note that, as the transcript is good, the system of equations
E does not contain any cycle and is non-degenarate. Moreover, the maximum
component size ξmax(E) is at most q2/3 due to Bad2 and Bad3. Therefore, we apply
Theorem 3 to lower bound on the number of valid solutions, |S| for E . Since, we
sample (UI , V I)←$ S and by virtue of Theorem 3, we have

Pr[(UI , V I) = (uI , vI)] ≤

s∏
i=1

(2n)gi

∆ · (2n)e1+ξ2+e3(2n)e1+e2+ξ3

, (22)

where

∆ ∆=
(

1− 13q4

23n
− 2q2

22n
−

(
ξ2+ξ3∑

i=e1+1
ζ2

i

)
4q2

22n

)
. (23)

- Typ-4 and type-5 Sampling: For the indices belongs to I4 and I5, a single value
is sampled uniformly for each of the components, i.e., we have

Pr[(U [q]\I , V [q]\I) = (u[q]\I , v[q]\I)] = 1
(2n)(ξ4+ξ5) , (24)
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By combining Eqn. (20), Eqn. (21), Eqn. (22), and Eqn. (24), we have

Pr[Xid = τ ] ≤
r∏

i=1

1
(2n)di

· 1
(2n)m

· 1
(2n)c

·

s∏
i=1

(2n)gi

∆ · (2n)e1+ξ2+e3(2n)e1+e2+ξ3

· 1
(2n)(ξ4+ξ5) . (25)

3.3.3 Ratio of Real to Ideal Interpolation Probability

By taking the ratio of Eqn. (19) to Eqn. (25), we have the following:

Pr[Xre = τ ]
Pr[Xid = τ ] ≥

r∏
i=1

(2n)di ·∆ · (2n)e1+ξ2+e3(2n)e1+e2+ξ3(2n)ξ4+ξ5

s∏
i=1

(2n)gi(2n)e1+ξ2+e3+2ξ4+(e5−ξ5)(2n)e1+e2+ξ3+2ξ5+(e4−ξ4)

≥

r∏
i=1

(2n)fi

r∏
i=1

(2n − fi)di−fi
·∆ · (2n)e1+ξ2+e3(2n)e1+e2+ξ3(2n)ξ4+ξ5

s∏
i=1

(2n)gi
(2n)e1+ξ2+e3+2ξ4+(e5−ξ5)(2n)e1+e2+ξ3+2ξ5+(e4−ξ4)

(1)
≥ ∆ ·

r∏
i=1

(2n − fi)di−fi

(2n − e1 − ξ2 − e3 − ξ4)ξ4+(e5−ξ5)(2n − e1 − e2 − ξ3 − ξ5)ξ5+(e4−ξ4)︸ ︷︷ ︸
X

,

where fi = µ(T I , T i), i ∈ [r]. As the number of distinct internal masking values λi is at
most the number of distinct tweaks Ti which implies that r ≥ s and by the virtue of the
Definition 2.1 of [JN20], T̂ I compresses 3 to λ̂I . Hence, following Proposition 1 of [JN20],
inequality (1) holds.

Proposition 1 ( [JN20]). For r ≥ s, let a = (ai)i∈[r] and b = (bi)i∈[s] be two sequences
over N such that a compresses to b. Then, for any n, such that, 2n ≥

∑r
i=1 ai holds, we

have
r∏

i=1
(2n)ai

≥
s∏

j=1
(2n)bj

.

Moreover, from the following claim, we have X ≥ 1. Finally, by plugging-in the value
of ∆ from Eqn. (23), we have

Pr[Xre = τ ]
Pr[Xid = τ ] ≥

(
1− 13q4

23n
− 2q2

22n
−

(
ξ2+ξ3∑

i=e1+1
ζ2

i

)
4q2

22n

)
. (26)

Claim 1. With the notations defined above, X ≥ 1.
Proof. Note that, fi denotes the multiplicity of the i-th tweak in the tuple T I . Hence,
by definition, the multiplicity cannot be more than the number of components of type-I,
type-II, and type-III graph as each of the component of type-II and type-III graphs
have distinct tweak values. Therefore, fi ≤ e1 + ξ2 + ξ3 ≤ e1 + ξ2 + e3 + ξ4. Similarly,
fi ≤ ξ1 + ξ2 + ξ3 ≤ e1 + e2 + ξ3 + ξ5. Note that, di denotes the multiplicity of the i-th
tweak in the tuple T q. Therefore, di cannot be more than the number of components of
type-I, type-II, and type-III graph and twice that of the number of components of type-IV
and type-V graphs. Therefore,

di ≤ ξ1 + ξ2 + ξ3 + 2ξ4 + 2ξ5 ≤ e1 + ξ2 + e3 + 2ξ4 + e5 − ξ5,

di ≤ e1 + e2 + ξ3 + e4 − ξ4 + 2ξ5.

3Definition 2.1 of [JN20] says that a sequence (ai)i∈[r] compresses to an another sequence (bi)i∈[s],
where both the sequences are defined over N if there exists a partition P of [r] such that it contains exactly
s classes P1, . . . , Ps and for all i ∈ [s], we have bi =

∑
j∈Pi

aj
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Moreover, it is easy to verify that
r∑

i=1
(di − fi) = e4 + e5 as the total multiplicity of tweaks

T ∈ T [q]\I is exactly the number of edges in components of type-IV and type-V graphs.
Therefore, we have the condition that

fi ≤ e1 + ξ2 + e3 + ξ4

fi ≤ e1 + e2 + ξ3 + ξ5

di ≤ e1 + ξ2 + e3 + 2ξ4 + e5 − ξ5

di ≤ e1 + e2 + ξ3 + e4 − ξ4 + 2ξ5
r∑

i=1
(di − fi) = ξ4 + (e5 − ξ5) + ξ5 + (e4 − ξ4) = e4 + e5.

The above conditions satisfy the conditions given in Proposition 2 of [JN20] and hence by
the virtue of Propsition 2 of [JN20], the result follows.

Proposition 2 ( [JN20]). For r ≥ 2, let c = (ci)i∈[r] and d = (di)i∈[r] be two sequences
over N. Let a1, a2, b1, b2 ∈ N such that ci ≤ aj , ci + di ≤ aj + bj for all i ∈ [r], j ∈ [2], and∑r

i=1 di = b1 + b2. Then, for any n ∈ N, such that aj + bj ≤ 2n for j ∈ [2], we have

r∏
i=1

(2n − ci)di
≥ (2n − a1)b1(2n − a2)b2 .

Let ∼Y be the equivalence relation over [q] defined as i ∼Y j if and only if Yi = Yj .
Similarly, ∼W be the equivalence relation over [q] defined as i ∼W j if and only if Wi = Wj .
Note that, each ζi is the random variable that corresponds to the cardinality of some
non-singleton equivalence classes corresponding to the equivalence relation ∼Y or ∼W .
Let E1, E2, . . . , Ey be the equivalence classes corresponding to the equivalence relation
∼Y . Similarly, F1, F2, . . . , Fw be the equivalence classes corresponding to the equivalence
relation ∼W . For every i ∈ [y], let νi = |Ei| and for every i ∈ [w], let ν′

i = |Fi|. In other
words, νi denotes the number of occurences of Yi and ν′

i denotes the number of occurences
of Wi. We define collY to denote the number of colliding pairs in Y q. Similarly, we define
collW to denote the number of colliding pairs in W q. Then, we have the following lemma:

Lemma 4 ( [JN20]). Since E[collY ] ≤ (q
2)

2n and E[collW ] ≤ (q
2)

2n , it holds that

E
[

y∑
i=1

ν2
i

]
= 2.E[collY ] +

y∑
i=1

νi ≤ 4E[collY ] ≤ 2q2/2n

E
[

w∑
i=1

ν′2
i

]
= 2.E[collW ] +

w∑
i=1

ν′
i ≤ 4E[collW ] ≤ 2q2/2n

It is easy to see that the expected number of colliding pairs in Y q is
(

q
2
)
/2n, as for a fixed

choice of pairs (i, j), the probability that Yi = Yj holds with probability at most 2−n due
to the randomness of P1. Similarly, the expected number of colliding pairs in W q is

(
q
2
)
/2n,

as for a fixed choice of pairs (i, j), the probability that Wi = Wj holds with probability at
most 2−n due to the randomness of P−1

4 . Therefore, due to the fact that Xq and Zq are
independently sampled (justifies inequality (2)) and from Lemma 4 (justifies inequality
(3)), the following holds.

E
[

ξ2+ξ3∑
i=e1+1

ζ2
i

]
(2)
≤ E

[
y∑

i=1
ν2

i

]
+ E

[
w∑

i=1
ν′2

i

]
(3)
≤ 4q2

2n
, (27)



386 CLRW14 is Beyond Birthday Bound Secure

Finally, by combining Eqn. (8), Eqn. (26), Eqn. (27), and by following the Expectation
Method, we have

δ∗ ≤
(

4q2

22n
+ 4q4/3

2n
+ 4q4

23n

)
+
(

13q4

23n
+ 2q2

22n
+ E

[(
ξ2+ξ3∑

i=e1+1
ζ2

i

)]
4q2

22n

)

≤ 6q2

22n
+ 4q4/3

2n
+ 33q4

23n
. (28)

4 Conclusion
In this paper, we have shown that 4-rounds cascading LRW1 is secure up to 23n/4 queries.
However, we do not know whether the bound is tight or not. Therefore, it remains an
interesting research problem to find a matching attack for CLRW14. We have already
mentioned that Zhang et al. [ZQG22] have conducted a study on the security of the
general r-round cascading of the LRW1 construction, but their proven bound is not tight.
Therefore, another interesting open problem is to explore in establishing a tight security
bound on the general r-round cascading of LRW1 construction.
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