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Abstract 

 

Unmanned Aerial Vehicles (UAV) has evolved in recent years, their features have changed to be more useful to the 

society, although some years ago the drones had been thought to be teleoperated by humans and to take some pictures 

from above, which is useful; nevertheless, nowadays the drones are capable of developing autonomous tasks like 

tracking a dynamic target or even grasping different kind of objects. Some task like transporting heavy loads or 

manipulating complex shapes are more challenging for a single UAV, but for a fleet of them might be easier. This 

brief survey presents a compilation of relevant works related to tracking and grasping with aerial robotic manipulators, 

as well as cooperation among them. Moreover, challenges and limitations are presented in order to contribute with new 

areas of research. Finally, some trends in aerial manipulation are foreseeing for different sectors and relevant features 

for these kind of systems are standing out. 

 

Keywords: UAV; grasping; tracking; detection; aerial manipulator; cooperation; UAV fleet; computer vision; 

manipulation; moving objects. 

 

Resumen 

 

Los vehículos aéreos autónomos (UAV) han evolucionado en los últimos años, haciéndose más útiles a la sociedad, 

aunque hace unos años los drones habían sido contemplados para ser teleoperados por humanos y para tomar imágenes 

panorámicas aéreas, lo cual sigue siendo útil; sin embargo, en la actualidad se encuentran drones capaces de desarrollar 

tareas autónomas como el seguimiento y agarre de objetos en movimiento. Algunas tareas como el transporte de cargas 

pesadas o la manipulación de formas irregulares son más desafiantes para un solo UAV, pero para una flota de estos 

podría llegar a ser más simple. Este breve resumen presenta una compilación de trabajos relevantes relacionados al 

seguimiento y agarre con manipuladores robóticos aéreos, así como cooperación entre ellos. Además, desafíos y 

limitaciones son presentados para contribuir con nuevas áreas de investigación. Por último, se resalta características 

relevantes en la manipulación aérea, y se pronostica algunas tendencias para esta tecnología.   

 

Palabras clave: UAV; agarre; seguimiento; detección; manipulador aéreo; cooperación; flota de UAV; visión por 

computador; manipulación; objetos en movimiento. 
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1. Introduction 

 

Aerial manipulation has been evolving in recent years 

[1]; developing new methods, frameworks and systems 

to face new challenges in different economic sectors [2]. 

The aerial manipulators can be seen as a tool to conduct 

activities in high altitudes where a human might be in 

risk, e.g. maintenance [3], assembling [4], inspection [5], 

agriculture [6], delivery [7], pulling/pushing structures 

[8], etc. (see Fig.1); therefore is fundamental to build 

capable systems to perform these kinds of activities. 

 

 
 

Figure 1. A) Assembling; B) Maintenance; C) 

Agriculture; D) Pushing structure. 

Source: A) Jimenez-Cano et al. [4]; B) Suarez et al. [3]; 

C) Polic et al. [6]; D) Lee et al. [8]. 

 

The robotic manipulation have been studied for several 

years, providing insights about how the robot should 

interpret its environment and what kind of elements are 

required to do such a thing; nevertheless, it is essential to 

discern between a static and dynamic manipulation, i.e. 

manipulation of non-moving and moving objects; the 

former just needs to know a 3D position of the object to 

grasp it while the latter needs to track and approach the 

object step-by-step until it is able to grasp it, thus, the 

former is a much simpler task to achieve than the latter. 

 

In order to identify and track moving objects is necessary 

to implement cameras and computer vision algorithms 

into the robot, but when manipulation gets involved, a 

visual servoing method is required as well as a control 

algorithm for the robotic system. 

 

Some of the first applications employed robotic 

manipulators anchored to a rigid surface for grasping 

moving objects. [9] have developed a system to intercept 

and grasp a moving object with no knowledge of its local 

geometry; their method is based on Horn-Schunk method 

to perform stereoscopic optic flow calculation using two 

fixed cameras. [10] report a mathematical model of 

arbitrary 3D objects with known depth, traveling at 

unknown velocities in a 2D space, based on sum-of-

square differences (SSD) optical flow; besides, this 

technique is combined with a control scheme to calculate 

the robotic arm motion. [11] have developed a visual 

tracking for moving object method employing an active 

stereo vision system; no camera calibration is needed, 

and the target velocity is estimated through the camera 

coordinate frame. Applications for industry like the one 

presented in [12] employ an approach to intercept an 

object on a conveyor belt at a constant speed. 

 

The task of grasping a moving object becomes more 

complex when an aerial manipulator is used, and it is 

because the Unmanned Aerial Vehicle (UAV) remains 

hovering while manipulating the object, which yields 

instabilities for the whole system (see Fig.2). Therefore, 

is essential to develop more robust computer vision 

algorithms [13] to identify and track moving objects as 

well as methods to estimate future states of the target and 

control algorithms to overcome the instability issue. 

 

 
 

Figure 2. Images compilation showing the different 

utilities of UAVs in object manipulation. Source: A) 

Bodie et al. [14]; B) Kondak et al. [15]; C) Yale 

University, 2012; D) Gabrich  et al. [16]. 

 

Different works in recent years have addressed these 

topics; adaptive control and inverse kinematics for 

trajectory tracking [17]; perception system to estimate 

occluded objects for aerial manipulators [18] (see Fig.4-

A); force control for cooperative task between aerial 

manipulators [19]; Cartesian impedance control to build 

a dynamic relationship between UAV and its robotic arm 

[20]; disturbances and torque generated by the robotic 

arm of an aerial manipulator are taking into account to 

control the system attitude [21]; robust control to 

stabilize an aerial manipulator while its robotic arm is 

interacting with the environment [22]; hybrid 

force/velocity control for vertical surface contact [23]; 

estimate torques and moments exerted by the robotic arm 



                           117 
 

 

Tracking and Grasping of Moving Objects Using Aerial Robotic Manipulators: A Brief Survey 

of the aerial manipulator through a Kalman Filter or a 

Luenberger observer [24]; adaptive and sliding mode 

control to estimate external and internal disturbances to 

regulate attitude and position in the system [25]; 

integration of Image-Based Visual Servoing (IBVS) and 

Position-Based Visual Servoing (PBVS) into a controller 

for aerial manipulators [26]. Some models of the 

previously referred works are shown in Fig.3.   

 

This paper provides an overview of the multiple works 

done in tracking + grasping moving objects with aerial 

manipulators as well as analyze some challenges and 

limitations to keep evolving in this field. The remainder 

of this paper is divided into five sections: Tracking of 

moving objects, grasping of moving objects, cooperation 

with multiple UAVs, challenges and limitations, and 

finally, conclusions. 

 

2. Methodology 

 

The aims of this study are to identify research papers on 

tracking/grasping moving objects with aerial 

manipulators; analyze their approaches and the 

employed/developed technologies; and propose future 

research lines based on the recent challenges and 

limitations on this topic. 

 

The keywords used to carry out this study were: grasping, 

moving objects, aerial manipulator, tracking, and 

cooperation.  

 
 

 

 

 

  
 

Figure 3. Aerial manipulators models. Source: A) Chen et al. [25]; B) Quan et al. [26]; C) Caccavale et al. [17]. 
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The Scopus database and Google Scholar helped to orient 

the search and to select the proper papers for this review; 

furthermore, the main approach was to identify related 

studies to tracking dynamic targets with an aerial robotic 

manipulator or even a fleet of UAV.  

 

Tracking dynamic targets has been a well-studied field 

since the 90s but only using robotic manipulators, where 

the workspace is limited for these robots. For about a 

decade, aerial robots have been used to track moving 

objects and in recent years, aerial robotic manipulators 

have been developed not only to track but to grasp 

moving objects as well. Nevertheless, few studies have 

been carried out until now; therefore, this review 

considers research articles, conference papers, and book 

chapters.  

 

3. Tracking of moving objects 

 

An important challenge in UAV applications is tracking 

targets efficiently, due to disturbances created by the self-

system or even by a moving target. Some features to 

consider for tracking activities are target identification, 

background and environmental/hardware noise; 

furthermore, detecting moving regions into individual 

frames to relate among them. Prediction is another 

important feature to know the target position in the next 

frame; some popular methods are the Kalman filter and 

Particle filter. 

 

A successful target tracking process is achieved through 

the selection of appropriate methods as presented in [27], 

where three control algorithms are proposed to stabilize 

a UAV that detects and tracks a red rectangle over an 

unmanned ground vehicle (UGV), which is acting as a 

moving target; these algorithms are based on tracking the 

target over a desired altitude, improve the field of view 

through an altitude increasing, and moving the UAV if 

the target is lost; besides, 2D images are used to estimate 

UAV position and velocity. A color-based algorithm with 

a particle filter is used to track a moving object in [28] 

the vision-based system estimates relative position and 

rotation to the target; besides scale changes of the image; 

nevertheless, velocity is assumed to be constant while the 

target is occluded and altitude measurement supplied by 

the barometer presents high variance. [29] report a 

smooth and collision-avoidance trajectory planner to 

track a moving target from a UAV employing cameras, 

LiDAR, IMU, and quadratic programming; nevertheless, 

markers are used to obtain the target’s relative position 

regarding the UAV. 

 

Monocular imaging systems are not capable to consider 

the object depth, even though this is compensated with 

methods like the one presented in [30], where a real-time 

object localization and tracking strategy from monocular 

image sequences is proposed, using a dynamic Kalman 

model to integrate object detection and tracking. 

Improving the tracking performance as well as avoiding 

manual initialization for tracking is proposed in [31]. On 

the other hand, [32] report a method that merges optical 

flow and background subtraction to detect and track 

multiple moving targets from a UAV; moreover, the 

authors assume that the background and the UAV have 

diverse motion patterns, and employ a Kalman filter to 

reduce the miss-detection and false alarms. 

 

Landing over moving targets can become a difficult task 

for an UAV due it needs to recognize and track the target, 

as well as to predict its trajectory. [8] present an 

algorithm to control vertical take-off and landing in 

UAVs using a camera, an IMU, adaptive control, and 

image-based visual servoing (IBVS) to track a moving 

target with a known velocity (0.07 m/s) in a 2D image 

space; however, a motion-tracking system guides the 

UAV when the target has not been identified. [33] 

address the same problem (vertical take-off and landing) 

but their approach is based on optical flow and nonlinear 

control as well as IBVS; moreover, the normal of the 

surface is known. Landing control over an autonomous 

superficial vehicle (ASV) is presented in [34], the UAV 

is equipped with camera, GPS and adaptive control to 

carry out the task whilst the ASV brings a barcode over 

itself for being identified. 

 

The target’s velocity increases the complexity for the 

UAV to land over it. [35] develop an aerial system to land 

over a moving vehicle with a velocity of 15 km/hr that 

follows an eight-shape trajectory; the aerial system is 

able to process images, estimate states of the car-like 

dynamical model using Unscented Kalman Filter (UKF), 

and predicts the vehicle trajectory by a Model Predictive 

Control (MPC) tracker (see Fig.4-C). [36] propose a 

method to land over a moving platform, which employs 

MPC to track the target, and incremental nonlinear 

dynamic inversion (INDI) to reduce the disturbances 

while landing (see Fig.4-B). [37] employ reinforcement 

learning to track and finally land over a moving platform 

that follows a complex trajectory; on the other hand, [38] 

deal with perception and estimation of the moving 

platform using data from a camera as well as a 

reinforcement learning method. [39] propose the fast 

target detection (FTD) method to search and detect a 

moving target at high and low height to finally land over 

it; moreover, k-means method is employed to detect a 

particular signal on the target (see Fig.4-D).  
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[39] Chasing a moving target that changes randomly its 

path is a complex task; moreover, when there are multiple 

obstacles, to address this problem [40] propose a path 

planner for micro aerial vehicles (MAV) based on convex 

optimization in simulated environments. The same 

problem can become more complicated when there is 

more than one target, [41] present a prediction method to 

chase two moving targets into the same frame; the UAV 

is equipped with a stereo camera and an inertial 

measurement unit (IMU); furthermore, the obstacles 

avoidance and the occlusion problem are considered (see 

Fig.5-A).  

 

Surveillance applications have been benefited from 

autonomous aerial systems like in [42] which the You 

Only Look Once (YOLO) algorithm and the Kalman 

Filter are employed to detect and track a moving target, 

along with a path planner for maneuvering the UAV (see 

Fig.5-C). [43] have developed an aerial system to follow 

a person, obtaining the full body pose of her by 

combining depth camera and IMU data into an extended 

Kalman Filter; however, the aerial system is only useful 

for indoor environments and with small motion (see 

Fig.5-B). An aerial robot companion for joggers is 

presented in [44] where a UAV follows the person who 

wears a T-shirt with visual markers, computing its 

relative distance to the jogger (see Fig.5-D).  

 

Classification by layers helps to improve the detection 

capacity and to reduce the margin of error in real time. 

[45] suggest key points detection, two sets of convolution 

layers were followed by Region of Interest, one for 

predicting anchor key points and the other one for 

predicting relational key points; a perspective-n-point 

algorithm is used to achieve such performance. Some 

authors propose systems divided into recognition phases 

as presented in [46], scale invariant feauture transform 

(SIFT) algorithm is employed to detect the target and an 

Extended Kalman Filter (EKF) helps to resolve occlusion 

problems.   

 

 
Figure 4. Detection, tracking and landing over moving targets. Source: A) Laiacker et al. [18], B) Guo et al. [36], C) 

Baca et al. [35], D) Li et al. [39]. 
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The occlusion of one target due to the volume of the 

another one should be avoided, [47] present an online 

generation of optimal trajectories for target tracking with 

a quadrotor while satisfying a set of image-based and 

actuation constraints; the problem is formulated as a 

nonlinear program (NLP) and MPC is used to avoid 

collision and occlusions. Some applications to hunt 

UAVs have been developed in recent years, [48] propose 

a UAV that detects, hunt and take down another UAV 

whose estimated speed is 1.5 m/s; neither GPS nor 

motion-tracking system are used; a stereo camera and 

YOLO algorithm is employed to detect and track the 

target. 

 

4. Grasping of moving objects 

 

As it was stated before, grasping with aerial platforms is 

a difficult task due to the instabilities in the UAV; 

moreover when the target remains moving. To perform 

this task is essential to use computer vision techniques 

like object detection and tracking; besides, these methods 

contribute to the precision improvement. The aerial 

manipulator does not only have to know the position and 

orientation of the target, it has also to know its own 

position and orientation; therefore, sensors like camera, 

IMU, LiDAR, radio frequency, ultrasonic, among others, 

have to be employed to carry out such a task. Another 

essential feature to perform grasping is to control the 

position/orientation of the manipulator based on the 

vision sensor data; some methods are PBVS, IBVS or 

even a combination of both.  

 

Nature inspires new robotics systems, such the one 

presented in [49] which design a gripper to grasp objects 

at high velocities; advancing in the same research [50], 

propose a method to track and grasp a cylinder (static 

object) with an aerial manipulator employing a nonlinear 

vision-based controller (see Fig.8-B). In [51] present a 

similar work, where the target is also a cylindrical object; 

nevertheless, they propose an image-based detection 

algorithm and employ MPC to solve the visual-servoing 

problem (see Fig.6-A). To deal with the high accuracy 

demanding grasping task [52] employ passive 

mechanical compliance in the joints and adaptive under 

actuation in the gripper. [53] have developed a flexible 

and adaptive gripper to manipulate objects on a 

transmission line; besides, employ a RGB-D camera to 

perform object detection, and PBVS control to ensure 

grasping success. [54] proposed a method to detect and 

track an object from an aerial manipulator, which is based 

on Kernelized Correlation Filters (KCF); furthermore, 

Support Vector Regression (SVR) is employed to 

increase grasping accuracy (see Fig.6-B).    

 
Figure 5. Recognition of people and dynamic objects with UAVs. Source: A) Jeon et al. [41], B) Naseer et al. [43], 

C) Lo et al. [42], D) Graether et al. [44]. 

 

 
Figure 6. UAM grasping a non-moving object. Source: A) Seo, Kim, & Kim, [51], B) Lin, Yang, Cheng, & Chen, 

[54]. 
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Moving objects that follow a known trajectory are easier 

to estimate their future position. [55] have developed an 

unmanned aerial system to intercept a ball that follows a 

ballistic trajectory; equipped with IMU, two cameras, 

and sonar; besides, they use UKF and optical flow to 

measure, estimate and predict the position and velocity 

of both, quadrotor and ball. Likewise [56] train a UAV in 

a simulated environment using reinforcement learning to 

catch an object that follows a ballistic trajectory. 

 

High velocities in the target difficult the grasping task 

eventhough a periodic trajectory is presented. [57] have 

developed a LiDAR based algorithm to detect and catch 

a small ball carry by an UAV whose velocity is 8 m/s for 

MBZIRC Challenge 2020; a tracking algorithm (Kalman 

Filter) to predict the target position in a periodic 

trajectory; and a planning algorithm to intercept the target 

using a lurk and catch strategy (see Fig.7-A). [58] use a 

depth sensor, a high-resolution camera, and computer 

vision algorithms to detect the ball for the same 

challenge; to estimate and predict the target trajectory is 

used a Kalman Filter, as well as a PID to control the yaw 

angle; a waiting waypoint strategy is employed to catch 

the ball. [59] propose geometric and algebraic solutions 

to identify a spherical moving object, and a trajectory 

planning method to track the same object using a 

monocular camera and an IMU; their strategy is to match 

robot and target velocity to minimize velocity error 

between them, as well as to intercept the target from a 

relative pose minimizing the position error. 

 

Sometimes one robotic arm is not enough to grasp and 

manipulate complex shapes [60] have developed an 

unmanned aerial system with dual manipulator (see 

Fig.8-A) to detect, estimate, track and grasp an object; a 

convolutional neural network, a random sample 

consensus algorithm and an extended Kalman Filter are 

employed to detect and estimate the object pose; besides, 

a position-based visual servoing is used to guide the arms 

to the target. Moving objects can be convey over UGV 

[61] present two independent controllers for a robotic 

arm and a UAV of an aerial manipulator capable of 

grasping moving objects (see Fig.7-B). 

 

5. Cooperation with multiple UAV 

 

Sometimes, a single UAV can be insufficient to 

manipulate dynamically heavy objects or even to 

recognize the different elements that interacting around 

it; therefore, cooperation among UAVs are necessary to 

address more complex task in aerial manipulation. 

Communication is an inherent feature to transmit 

relevant data to the aerial system as well as to coordinate 

UAV actions; furthermore, capable sensors (e.g. camera, 

LIDAR, motion-tracking system) are required to detect 

and estimate the target position.  

  

Aerial cooperation to solve the above-mentioned 

challenge (MBZIRC 2020) is presented in [62] which 

uses two UAVs, one of them is employed to search for 

the target and the other one to chase the target and capture 

the ball; a Kalman Filter and YOLO (You Only Look 

Once) algorithm are used to predict the trajectory and 

detect the target respectively (see Fig.9-C).   

 

 
Figure 7. UAM grasping a moving object. Source: A) Vrba et al. [57], B) Zhang et al. [61]. 

 

     
                                                           

Figure 8. Development of manipulators adjusted to the UAV chassis, and their interaction with objects in space. 

Source: A) Ramón et al. [60], B) Thomas et al. [50]. 
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[63] present a method to throw and catch a ball with a 

fleet of UAVs attached to a net, using a motion-tracking 

system to measure the position and attitude of each UAV; 

moreover, the problem is simplified by throwing the ball 

vertically (see Fig.9-B).  

 

In relation to above, the cooperation is also based on 

optimizing target recognition by distributing the 

computational load and tracking between two UAVs; as 

presented in [64] use two UAVs (tracker and target) to 

detect and track cooperatively, the target transmits 

navigation data based on the Global Navigation Satellite 

System (GNSS) and vision to the tracker; in addition, 

algorithms based on template matching and 

morphological view are used to detect and track the target 

UAV. 

 

Some research emphasizes the mutual cooperation to 

execute processes of coordinated mechanical 

manipulation, where control algorithms and computer 

vision plays an important role for the task to be executed. 

Manipulating a bar can be a challenging task in aerial 

cooperation, [24] propose a controller for the multirotors 

to operate in a decentralized manner and a path planner 

to avoid collision between them and the object, no force 

sensors are used (see Fig.9-A). [65] present a framework 

to deal with coordination and stability for aerial 

manipulation; a RGB-D camera and dynamic movements 

primitive (DMP) are used to detect and avoid unknown 

obstacles, no force/torque sensors are needed. 

 

 

6. Challenges and limitations 

 

Two of the biggest challenges in aerial robotics are 

related to load capacity and flight time; therefore, is 

essential to develop new mechanisms, lighter hardware 

and longer lasting batteries to optimize the flight time. In 

the other hand, load capacity problem can be addressed 

as a cooperation problem (i.e. having a UAV fleet), but a 

good communication network must be established, which 

aims to one extra challenge.   

 

Disturbances due to the environment (e.g. wind gust) and 

payload disturbances have to include into a complete 

dynamical model for the aerial manipulator; further, 

better control strategies have to be developed in order to 

carry on a payload by an aerial manipulator or 

cooperatively as well as to ensure stability in the whole 

system.  

 

The speed and force in aerial manipulators are limited 

due the actuators feature; moreover, some grippers only 

react to specific materials (e.g. ferrous). 

 

These aerial systems have to take intelligent decisions to 

prevent/avoid collisions among themselves or with 

static/dynamic elements from their environment (e.g. 

buildings, bridges, pedestrians, animals, etc.). New 

learning methods must be developed to cope these issues.    

 

 

 

 

 
 

Figure 9. Cooperative aerial manipulation. Source: A) Kim et al. [24], B) Ritz et al. [63], C) Tony et al. [62]. 
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As the number of unmanned aerial systems increases, air 

traffic control systems must be more robust and 

numerous to know the real-time position of each one of 

them and thus assist them in any mishap or even avoid 

possible collisions among them. 

 

Weather conditions may be an issue (e.g. raining, wind 

gust, dust) as described in [66] due to outside labors 

where the robot performance can be compromised. 

Likewise, changes in illumination have to take into 

consideration. Dexterous manipulation has been a 

research objective in recent years, hence robotic aerial 

manipulators must consider developing robust systems 

able to have human-like manipulation. 

 

Although there are various challenges associated with the 

hardware and software of these aerial systems, there are 

other limitations that are unrelated to the system features. 

The regulation of these systems is not yet completely 

clear to legislators at a global level since the safety of 

human beings must prevail above all else; therefore, their 

integration into the air space is not yet defined. 

 

7. Conclusions 

 

A brief review of tracking and grasping task with aerial 

manipulators has been presented. Aerial systems have 

been expanding to different sectors of the economy as 

well as creating new business opportunities. 

 

It has been analyzed the relevance of performing a good 

detection and tracking over the targets in order to carry 

out grasping tasks. However, it has been pointed out the 

necessity to carry out cooperation among UAVs or even 

UGVs due to limitations in payload, energy efficiency, 

field of view, etc. 

 

This paper evinces that robotic aerial manipulators have 

developed perception and physical interaction 

capabilities to perform more complex tasks and to assist 

to human being in risky activities. Still, as it was stated 

before, some challenges have to be addressed in order to 

take the aerial systems to the next level. 

 

Despite the benefits of this technology, few industries 

have adopted these systems in recent years, even many 

others have been cautious to integrate them into their 

operations. Nevertheless, improving the precision, 

dexterity and reliability of these systems, more industries 

will stare at this technology. 

 

Applications with aerial manipulators for energy and 

construction industry, rescue operations and exploring 

extreme environments will be a reality in coming years.  

 

Finally, a summary of methods, techniques and hardware 

for aerial manipulator is presented in Table 1. Note that 

detection and tracking are relevant features to reach the 

target; therefore, the employed methods must be able to 

predict the next state and to learn from the environment. 

Sensors must be able to identify dynamic 

targets/obstacles in the environment; furthermore, 

methods to perform grasping must relate data coming 

from them with robot joints of the aerial manipulator. 
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