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Abstract: In the era of intelligent applications, Mobile Edge Computing (MEC) is emerging as a
promising technology that provides abundant resources for mobile devices. However, establishing a
direct connection to the MEC server is not always feasible for certain devices. This paper introduces
a novel Device-to-Device (D2D)-assisted system to address this challenge. The system leverages idle
helper devices to execute and offload tasks to the MEC server, thereby enhancing resource utilization
and reducing offload time. To further minimize offloading time for latency-sensitive tasks, this
paper incorporates edge caching. The problem is formulated by jointly optimizing computation,
communication and caching, and a novel Joint Multiple Decision Optimization Algorithm (JMDOA)
is proposed to solve the minimum-energy-consumption problem. Specifically, the JMDOA algorithm
decomposes the integer-mixed non-convex optimization problem into two subproblems based on
distinct properties of discrete variables. These subproblems are solved separately and optimized
iteratively, ensuring convergence to a suboptimal solution. Simulations demonstrate the effectiveness
and superiority of JMDOA, exhibiting lower energy consumption and reduced time compared to
other baseline algorithms, approaching the optimum. This work contributes to the field by presenting
a novel approach to optimizing resource allocation in MEC systems, with potential implications for
the future development of intelligent applications.

Keywords: D2D-assisted; caching-enhanced; MEC system; joint optimization; block coordinate
descent

1. Introduction

The proliferation of mobile terminal equipment and the increasing complexity of the
Internet-of-Things (IoT)-device applications have highlighted the limitations of mobile
cloud computing [1,2], such as long transmission delays and heavy central server loads.
In response, Mobile Edge Computing (MEC) [3,4] has emerged as a promising solution,
providing abundant computing, communication and storage resources for mobile devices
in close proximity. This technology facilitates task offloading, reduces latency and enables
agile mobile services [5].

With the advent of 5th generation (5G) [6] wireless systems and the growing com-
plexity of application programs, there has been a surge in large-scale intelligent devices
connecting to edge servers [6]. However, some devices face challenges in establishing a
direct connection to the MEC server due to limited network coverage, intermittent con-
nectivity or hardware constraints. Additionally, the execution of latency-sensitive tasks
requires faster processing times. Therefore, it is crucial to find efficient ways for these de-
vices to execute tasks with minimal overhead and high speed to drive further advancements
in mobile edge computing.
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Device-to-Device (D2D) communication has been proposed as a solution to reduce
delay and energy consumption through cooperative behavior among mobile devices [7–9].
Integrating D2D with mobile edge computing brings together the advantages of local-
ized computing, reduced latency, improved efficiency and enhanced reliability, offering a
promising solution for various mobile applications and services. For example, Pan et al. [10]
propose D2D communication integrated with content caching to maximize the offloading
gain. Similarly, Yu et al. [11] propose leveraging network-assisted D2D collaboration for
wireless distributed computing and result sharing. However, there are still some limitations
to address. Firstly, appropriate resource management strategies need to be formulated
based on the characteristics of D2D. Secondly, the execution time for latency-sensitive tasks
needs to be further reduced.

To tackle these challenges, we propose a D2D-assisted and caching-enhanced MEC
system, as depicted in Figure 1, aiming to improve resource utilization and shorten exe-
cution time for the offloading of computing-intensive tasks in an energy-efficient manner.
The main contributions of this paper can be summarized as follows:

Figure 1. The D2D-assisted and Caching-enhanced System.

• Unlike traditional approaches that directly offload tasks to the MEC server, our pro-
posed D2D-assisted and caching-enhanced MEC system aims to minimize energy
consumption with lower latency. By combining edge caching, we upload only un-
cached tasks from local devices, while executing cached tasks directly on the edge
server. This approach allows us to jointly optimize computation, communication
and caching, thereby improving resource utilization in the system.

• Additionally, the problem formulated in this paper poses a significant challenge as it
involves a mixed-integer non-convex-optimization NP-hard problem with both dis-
crete and continuous variables. Solving this problem directly is difficult. To overcome
this, we introduce the Joint Multiple Decision Optimization Algorithm (JMDOA),
which utilizes block coordinate descent and convex optimization techniques. Further-
more, we propose a caching-policy-initialization method based on linear weighting,
reducing the number of iterations and overall execution time.

• The evaluation of JMDOA demonstrates its effectiveness in optimizing resource allo-
cation and reducing energy consumption compared to other algorithms. The optimal
solution achieved via JMDOA closely approximates the exhaustive method, while
significantly reducing time complexity. Moreover, our results show that JMDOA
successfully reduces execution time to a certain extent.

The rest of this paper is organized as follows: Section 2 introduces the related works.
Section 3 proposes a D2D-assisted caching-enhanced MEC system and formalizes the
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problem of energy-consumption minimization. In Section 4, the integer-mixed non-convex-
optimization NP-hard problem is divided into two parts aiming at energy-consumption
minimization and solution, respectively. Section 5 is the experimental simulation part
and the conclusion is given in Section 6.

2. Related Work

As for the MEC system, the combination of D2D and MEC enhances the computing
ability of the system and shortens transmission distance where the nearby devices pro-
vide close support for simple tasks, while computing-intensive tasks can further obtain
sufficient computing and storage resources at the cost of long-distance transmission in
the MEC server. There are many types of research on the D2D-assisted MEC system.
Ouamri et al. [12] primarily focus on the application of Device-to-Device (D2D) commu-
nication in the context of Unmanned Aerial Vehicles (UAVs), aiming to improve energy
efficiency. Lingjun Pu et al. [13] put forward a new mobile task-unloading framework based
on D2D cooperation, which realizes the dynamic sharing of computing and communication
resources through the control assistance of network operators. Dan Wu et al. [14] put
forward a dynamic distributed-resource-sharing scheme, which is applied to the unified
framework of general D2D communication by jointly optimizing mode selection, resource
allocation and power allocation. Yinghui He et al. [15] integrate D2D communications with
MEC to improve the computation capacity of the cellular networks, aiming to maximize
the number of devices supported by the cellular networks with the constraints of both
communication and computation resources. Y Dai et al. [16] develop the interlay mode
as a unique D2D model to maximize the system sum rate in the non-orthogonal multiple
access (NOMA) cellular networks. However, tasks are offloaded to the MEC server or
devices nearby as above. Almost none of them consider the circumstance that mobile
devices cannot connect to the MEC server directly in the case of no Internet access or poor
signal. Therefore, in our D2D-assisted MEC system, mobile devices choose one of the
helper devices as a relay to help execute and transmit computation-intensive tasks.

Although the D2D-assisted MEC system solves the problems of limited computing
resources and power of mobile devices by reasonable offloading for large-scale and complex
tasks, shortening the task-offloading process and reducing the offloading-task data are
effective ways to reduce energy consumption further. Therefore, researchers have begun to
combine edge caching [17,18] with the MEC system. Reference [19] proposes a D2D-cache
strategy using multi-agent reinforcement learning. The D2D-cache problem is formalized
as a bandit problem with multiple agents and weapons and Q-learning is used to learn how
to coordinate cache decisions. Reference [20] investigates a joint pushing and caching policy
in a general mobile-edge-computing (MEC) network with multi-user and multi-cast data
based on hierarchical-reinforcement learning. Reference [21] investigates the collaborative-
caching problem in the edge-computing environment to minimize the system cost and
proposes an online algorithm called CEDC-O to solve this problem. Reference [22] studies
edge caching in fog-computing networks, where a capacity-aware edge-caching framework
is proposed by considering both the limited fog-cache capacity and the connectivity capacity
of base stations. Reference [23] studies the unique problem of caching fairness in edge-
computing environments. Reference [24] formulates the Edge Data Caching (EDC) problem
as a constrained-optimization problem to minimize the caching-data cost and maximize
the reduction in service latency.

Regarding edge caching, most researchers pay more attention to content caching [25,26].
Yu, G et al. [27] propose a content-caching strategy based on mobility prediction and joint-
user prefetching. J. Guo et al. [28] propose a novel context-aware object-detection method
based on edge-cloud cooperation. Y. Dai et al. [29] integrate DRL and permit blockchain
into vehicular networks for intelligent and secure content caching. Wu W et al. [30] propose
a content-based D2D cooperative edge-caching strategy. The content can be cached in the
user equipment or the surrounding small base stations according to popularity. However,
except for content, the task’s size, popularity and complexity are also important factors
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that deserve consideration. Thus, unlike previous research, we propose a caching-strategy-
initialization method based on a linear weighting of complexity, size and popularity.

In addition, the complexity of tasks further accelerates the energy consumption of
mobile devices, causing battery consumption to be a critical factor in restricting the devel-
opment of mobile devices. Meanwhile, executing tasks with low power will prolong the
execution time, which cannot meet the quality of service requirements of users. To this end,
it is necessary to manage resources reasonably to reduce the energy consumption of mobile
devices. Reference [31] focuses on resource allocation in a downlink 5G tri-sectorial cell for
non-orthogonal multiple access (NOMA) systems. Reference [32] proposes a proportional
fair-based scheduler algorithm that incorporates Signal Interference Noise Ratio (SINR)
compensation to address the challenge of resource allocation in cellular networks. Refer-
ence [33] studies resource allocation for a multi-user mobile-edge-computation-offloading
system under infinite or finite cloud-computation capacity. Reference [34] investigates
the latency-minimization problem in a multi-user time-division multiple access mobile-
edge-computation-offloading system with joint communication- and computation-resource
allocation. Reference [35] studies the problem of joint task offloading and resource alloca-
tion to maximize the users’ task-offloading gains. Reference [36] proposes an integrated
framework for computation offloading and interference management in wireless cellular
networks with MEC, which formulates the computation-offloading decision, physical-
resource-block (PRB) allocation. Reference [37] designs an iterative heuristic MEC resource-
allocation algorithm to make the offloading decision dynamically. Reference [38] optimizes
the joint caching, offloading and time-allocation policy to minimize the weighted-sum
energy consumption subject to the caching and deadline constraints. Resource management
varies in the MEC system, but few of them jointly optimize computing, communication
and caching of the offloading process, which is an all-sided optimization.

According to the research above, we propose a D2D-assisted and caching-enhanced
MEC system with no Internet access or poor signal for mobile devices to minimize energy
consumption. With the help of D2D cooperation, devices that cannot access the Internet
choose one of the helper devices as a relay to execute and transmit tasks to the MEC server.
Combined with edge caching and jointly optimized resource allocation, the model can
improve resource utilization, shorten execution time and reduce energy consumption. To
enhance readability, we present a comparative analysis as Table 1.

Table 1. Comparison of the current work with other literature.

Reference Main Contributions Limitations

[12–16]
These studies propose various methods for efficient

resource allocation and task offloading, integrating D2D
communication with mobile edge computing.

These works do not incorporate caching strategies, which
could further reduce latency.

[17–24] These papers present different strategies for caching in
mobile D2D networks.

These studies primarily focus on edge caching and do
not sufficiently consider the interplay between

computation and communication.

[25–30] These papers primarily focus on content-caching
strategies.

These works do not adequately consider the size,
popularity and complexity of tasks, which could impact

caching efficiency.

[31–38] These papers propose different optimization strategies
for computation, communication and caching.

While these studies consider multiple aspects of the
offloading process, few of them offer a comprehensive

optimization approach that jointly considers computing,
communication and caching.

Our work
We propose a comprehensive optimization approach that
jointly considers computing, communication and caching

in the offloading process.
—
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3. System Model and Problem Formalization

As shown in Figure 1, our study focuses on a D2D-assisted and caching-enhanced
MEC system consisting of a single base station and N mobile devices equipped with
multiple antennas. In this system, certain local mobile devices are unable to access the MEC
server directly (ND) due to lack of Internet access or poor signal. The set of NDs is denoted
by I = {1, 2, ..., I}. On the other hand, there are idle devices, referred to as helper devices
(HDs), denoted by K = {I + 1, I + 2, ..., I + K}. HDs have access to the MEC server, which
helps execute and transmit tasks. I +K = N, where N is the total number of devices in
the system.

The base station covering these N devices has deployed an edge server supporting
multi-user caching. This edge server provides mobile users with computing and com-
munication resources and caching services. Due to the limited storage space of the MEC
server, tasks are cached selectively and only uncached tasks require offloading. Cached
tasks can be executed directly at the MEC server without requesting and configuring data.
Furthermore, our study considers that the time is divided into multiple time slots with
duration T. Each ND is supposed to execute a computation-intensive and latency-sensitive
task at the beginning of each slot.

3.1. Task Model

Suppose there is a set of computation-intensive and latency-sensitive tasks, which
is described asM = {1, 2, . . . , M}. Each task consists of two elements, M = (Vm, Cm),
where Vm represents the data size of task m (kilobytes) and Cm represents the number of
cycles for executing one bit. In addition, each task must be completed within the time slot
T. It is worth mentioning that we only consider the delay of sending data while ignoring
the transmission delay of data results since the size of the returned result is considerably
smaller compared to the entire task data.

At the beginning of each time slot, each ND requests a task from M randomly,
which is requested by multiple NDs concurrently. Additionally, each ND has a unique
preference for tasks and we have access to task-popularity information. Suppose the
probability of ND i executes the task Mi; Mi ∈ M is represented as PMi (m), where
PMi (m) = Pr[Mi = m], m ∈ M. All tasks are independent, each ND only executes one
task in each time slot, then ∑m∈M PMi (m) = 1. Suppose the task set of all NDs composes a
new state in each time slot, which is denoted by S = {M1, M2, . . . , MI}. In this system, we
consider B time slot, where b = {1, 2, . . . , B} represents the index of the time slot. In the
b-th time slot, we denote the task set as Sb and the set of nodes executing task m as Nm(b).
The number of nodes requesting task m is denoted as | Nm(b) |. The offloading process is
illustrated in Figure 2 and the variables and symbols used in the model are summarized in
Table 2.

Figure 2. Process of Task Offloading.
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Table 2. Units for Magnetic Properties.

Symbol Description

I Device set of local devices which cannot access the Internet
K Device set of helper devices
Cm The number of cycles for executing one-bit data
Vi,b The execution-data size of local device i
Vk

i,b The execution-data size of helper device k
µk

i,b User association from device i to device k
f l
i The CPU computing power of local device i

f l
k The CPU computing power of helper device k

pwait Idle waiting power of the device
pk

i,b Transmission power from device i to k
pe

k,b Transmission power from device k to the edge
a Cache policy
Bk Transmission channel bandwidth from device i to k
Be Channel bandwidth from device K to edge server
D Edge-server caching capacity

3.2. Computing Model

Suppose the device i, i ∈ I , which enables one to directly access the MEC server (ND),
requests a computation-intensive and latency-sensitive task. It chooses a helper device
(HD) as helper. The computing model includes three parts, the task is executed locally
on device i, on the corresponding HD and concurrently on the MEC server. Resource
allocation is dynamically redistributed in each time slot. We consider device i executing
task m in time slot b, where m ∈ M, i ∈ Nm(b) and b ∈ {1, 2, . . . , B}.

3.2.1. Local Computing Model

Assume that the CPU computing power of the ND i is f l
i , Vi,b denotes the amount of

data executed locally and Cm is the number of cycles for executing one-bit data; then, the
local computing delay can be expressed as:

Dl
i,b =

Vi,bCm

f l
i

. (1)

The local computing energy consumption can be represented as:

El
i,b = κ f l

i
2
Vi,bCm, (2)

where κ is the effective capacitance related to the CPU core and we default κ = 10−26 in
this paper.

3.2.2. Helper Devices Computing Model

The helper device k helps compute and transmit tasks from ND i, the local computing
delay of the helper device k when executing the task offloaded by device i can be expressed
as:

Dl
k,b =

µk
i,bVk

i,bCm

f l
k

, (3)

where µk
i,b represents the user association between ND i and HD k during time slot b.

µk
i,b = 1 indicates the presence of a direct D2D link established from device i to device k;

otherwise, there is no link. Once the connection is established, device k provides computing
and communication resources for device i. f l

k is the CPU computing power of helper device
k and Vk

i,b indicates the amount of data offloaded by the ND i and executed by the helper



Electronics 2023, 12, 3249 7 of 21

device k in the time slot b. The computing energy consumption consumed by helper device
k is described as:

El
k,b = κµk

i,b f l
k

2
Vk

i,bCm. (4)

3.2.3. Edge Computing Model

At the start of each time slot, the MEC server reallocates its resources. Suppose the
computing capacity allocated by the edge server to the device k for executing the offloaded
task from device i is denoted by f e

i,b; then, the edge computing delay is calculated as:

De
i,b =

(Vm −Vi,b − µk
i,bVk

i,b)Cm

f e
i,b

. (5)

Although the mobile device is idle in the calculation period of the edge server, the en-
ergy consumption of the waiting time can be considered proportional to the execution time.
Suppose that the waiting power consumed is pwait; then, the power consumption of the
device i during the execution of the server can be expressed as:

Ee
i,b = pwait ∗ De

i,b. (6)

3.3. Communication Model

If ND i requests to perform a task that is not cached in the edge server, it requires
assistance from helper device k to upload the task to the MEC server. The task is then
executed concurrently locally, on the helper device and the edge server. The transmission
of communication includes two stages, transmission from ND i to HD k and transmission
from HD k to the edge server.

3.3.1. Transmission Model from NDs to HDs

The ND i selects an HD k as a helper device based on their distance. We assume that a
direct D2D link can be established between i and k if they are within a certain threshold
range, which we denote as R. Let the transmission power provided by the device i in time
slot b be denoted as pk

i,b. The communication rate between ND i and the corresponding HD
k can be expressed as:

rk
i,b = Bk log2(1 +

pk
i,bhk

i,b

σ2 ), (7)

where σ2 indicates the noise interference of the channel, Bk is the channel bandwidth and
hk

i,b represents the channel gain from the device i to k, which is assumed to be a constant in
order to facilitate calculation.

Since the amount of data executed locally is set to Vi,b, the delay from device i to k can
be expressed as:

Dk
i,b =

µk
i,b(Vm −Vi,b)

rk
i,b

, (8)

then the required energy consumption is:

Ek
i,b = pk

i,bDk
i,b. (9)

Given the limited transmission power of each mobile device, denoted as pmax, and the
one-to-one user-association between devices, the transmission power within each time slot
is subject to the following constraint:

pk
i,b ≤ pmax, ∀i ∈ Nm(b), b ∈ {1, 2, . . . , B}. (10)
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3.3.2. Transmission Model from HDs to the MEC Server

In the process of edge transmission, the mobile edge server assigns the same sub-
channel, denoted as Be, to each mobile device. Let pe

k,b represent the transmission power
allocated from the helper device k to the edge server. he

k,b denotes the channel gain from
mobile device k to the edge server in the b-th time slot. While this value remains con-
stant within each time slot, it varies across different time slots. Therefore, we define the
offloading rate from helper device k to the mobile-edge-computing (MEC) server as:

re
k,b = Be log2(1 +

pe
k,bhe

k,b

σ2 ). (11)

The offloaded data calculated at the edge server is Vm −Vi,b − µk
i,bVk

i,b, then the trans-
formation delay from mobile device k to the edge server can be expressed as:

De
k,b =

Vm −Vi,b − µk
i,bVk

i,b

re
k,b

. (12)

The energy consumption during transmission can be expressed as:

Ee
k,b = pe

k,bDe
k,b. (13)

Due to the resource constraints mobile device k can bring, we set the maximum
transmission power as pmax, then the constraint of transmission power from the device k to
the edge server is restricted as follows:

pe
k,b ≤ pmax, ∀i ∈ Nm(b), b ∈ {1, 2, . . . , B}. (14)

3.4. Cache Model

In our study, we assume that all applications are cached in the edge server, since
memory is insufficient for most types of applications. Therefore, the caching strategy
primarily focuses on task-data caching. Caching task data offers several advantages,
including reduced data transmission, lower latency and decreased energy consumption.
When a task is cached, it eliminates the need for data transmission. However, given the
limited storage space of the edge server, it becomes crucial to allocate the cache space
effectively. This allocation depends on factors such as task popularity, task data size and the
complexity of task execution. Considering these factors is vital for optimizing the caching
strategy and improving overall system performance.

Let D represent the caching capacity of the edge server. If the task is cached on
the server, the returned results are negligible throughout the entire execution process.
Therefore, the execution time and energy consumption of the task are equivalent to those
of executing the task on the edge server alone, denoted as Dcache

i,b = De
i,b and Ecache

i,b = Ee
i,b,

respectively. Conversely, the task is not currently cached, which requires the collaboration
of local computing, helper devices and an edge server for its execution. The offloading
process can be divided into two parts. Initially, the task is offloaded to the helper device,
where both the local computing of mobile device i and the transmission process to mobile
device k are performed simultaneously. Subsequently, the local execution of mobile device k
is carried out in parallel with the transmission from device k to the edge server, as depicted
in Figure 3. Thus, the time delay depends on the longer execution time among them.
The calculation delay can be expressed as:
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Figure 3. Delay of task offloading.

Duncache
i,b = max{Dl

i,b, Dk
i,b + Dl

k,b, Dk
i,b + De

k,b + De
i,b}. (15)

The energy consumed by the mobile device during the offloading process without
caching can be expressed as follows:

Euncache
i,b = El

i,b + El
k,b + Ek

i,b + Ee
k,b + Ee

i,b. (16)

Let am be a binary variable indicating whether task m is cached (am = 1) or not
(am = 0). amEcache

i,b represents the energy consumed when task m is cached, while the term
(1− am)Euncache

i,b represents the energy consumed when task m is not cached; then, the
total energy consumption of the mobile device i in the b-th slot can be calculated with the
following formula:

Etotal = ∑
i∈ Nm(b)

∑
m∈M

amEcache
i,b + (1− am)Euncache

i,b . (17)

During the execution of tasks, the interactions between resource allocation and caching
strategy play a crucial role. However, caching has a lasting impact on tasks due to its long-
term nature, while resource allocation requires real-time updates. To address this, we
propose a method that involves utilizing the same caching strategy for consecutive time
slots, denoted as B, while updating resource allocation and other variables at the start of
each slot. One of the primary constraints affecting task execution is the power consump-
tion of mobile devices. As a result, our objective is to minimize energy consumption by
optimizing the transmission power, task partitioning, user association and caching strategy.
Let a denote the caching strategy which is a vector of m dimensions. It can be expressed
as a = {a1, a2, . . . , aM}. VI and VK correspond to the execution data of device i and the
corresponding helper device k, respectively. Each device has a preference for the requested
task. Specifically, VI is only related to each device and can be represented as a vector of
dimension I, denoted as Vi = V1, V2, . . . , VI . On the other hand, VK is related to device
i and is a matrix of dimension I ∗ K. pI represents the transmission power from mobile
device I to mobile device K in the b-th time slot. Similarly, pk represents the transmission
power provided by the device k when uploading the task from device I to the edge server.
µ represents the user association which is a one-to-one mapping from I to K. All three
variables, pI , pk and µ, are vector matrices with dimensions I × K. By jointly considering
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these factors, we aim to achieve efficient task execution on mobile devices. The problem is
formalized as follows:

P1 : min
a,VI ,VK ,pI ,pK ,µ

∑B
b=1 Etotal

s.t. C1 : µk
i,t ∈ {0, 1}

C2 : ∑
i∈ Nm(b)

∑
m∈M

µk
i,t ≤ 1, ∀k ∈ K

C3 : ∑
k∈K

µk
i,t ≤ 1, ∀i ∈ Nm(b), m ∈ M

C4 : am ∈ {0, 1}, ∀m ∈ M

C5 : ∑
m∈M

amVm ≤ D

C6 : amDcache
i,b + (1− am)Duncache

i,b ≤ T

C7 : Vm −Vi,b − µk
i,bVk

i,b ≥ 0, ∀i ∈ Nm(b), m ∈ M

C8 : 0 ≤ pk
i,b, pe

k,b ≤ pmax, ∀i ∈ Nm(b), m ∈ M

∀k ∈ K, ∀b ∈ {1, 2, . . . , B}.

(18)

The objective of this study is to minimize the overall energy consumption of mobile
devices, where a, VI , VK, pI , pK, µ are optimization variables of the problem. Constraint
C1 indicates that the user association is represented by a 0-1 integer variable. Constraints
C2 and C3 guarantee a one-to-one mapping between mobile device I and mobile device
K for user association. Constraint C4 states that the caching strategy is a binary variable.
To maintain the capacity limit D, constraint C5 ensures that the total amount of task data
cached on the server does not exceed this limit. Regardless of caching in the edge server or
not, constraint C6 states that the task execution time for all devices must not exceed the time
constraint T. Constraint C7 denotes the amount of execution data of device i, device k and
the edge server are all in the range of 0 to Vm. Constraint C8 indicates that the transmission
power from mobile device i to device k and the transmission power from mobile device k
to the edge server cannot exceed the maximum power pmax. Since resources are reallocated
at the beginning of each period, all constraints should be met within B periods.

4. Problem Solution

P1 is a non-convex NP-hard problem that involves a combination of integer and
mixed variables. The problem includes two important variables, caching strategy a and
user association µ, both of which can take binary values. Solving this problem is further
complicated by the presence of second-order terms in the objective function and constraints,
specifically in the form of x · y. However, it is worth noting that the caching strategy a
remains fixed across consecutive time slots, while user association µ varies in each time
slot. This distinction allows us to address these variables separately, simplifying the
problem-solving process.

In the case of user association µ, each variable µk
i,b is a 0-1 integer variable. One

approach is to exhaustively enumerate all 2I∗K possible solutions. While this method may
be feasible for small values of I ∗ K, it becomes impractical as I ∗ K increases. Therefore,
to facilitate subsequent optimization, we introduce a relaxation technique where we con-
sider the range 0 ≤ µk

i,b ≤ 1 for each variable. By relaxing the discrete nature of µk
i,b, we

eliminate constraint C1.
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Furthermore, to simplify the subsequent solution process, we undertake a variable

transformation for P1. Given δk
i,b = pk

i,b
µk

i,b(Vm−Vi,b)

Bk log2(1+
pk

i,bhk
i,b

σ2 )

, then pk
i,b = σ2(2

µk
i,b(Vm−Vi,b)

δk
i,b Bk −1)
hk

i,b
. Simi-

larly, if we have δe
k,b =

Vm−Vi,b−µk
i,bVk

i,b

Be log2(1+
pe

k,bhe
k,b

σ2 )
, we obtain pe

k,b = σ2(2

Vm−Vi,b−µk
i,bVk

i,b
δe
k,b Be −1)
he

k,b
. Meanwhile,

we can replace constraint C6 with C9 and constraint C8 with C10 and C11. Consequently,
problem P1 can be transformed into problem P2.

P2 : min
a,VI ,VK ,δI ,δK ,µ

∑B
b=1 h(a, VI , VK, δI , δK, µ)

C9 : am
VmCm

f e
k,b

+ (1− am)max{Vi,bCm

f l
i

,

δk
i,b +

µk
i,bVk

i,bCm

f l
k

, δk
i,b + δe

k,b +
(Vm−Vi,b−µk

i,bVk
i,b)Cm

f e
k,b

} ≤ T

C10 : 0 ≤ δk
i,b ≤

µk
i,b(Vm−Vi,b)

Bk log2(1+
pmaxhk

i,b
σ2 )

C11 : 0 ≤ δe
k,t ≤

Vm−Vi,b−µk
i,bVk

i,b

Be log2(1+
pmaxhe

k,b
σ2 )

C2, C3, C4, C5, C7,

(19)

where the objective function h can be represented by:

h = ∑
m∈M

∑
i∈Nm(b)

∑
k∈K

am pwait VmCm

f e
k,b

+ (1− am)(κ f l
i

2
CmVi,b + κµk

i,b f l
k

2
CmVk

i,b

+
σ2(2

µk
i,b(Vm−Vi,b)

δk
i,b Bk − 1)
hk

i,b
δk

i,b +
σ2(2

Vm−Vi,b−µk
i,bVk

i,b
δe
k,b Be − 1)
he

k,t
δe

k,b

+ pwait (Vm −Vi,b − µk
i,bVk

i,b)Cm

f e
k,b

).

(20)

P2 is an integer-mixed non-convex joint optimization problem. To address this prob-
lem, we propose a new algorithm Joint Multiple Decision Optimization Algorithm (JM-
DOA), which is based on iterative block coordinate descent and convex optimization
technologies. Specifically, we decompose P2 into two subproblems to minimize energy
consumption. The first subproblem involves jointly optimizing computing and communi-
cation using a predefined caching strategy. The second subproblem focuses on optimizing
the caching strategy based on the solution obtained from the first subproblem.

4.1. User Association, Task Partition and Transmission Power Optimization.

In this part, we focus on enhancing computing and communication efficiency by
utilizing a specific caching strategy. To achieve this, we aim to optimize the user association,
task partitioning and transmission power in a coordinated manner. Firstly, we set the initial
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caching policy as a = a0. By doing so, constraint C9 can be transformed into C12 and we
derive the subproblem P3 by incorporating the initial cache policy into problem P2:

P3 : min
VI ,VK ,δI ,δK ,µ

∑B
b=1 f (VI , VK, δI , δK, µ)

s.t. C12 : a0
m

VmCm

f edge
k,b

+ (1− a0
m)max{Vi,bCm

f local
i

,

δk
i,b +

µk
i,bVk

i,bCm

f local
k

, δk
i,b + δe

k,b +
(Vm−Vi,b−µk

i,bVk
b,t)Cm

f edge
k,b

} ≤ T

C2, C3, C7, C10, C11.

(21)

P3 is a non-convex problem due to the presence of second-order terms involving the
multiplication of variables x and y in both the objective function and multiple constraints.
To address this issue, we adopt the Reformulation–Linearization Technique (RLT) [39],
which allows us to linearize second-order terms and eliminate all quadratic terms. We
present the solution of VI , δI , δK, γ, β in Appendix A.

After obtaining the solution VI , δI , δK, γ, β, the suboptimal solution of problem P3 is
obtained. However, it is important to note that µ represents the solution obtained after
relaxation, where the solution vector contains continuous values ranging from 0 to 1.
In reality, user association is represented by a binary vector. Therefore, we need a method
to convert the relaxed values into binary variables while aiming to approach the optimal
solution. Here is the specific procedure for this conversion: if the value of µk

i,b is less than
0.3, we set µk

i,b to 0. If the value is larger than 0.7, we set µk
i,b to 1. Otherwise, we sort the

values in descending order. This conversion process helps align the relaxed solution with
the optimal solution to the greatest extent possible.

4.2. Optimization of Caching Strategy

With the initial cache policy denoted as a = a0, we obtain the jointly optimized
scheme VI , VK, δI , δK, µ. By incorporating these results into problem P2, we can derive a
new optimized caching policy. Consequently, the energy consumption can be expressed as:

g(a) = ∑
m∈M

∑
i∈Nm(b)

amEcache
i,b + (1− am)Euncache

i,b . (22)

The energy consumption of B time slots can be expressed as:

P5 : min
a

∑B
b=1 g(a)

s.t. C17 : am
VmCm

f e
k,b

+ (1− am)

max{V0
i,bCm

f l
i

, δk,0
i,b +

µk,0
i,b Vk,0

i,b Cm

f l
k

, δk,0
i,b + δe,0

k,b

+
(Vm−V0

i,b−µk,0
i,b Vk,0

i,b )Cm

f e
k,b

} ≤ T

C4, C5.

(23)

The question P5 is an integer-programming problem with binary variables. By utilizing
the exhaustive method, we can enumerate all possible caching strategies, amounting to a
total of 2 to the power of M possibilities. This approach has a time complexity of O(2M).
For small values of M, the time complexity falls within an acceptable range. However,
as M gradually increases, the computational cost becomes excessively high, rendering
it unsuitable for scenarios involving a large number of tasks. To address this limitation
and accommodate general situations, we employ a method based on convex optimization
to solve the problem. As a is a discrete variable, P5 cannot be regarded as a convex
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optimization problem; thus, we relax the vector a as 0 ≤ a ≤ 1; then, P5 can be converted
into P6:

P6 : min
a

∑P
t=1 g

′
(a)

s.t. C18 : 0 ≤ a ≤ 1

C5, C17.

(24)

It is obvious that P6 is a convex optimization problem, which can be solved by the
conventional convex optimization method.

4.3. Design and Implementation of Global Algorithm

Based on the analysis provided, we present a comprehensive overview of the global
algorithm as shown in Algorithm 1. Our primary focus is on problem P1, which involves
a combination of discrete and continuous variables. Both the problem and its constraints
feature second-order terms of the form x · y. Notably, P1 is a non-convex NP-hard problem
that incorporates integer-mixed elements. To tackle this complexity, we approach the
discrete variables µ and a based on their inherent properties. By relaxing the variable µ, we
transform P1 into a new problem denoted as P2. This conversion allows us to effectively
handle the aforementioned challenges and enhance the overall solution. Next, we propose
an alternative iterative algorithm to address the optimization problem P2 in this study.
Our algorithm combines block coordinate descent and convex optimization techniques
and decomposes P2 into two subproblems, namely P3 and P5. The first subproblem,
P3, focuses on optimizing user association, task partition and transmission power while
considering a given caching strategy a. To efficiently solve P3, we employ the Reformulation–
Linearization Technique (RLT) to eliminate all quadratic terms and then solve the resulting
problem using the SLSQP method. The second subproblem, P5, aims to optimize the
caching strategy using the variables obtained from the solution of the first subproblem. P5
is solved directly by relaxing the constraints on a. We iteratively solve P3 and P5 until the
growth of energy consumption falls below a certain threshold denoted as ε. This iterative
process ensures the convergence of the algorithm. Both P3 and P5 are convex optimization
problems and can be regarded as multi-convex problems, as confirmed in Reference [40].
The overall process is illustrated in Figure 4.

Algorithm 1 JMDOA algorithm for solving global problem

Initialization: Caching strategy a = a(0); Aiming function f = 0; Execution times
x = 0

1: repeat
2: solve problem P4
3: obtain V(x)

I , V(x)
K , p(x)

I , p(x)
K , µ(x)

4: f x ← solve problem P6 for given V(x)
I , V(x)

K , p(x)
I , p(x)

K , µ(x)

5: compute ax

6: x=x+1
7: until f x − f x+1 < ε

return f ,a, VI , VK, pI , pK, µ
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Figure 4. Process of problem transformation and solving.

It is worth noting that the caching strategy obtained via P6 is represented as a con-
tinuous vector, but it actually functions as a binary (0-1) integer variable. Therefore, we
need to discretize the continuous variable am. The discretization process for the caching
policy follows the same approach as variable µ. If the caching strategy value is greater than
0.7, we set am to 1; if the value is less than 0.3, am is set to 0. For values between 0.3 and
0.7, they are sorted in ascending order and stored based on the available storage space.
Our discretization method is determined through experimental testing. Although different
schemes have been proposed by researchers for discretizing continuous variables, there
is currently no unified approach. Consequently, the precision of our method may not be
optimal, but experimental results demonstrate its effective performance and efficiency.

4.4. Initialization of Caching Strategy

The initialization of a caching strategy greatly impacts the time complexity. By em-
ploying a suitable initialization method, the number of iterations and time required can be
minimized. In this study, we propose a weight-based caching method. To implement this
method, we introduce a utility function:

f (m) = w1λ(sm) + w2λ(pm) + w3λ(cm), (25)

where sm represents the size of the task m, pm denotes the popularity and cm denotes the
complexity of the task. w1,w2 and w3 are the weight of three factors above, respectively,
which can be obtained via the principal component analysis [41] and w1 + w2 + w3 = 1.
Since the three factors have varying magnitudes, we normalize them using the max-min
normalization method:

λ(x) =
x− Xmin

Xmax − Xmin
, (26)

where x represents the original value of a current attribute, X represents the set of attributes
that require normalization. Xmin and Xmax denote the minimum and maximum values
within the set of attributes X that require normalization. For instance, we measure task
popularity during the total execution times of B slots, which can be represented as ∑B

b=1 |
Nm(b) |. Then, the set of popularities is X = {∑B

b=1 | N1(b) |, ∑B
b=1 | N2(b) |, . . . , ∑B

b=1 |
Nm(b) |}. By applying a normalization process, we can derive the normalized value
λ(pm). Next, after calculating the revenue function for each task, we sort the resulting
set S = f (1), f (2), ... f (m) in descending order. Subsequently, we cache the first n values
based on the available storage space, leading to the determination of the initial caching
strategy a(0)m .

5. Simulation Results

This section presents the design of the simulation environment for the D2D-assisted
and caching-enhanced MEC system, along with the verification of our proposed JMDOA
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algorithm through simulation. Unless specified otherwise, all parameters adhere to the
defined values. The system under consideration consists of 16 mobile devices and an edge
server, where half of the mobile devices are unable to establish a connection with the edge
server. The task list comprises 10 tasks, denoted as M = 10, N = 16. The CPU frequency
of each device i and device k is randomly distributed as f l

i ∼ random[0.6, 0.8] GHz and
f l
k ∼ random[0.8, 1] GHz, respectively. Meanwhile, the CPU frequency of the edge server

is set at f e
k,t = 2 GHz. The computation task involves input data with a size ranging

from Vm ∼ random[800, 1000] Mbytes. Executing one-bit data requires a varying number
of cycles, denoted as Cm within the range of [800, 1000]. The caching space of the edge
server is represented by D = 106 bits and the effective switched capacitance is κ = 10−26.
Regarding the communication model, the bandwidth between local devices and helper
devices is assumed to be Bk = 2 Mbps, while the bandwidth between helper devices
and the edge is set as Be = 5 Mbps. The noise power is defined as σ2 = 10−9. Each
mobile device has a maximum transmission power of pmax = 1.2 W and an idle power
consumption of pwait = 0.1 W. The channel power gain from local devices to helper devices
is modelled as hk

i,t ∼ (3, 5) ∗ 10−7 and he
k,t ∼ (6, 8) ∗ 10−7 from helper devices to the edge.

To ensure reliable results, we conducted 100 simulations and calculated the average values.
The simulations are performed on a standard PC with a CPU speed of 2 ∗ 2.88 GHz, 8 G of
memory, using Python and Pyopt [38] for convex optimization. Additionally, the time slot
is set to T = 10 s.

5.1. Effect of JMDOA

In this simulation, we verify the effect of our proposed JMDOA compared with the
other three comparison schemes from time cost and energy consumption.

Greedy Algorithm (GA): This approach involves updating the caching strategy based
on the current optimal value and obtaining results through an iterative solution.

Exhaustive Algorithm (EA): To achieve the optimal solution, we systematically enu-
merate all possible values of a. Despite the time-intensive nature of this algorithm, it
consistently delivers optimal results that serve as valuable references.

Preconditioned Sequential Quadratic Programming (PSQP): This algorithm is a
highly efficient algorithm known as the sequential quadratic programming method with a
BFGS variable metric update. It is widely recognized for its effectiveness in problem-solving.
Our main objective is to apply this algorithm to address problem P3 in a comparative ex-
periment.

Figures 5 and 6 demonstrate the effectiveness of our proposed JMDOA algorithm
in reducing both energy consumption and execution time. In comparison to the efficient
PSQP algorithm, JMDOA exhibits superior performance. While PSQP is well suited for
convex optimization problems, the problem at hand involves a combination of integer and
mixed variables, making it non-convex and NP-hard. JMDOA, designed to handle such
complex problems, provides a more efficient solution. Although our algorithm slightly
trails the EA in terms of energy consumption, the difference is minimal. However, the EA
incurs significantly increased execution time as it systematically enumerates all possible
values, which can be extremely time-consuming. In contrast, JMDOA utilizes a more
efficient optimization approach, striking a better balance between energy consumption
and execution time. Additionally, JMDOA outperforms the GA in initializing the caching
strategy, leading to improved performance in both energy conservation and time efficiency.
Efficient caching significantly reduces the time and energy required for data retrieval,
contributing to overall performance improvement. These results validate the effectiveness
of JMDOA in optimizing resource allocation in D2D-assisted mobile-edge-computing
systems.
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Figure 5. Effect of JMDOA on Energy Consumption.

Figure 6. Effect of JMDOA on Excution Time.

5.2. Effect of Joint Resource Allocation

In this simulation, we evaluate the performance of the joint resource-allocation strategy
with edge caching, where we give the contrasting tests as follows:

All helper device execution (AH): All tasks not stored in cache are delegated to helper
devices for execution.

All edge server execution (AE): All tasks are offloaded to the edge server by the
helper devices and computing resources are average allocated to each task.

Joint execution (LHE): The task is divided into three parts, with each part being exe-
cuted in a different location. One-third of the task is executed locally, one-third is executed
at the mapping helper device and the remaining part is offloaded to the edge server.

The result in Figure 7 confirms the effectiveness of JMDOA in joint optimizing re-
sources in terms of energy consumption. From Figure 7a, we observe when the average
cycle for executing one bit is small, the energy consumption difference among the four
algorithms is minimal. However, as the average cycle increases, AH exhibits the highest
energy consumption, while JMDOA consistently has the lowest. This discrepancy can be
attributed to the fact that the energy consumption of helper devices primarily depends
on their computing ability, whereas the energy consumption of the edge server relies on
its communication ability. With a small average cycle for executing one bit, the energy
consumption of computing on the helper device and offloading to the edge server may be
similar. Nevertheless, as the average cycle for executing one bit increases, the computing
ability decreases, leading to lower energy consumption for JMDOA.
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Figure 7. Effect of Joint Resource Allocation with the change of frequency and task size.

In Figure 7b, AE incurs the highest energy consumption, followed by LHE with
relatively lower energy consumption and JMDOA has the lowest energy cost. When
tasks are offloaded to the edge server, they are first offloaded to the helper devices. This
implies that edge caching can accommodate more tasks for caching when the task size
is small. The energy consumption gap between AH and AE gradually increases because
the communication energy consumption for tasks that are not cached is higher than the
computation energy consumption of the helper device. While LHE is somewhat inefficient
in resource utilization. On the other hand, the joint resource allocation approach performs
well in both scenarios, as it effectively balances computing and communication resources
to make optimal choices.

5.3. Effect of Task Caching

In this simulation, we verify the effect of edge caching and demonstrate the superior
performance of JMDOA’s caching strategy. To achieve this, we conduct three contrast-
ing tests.

Random caching (RC): The initial caching strategy is given randomly.
No caching (NC): All tasks are not cached in the edge server, i.e., a = {0, 0, . . . , 0}.
Size base caching (SC): The initial caching strategy is determined by the task size.

Tasks are cached in ascending order until the cache space limit is reached.
Figure 8 illustrates the energy consumption for different caching strategies, considering

task sizes ranging from 600 KB to 1500 KB and average cycles for executing one bit varying
from 400 to 1300. It is evident that caching tasks result in lower energy consumption
compared to non-caching tasks, highlighting the significance of edge caching.

Figure 8. Effect of Task Caching with the change of frequency and task size.



Electronics 2023, 12, 3249 18 of 21

Among the strategies evaluated, the NC strategy exhibits the least efficient perfor-
mance due to its lack of task caching at the edge server, necessitating task offloading for
execution. Conversely, the SC strategy, which considers the size of edge caching, outper-
forms the RC strategy by strategically caching tasks based on their size. Our proposed
JMDOA achieves the lowest energy consumption. This approach not only takes into ac-
count factors influencing edge caching but also optimizes user association, task partitioning
and transmission power in response to the actual situation.

The disparity in energy-consumption speed between Figure 8a,b can be attributed
to the task size. When the task size is small, a larger number of tasks is cached in the
edge server, resulting in slower energy consumption. However, as the task size increases,
the number of cached tasks decreases, leading to a significant rise in energy consumption.
Notably, as shown in Figure 8a, the computing ability has a minimal impact on task caching,
further emphasizing the importance of task size in energy consumption.

6. Conclusions

To enhance resource utilization and reduce offload time in the mobile-edge-computing
(MEC) system, particularly for devices that cannot directly connect to the MEC server,
this paper introduces a novel system that integrates device-to-device (D2D) assistance
and caching techniques. The primary objective of this system is to minimize energy con-
sumption while improving task execution and offloading efficiency. By jointly optimizing
computation, communication and caching, we formulate the problem as an integer-mixed
non-convex problem. To address this challenge, we propose a Joint Multiple Decision
Optimization Algorithm (JMDOA). Leveraging block coordinate descent and convex op-
timization techniques, the JMDOA algorithm provides an efficient and effective solution
approach. The experimental results highlight the superior performance of the JMDOA
algorithm. Compared to single caching strategies or resource allocation methods, our
proposed method achieves lower energy consumption and significant energy savings with
minimal time cost. In future research, we plan to conduct experiments involving power
measurements on physical devices to validate the practical implementation of our system.
Additionally, we will prioritize ensuring the privacy of the transmission process.
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Appendix A

We introduce βk
i,b=µk

i,bVk
i,b, where 0 ≤ µk

i,b ≤ 1, 0 ≤ Vk
i,b ≤ Vm, and then the constraint

factor product can be obtained:

{[µk
i,b − 0] · [Vk

i,b − 0]}LS

{[1− µk
i,b] · [V

k
i,b − 0]}LS

{[µk
i,b − 0] · [Vm −Vk

i,b]}LS

{[1− µk
i,b] · [Vm −Vk

i,b]}LS

, m ∈ M, i ∈ Nm(b), k ∈ K, (A1)
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where {·}LS denotes the steps of the linearization step of βk
i,b=µk

i,bVk
i,b. Similarly, by intro-

ducing βk
i,b into Formula (23), we obtain the following expression:

βk
i,b ≥ 0

Vk
i,b − βk

i,b ≥ 0

µk
i,bVm − βk

i,b ≥ 0

Vm − µk
i,bVm −Vk

i,b + βk
i,b ≥ 0

,m ∈ M, i ∈ Nm(b), k ∈ K. (A2)

In the same way, denote γk
i,b = µk

i,b(Vm −Vi,b), where 0 ≤ µk
i,b ≤ 1, 0 ≤ Vi,b ≤ Vm; then,

the constraint can be obtained as follows:

γk
i,b ≥ 0

Vi,b − γk
i,b ≥ 0

µk
i,bVm − γk

i,b ≥ 0

Vm − µk
i,bVm −Vi,b + γk

i,b ≥ 0

,m ∈ M, i ∈ Nm(b), k ∈ K. (A3)

After substituting βk
i,b and γk

i,b to the objective function and constraints in P3, P3 can
be transferred to P4 as:

P4 : min
VI ,δI ,δK ,β,γ

∑B
b=1 f

′
(VI , δI , δK, β, γ)

s.t. C13 : 0 ≤ Vm −Vi,b − βk
i,b

C14 : 0 ≤ δk
i,b ≤

γk
i,b

Bk log2(1+
pmaxhk

i,b
σ2 )

C15 : 0 ≤ δe
k,b ≤

Vm−Vi,b−βk
i,b

Bk log2(1+
pmaxhe

k,b
σ2 )

C16 : a0
i

VmCm
f e
k,b

+ (1− a0
m)max{Vi,bCm

f l
i

,

δk
i,b +

βk
i,bCm

f l
k

, δk
i,b + δe

k,b +
(Vm−Vi,b−βk

i,b)Cm

f e
k,b

} ≤ T

C17 : (23)
C18 : (24),

(A4)

where the function f
′

is denoted by:

f
′
= min

VI ,δI ,δK ,β,γ
∑

m∈M
∑

i∈Nm(b)
∑

k∈K
a0

m pwait VmCm

f e
k,b

+ (1− a0
m)(κ f l

i
2
CmVi,b + κβk

i,b f l
k

2
Cm

+
σ2(2

γk
i,b

δk
i,b Bk − 1)
hk

i,b
δk

i,b +
σ2(2

Vm−Vi,b−βk
i,b

δe
k,b Be − 1)
he

k,b
δe

k,b

+ pwait (Vm −Vi,b − βk
i,b)Cm

f e
k,b

).

(A5)

The function f (x) , A(2
B
x − 1) is a monotonically increasing convex function for

x > 0 and B > 0. Its perspective function f (x) , A(2
B
x − 1)x is also convex. Therefore,
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the objective function and all constraints in problem P4 are convex, making it a convex
optimization problem. To solve this problem, we can employ convex optimization methods,
such as the Lagrange Method or Interior Point Method, as outlined in [42]. In this case, we
will utilize the Sequential Least-Square Quadratic Programming (SLSQP) method due to
its superlinear speed in finding the solution. The solution of SLSQP is achieved through
the following steps: Firstly, the nonlinear constraint problem is transformed using the
Taylor formula, expanding the function of P4 at the iterative point. This transformation
yields a quadratic programming problem. The algorithm employs a quasi-Newton Hessian
approximation with a BFGS update of the B-matrix and an L1-test function in the line search
algorithm. To validate the accuracy of the results, the Python tool package pyOpt [43]
is utilized.
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