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A B S T R A C T

Recently, deep learning (DL) technology has been widely used in correspondence matching. The
learning-based models are usually trained on benign image pairs with partial overlaps. Since DL
model is usually data-dependent, non-overlapping images may be used as poison samples to
fool the model and produce false registrations. In this study, we propose an outlier elimination-
based assessment method (OEAM) to assess the registrations of learning-based correspondence
matching method on partially overlapping and non-overlapping images. OEAM first eliminates
outliers based on spatial paradox. Then OEAM implements registration assessment in two
streams using the obtained core correspondence set. If the cardinality of the core set is sufficiently
small, the input registration is assessed as a low-quality registration. Otherwise, it is assessed
to be of high quality, and OEAM improves its registration performance using the core set.
OEAM is a post-processing technique imposed on learning-based method. The comparison
experiments are implemented on outdoor (YFCC100M) and indoor (SUN3D) datasets using four
deep learning-based methods. The experimental results on registrations of partially overlapping
images show that OEAM can reliably infer low-quality registrations and improve performance
on high-quality registrations. The experiments on registrations of non-overlapping images
demonstrate that learning-based methods are vulnerable to poisoning attacks launched by non-
overlapping images, and OEAM is robust against poisoning attacks crafted by non-overlapping
images.

1. Introduction
Correspondence matching, which aims to find the true matches from initial correspondences contaminated by

numerous false matches (also called mismatches), is a fundamental problem in computer vision and pattern recognition
[1, 2]. It has been widely used in many computer vision tasks, such as image registration [3, 4], geometry baseline
estimation [5], structure understanding and motion estimation [6, 7, 8], and point cloud registration [9, 10].

In recent years, learning-based approaches have been proposed for correspondence matching, such as learning
to find good correspondences (LFGC) [11], order-aware network (OANet) [12], SuperGlue [13], and local feature
matching with Transformers (LoFTR) [14]. Traditionally, deep learning (DL) models are trained on benign image pairs
with partial overlaps [11, 12, 13, 14]. The study on the model response of non-overlapping image pairs is insufficient. In
addition, learning-based methods usually depend on hardware. The method application on a handheld device may have
to submit its request to an artificial intelligence (AI) service system. As a servo system, the learning-based model should
respond to various inputs, such as non-rigid in vivo images [15], object instances of a common category [16], and non-
overlapping images. For two non-overlapping images, most of the matches between them are false inliers. However,
many learning-based methods usually incorrectly output inliers. To show the vulnerability of the learning-based method
on non-overlapping images, we build non-overlapping image pairs on YFCC100M [17] for demonstration. The non-
overlapping image pair (𝐼0, 𝐼1) for registration is built using images on four subsets buckingham, notre, reichstag,
and sacre coeur, denoted as (𝑋0, 𝑋1, 𝑋2, 𝑋3), where 𝐼0 ∈ 𝑋𝑖, 𝐼1 ∈ 𝑋𝑗 , 𝑖 ≠ 𝑗, 𝑖, 𝑗 = 0, 1, 2, 3. We run OANet to
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show the demonstration (Fig. 1). Fig. 1a shows that OANet usually unreasonably produces a great number of inliers
on non-overlapping image pairs. It seems that non-overlapping images can be used as poison samples to fool OANet
and produce false registration. Learning-based methods may be vulnerable to poisoning attacks. Furthermore, the
experiment results on mean average precision (mAP) in [12] show that OANet sometimes outputs false matches on
registrations of benign samples with partial overlaps. It shows that performance assessment of learning-based methods
on benign and poison samples is necessary for AI applications.
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Fig. 1: The inlier number histograms of non-overlapping images on the YFCC100M dataset: (a) OANet, (b) OA-OEAM.

In recent decades, various robust methods have been proposed to explore inliers from contaminated mismatches.
Generally, correspondence matching methods can be roughly categorized into three classes: (1) RANSAC-based
methods, (2) outlier elimination-based methods, and (3) learning-based methods. RANSAC-based methods usually
launch contributions in three streams: sampling strategy [18], model verification [19], and termination criterion [20].
There are also some studies that integrate several technologies to improve RANSAC, such as graph-cut RANSAC
[21] and VSAC [22]. RANSAC-based methods are typically implemented using a loop structure [21]. They usually
reach the maximum iteration count on non-overlapping image registration and consequently are inefficient against
the poisoning attacks. Because the topology property of the neighborhood is useful for data refinement [23], several
studies have attempted to eliminate outliers for correspondence matching. Although sampling strategy-based RANSAC
methods aim to find reliable points, many of them use descriptor distance to improve the hit rate of inliers for
sampling. For outlier elimination methods, they usually employ spatial clustering [24] or neighborhood coherence
[25, 26] techniques to explore inliers rather than use a fitting model to check inliers. Outlier elimination-based methods
usually show superiority in time efficiency and can be used for multi-structure geometry models [25]. The learning-
based correspondence matching methods can be roughly summarized into two categories: detector-based methods and
detector-free methods. The detector-based correspondence matching methods [12, 13] usually detect local features
to produce initial matches. In contrast, the detector-free methods [14] remove the feature detector phase and directly
produce dense descriptors or dense feature matches. For learning-based methods, transferring their models between
two different datasets is usually unsuitable. In addition, they may be vulnerable to poisoning attacks.

In this study, we propose an outlier elimination-based assessment method (OEAM) to assess deep learning-based
registration methods. The assessment contains two tasks. One is to reject low-quality image registrations that bring
significant model errors. The other is to improve performance on accepted registrations with high quality. We apply
OEAM on OANet, and the results on the poison samples are shown as OA-OEAM in Fig. 1b. OEAM is efficient against
poisoning attacks initiated by non-overlapping images. In Fig. 1b, OA-OEAM rejects 92.35% poison samples since
the resulting inlier numbers are less than 16. OEAM is advantageous for identifying false registrations.

OEAM is a post-processing technique imposed on learning-based methods. It takes correspondences generated by
learning-based methods as input. OEAM contains two modules, i.e., mismatch detection and registration assessment.
The procedure of mismatch detection is implemented in four steps. For a pair of images with putative correspondences,
the image scale is first adjusted using the coordinates of the putative correspondences, so that the two images are
registered on the same scale. Second, we construct an image pyramid to eliminate “one-to-many” mismatches. After
that, OEAM uses the outer neighborhood of keypoints to generate feature descriptors and detect mismatches, in which
the pixels in the outer neighborhood belong to the ring region next to the local circular neighborhood of the keypoints.
Finally, OEAM detects spatially intersected mismatches. After eliminating mismatches in the detection module, a core
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correspondence set is obtained. The module of the assessment is implemented in two streams. If the cardinality of the
core set is sufficiently small, the input registration is inferred as a low-quality registration. Otherwise, it is considered
to be of high quality. For accepted high-quality registration, OEAM uses the core set to improve the inlier precision
and model accuracy. The main contributions of this article are summarized as follows.

(1) We study poisoning attacks on learning-based correspondence matching methods. Learning-based methods are
usually trained on samples composed of partially overlapping images. Non-overlapping images can be used as poison
samples to fool DL models and produce false registrations. Learning-based methods are vulnerable to poisoning attacks.
Poisoning attacks may be a potential application deficiency for learning-based correspondence matching methods.

(2) We propose OEAM to assess learning-based correspondence matching method. OEAM produces the core set
based on outlier elimination to infer low-quality registration and improve performance on high-quality registration.

(3) We implement comparison experiments on registrations of benign samples with partial overlaps and poison
samples without overlap. For registrations of benign samples, OEAM can reliably infer low-quality registrations
and improve performance on high-quality registrations. For registrations of poison samples, OEAM is robust against
poisoning attacks crafted by non-overlapping images.

The rest of this article is organized as follows. Related works are introduced in Section 2. Section 3 provides our
proposed method. The comparison experiments are presented in Section 4. Finally, conclusions are summarized in
Section 5.

2. Related works
2.1. RANSAC-based methods

RANSAC method is typically implemented using a hypothesize-and-test framework [21]. First, it randomly selects
the minimal set (MS) of the input matches and fits the model. Subsequently, the input matches are classified into
inliers (i.e., matches that fit the model) and outliers (i.e., matches that cannot fit the model) using a tolerance error, and
a consensus set (CS) composed of inliers is produced. The two aforementioned steps are repeated until the selected
MS only contains true inliers.

RANSAC-based methods usually launch contributions in three streams: sampling strategy [18], model verification
[19], and termination criterion [20]. In [18], a feature-matching score was used to sample the MS for model fitting.
To accelerate model verification, Chum and Matas [19] added a preliminary test module to reject a massive model
with limited support. Because the termination criterion of the conventional RANSAC method, which is perturbed by
observation noise, may cause the iterations to terminate before a sound hypothesis is found, İmre and Hilton [20]
developed a top-𝑛 criterion based on the order statistics of RANSAC to ensure accurate results. In addition, some
studies have attempted to integrate several technologies to improve RANSAC, such as VSAC [22]. RANSAC-based
methods usually take advantage of geometric constraints. However, they may be inefficient in processing excessive
correspondences with a low inlier ratio [27].

2.2. Outlier elimination methods
Outlier elimination is demonstrated to be an efficient technology for data reduction and correspondence matching

in many studies. Cai et al. [23] combined nearest neighbor distance and influence space to describe the possibility of
outliers. Ren et al. [24] designed a spatial clustering method to eliminate outliers for aerial image registration. Since true
correspondences typically have more similar neighbors than false correspondences, Bian et al. [28] proposed grid-based
motion statistics (GMS) to count the number of similar neighbors for correspondence matching. Ma et al. [25] proposed
locality preserving matching (LPM) to investigate potential true matches using the local neighborhood structures.
In [26], affine transformation-based local consistency is employed for outlier filtering. Based on the neighborhood
distribution of the feature points, global deformation is estimated to eliminate mismatches in [29]. For two-view
geometry analysis, neighborhood coherence is often used to detect outliers. The outlier elimination-based method is
usually time-efficient. In this study, we attempt to explore the spatial paradox of the matches to assess learning-based
correspondence matching methods.

2.3. Learning-based correspondence matching
In recent years, learning-based approaches have been proposed for correspondence matching. The learning-based

correspondence matching methods can roughly be summarized into two categories: detector-based methods and
detector-free methods. The detector-based correspondence matching methods usually detect local features [30, 31, 32]
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to produce initial matches. Taking the scale-invariant feature transform (SIFT) correspondence [30] composed of two
two-dimensional (2D) points as input, LFGC [11] designed a 12-layer residual network (ResNet) using weight-sharing
perceptron and context normalization for correspondence classification. Zhang et al. [12] proposed OANet to infer the
probabilities of SIFT correspondences as inliers and regress the relative pose encoded by an essential matrix. In [33],
the authors designed an attention mechanism-based network with SIFT initial matches for two-view correspondence
matching. In [34], a classical learning method for correspondence matching is designed using weighted support vector
regression with a quadratic insensitive loss. The method uses rotation-invariant shape context descriptor [31] to produce
initial correspondences. Moreover, some studies have designed graph neural networks for correspondence matching,
such as SuperGlue [13] and sparse graph attention network [35]. SuperGlue uses SuperPoint [32] to produce initial
correspondences. Combining ResNet block, edge-sparsified graph attention block, and Transformer, Liao et al. [35]
proposed a sparse graph attention network for feature matching tasks. Yang et al. [36] proposed dynamic attention-based
detector and descriptor using derivable loss for image registration. Zhao et al. [37] developed a light-weight network
termed the seed matching and filtering network to obtain sufficient high-quality correspondences.

The detector-free methods remove the feature detector phase and directly produce dense descriptors or dense feature
matches. Rocco et al. [38] designed a neighborhood consensus network to directly learn the dense correspondences in
an end-to-end manner. In [14], the self and cross attention layers involved in Transformer are designed to obtain feature
descriptors for correspondence matching. Although learning-based methods sound efficient on experimental datasets,
the experiments in [11, 12] show that DL models may produce mismatches inevitably. In particular, DL models are
trained on partially overlapping image pairs. Since the models are usually data-dependent, non-overlapping images
may be used as poison samples to fool DL models and produce false registrations.

3. Proposed method
Since learning-based correspondence matching methods may produce false registrations, we propose OEAM to

assess the learning-based methods. Our proposed OEAM contains two modules: (I) mismatch elimination, and (II)
registration assessment. The pipeline is shown in Fig. 2. The procedure of module (I) is implemented in four steps.
Since the input images may be registered at different scales (Fig. 2a), OEAM first adjusts one of the image sizes so
that the registration images stand at the same scale, as shown in Fig. 2b. Second, OEAM eliminates “one-to-many”
mismatches. In detail, OEAM downsamples the images to build pyramids. If two correspondences are “one-to-many”
matches, i.e., they have the same pixel coordinates on a layer of one pyramid but have different pixel coordinates
on the corresponding layer of the other pyramid, then there is at least one mismatch. Fig. 2c shows “one-to-many”
mismatches on different layers. Fig. 2d shows matches after “one-to-many” mismatch elimination. OEAM then detects
globally dissimilar correspondences, as shown in Fig. 2e. For two keypoints of a true match, their local and outer
neighborhoods are both expected to be similar, in which the pixels in the outer neighborhood belong to the ring region
next to the local neighborhood of the keypoint. If the outer neighborhoods of the matched keypoints are dissimilar,
the correspondence is detected as a mismatch. Finally, OEAM detects spatially intersected mismatches. In detail, we
force the keypoints in an image to rotate around the image center until the putative correspondences have a minimum
number of intersections. If one correspondence intersects with multiple others, it is inferred to be a mismatch (Fig.
2f). After eliminating mismatches in the detection module, a correspondence core set is obtained, as shown in Fig.
2g. Module (II) is implemented in two streams. If the cardinality of the resulting core set is sufficiently small, the
input registration is inferred to be of low quality (Fig. 2j(1)). Otherwise, it is considered to be of high quality. For
accepted registration, we first use the resulting core correspondences to fit a geometry model, as shown in Fig. 2h.
Subsequently, the initial correspondences are classified into inliers and outliers using the model and a tolerance error,
and a CS consisting of inliers is produced (Fig. 2i). Then, the output correspondences are the intersection of the CS and
putative correspondence set (Fig. 2j(2)), and the output registration model is fitted using the output correspondences
(Fig. 2j(3)). Fig. 2j shows the output of OEAM.

3.1. Mismatch detection
3.1.1. “One-to-many” mismatch detection

Let 𝐼0 and 𝐼1 be two images for registration. 𝐴 = {𝑎1, 𝑎2⋯ , 𝑎𝑁} is the set of initial matches between 𝐼0 and
𝐼1, where 𝑎𝑖 = (𝑥𝑖, 𝑥′𝑖) is the i-th match, 𝑥𝑖 = (𝑢0𝑖 , 𝑣

0
𝑖 ) ∈ 𝐼0 is the keypoint in 𝐼0, and 𝑥′𝑖 = (𝑢1𝑖 , 𝑣

1
𝑖 ) ∈ 𝐼1 is the

keypoint in 𝐼1. Let the putative correspondence produced by learning-based method be 𝑀 = {𝑐1, 𝑐2,⋯ , 𝑐𝐾} ⊆ 𝐴,
where 𝑐𝑖 = (𝑧𝑖, 𝑞𝑖) is the i-th match of 𝑀 , 𝑧𝑖 = (𝑥0𝑖 , 𝑦

0
𝑖 ) ∈ 𝐼0 is the keypoint in 𝐼0, 𝑞𝑖 = (𝑥1𝑖 , 𝑦

1
𝑖 ) ∈ 𝐼1 is the keypoint in
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Fig. 2: The flowchart of our proposed OEAM.

𝐼1. Before mismatch detection, the scale of 𝐼0 is adjusted using the 𝐾 correspondences in 𝑀 so that 𝐼0 and 𝐼1 are at
the same scale. The scale 𝑠 is estimated in Eq. (1).

𝑠 =

𝐾−1∑
𝑖=1

𝐾∑
𝑗=𝑖+1

√
(𝑥1𝑖 − 𝑥1𝑗 )2 + (𝑦1𝑖 − 𝑦1𝑗 )2

𝐾−1∑
𝑖=1

𝐾∑
𝑗=𝑖+1

√
(𝑥0𝑖 − 𝑥0𝑗 )2 + (𝑦0𝑖 − 𝑦0𝑗 )2

. (1)

Then, correspondences after scale adjustment are shown as �̃� = {𝑚1, 𝑚2,⋯ , 𝑚𝐾}, where 𝑚𝑖 = (𝑝𝑖, 𝑞𝑖), 𝑝𝑖 = 𝑠𝑧𝑖 =
(𝑠𝑥0𝑖 , 𝑠𝑦

0
𝑖 ).

Let the matches pyramid of �̃� be Φ =
𝑑𝑀−1⋃
𝑘=0

𝑀𝑘, where 𝑀𝑘 = {𝑚𝑘
1 , 𝑚

𝑘
2 ,⋯ , 𝑚𝑘

𝐾}, 𝑚𝑘
𝑖 = (𝑝𝑖∕2𝑘, 𝑞𝑖∕2𝑘). Fig. 3

shows the two pyramids on �̃� . The lines in Fig. 3 show mismatches between the pyramids. They have the same pixel
coordinates on a certain layer of one pyramids, but have different pixel coordinates on the corresponding layer of the
other pyramid. Let 𝑆1 = {𝑚𝑖 ∈ �̃�| ∥ [𝑝𝑖∕2𝑘] − [𝑝𝑗∕2𝑘] ∥∞> 1, [𝑞𝑖∕2𝑘] = [𝑞𝑗∕2𝑘]}, 𝑆2 = {𝑚𝑖 ∈ �̃�|[𝑝𝑖∕2𝑘] =
[𝑝𝑗∕2𝑘], ∥ [𝑞𝑖∕2𝑘] − [𝑞𝑗∕2𝑘] ∥∞> 1}, 𝑖, 𝑗 = 1, 2,⋯ , 𝐾 , 𝑘 = 0, 1,⋯ , 𝑑𝑀 − 1, [𝑥] is the least-integer function of 𝑥.
Then, 𝑚𝑖 is detected as a “one-to-many” mismatch if there exist 𝑗 and 𝑘 so that 𝑚𝑖 ∈ 𝑆, as shown in Eq. (2).

𝑆 = 𝑆1
⋃

𝑆2, (2)

3.1.2. Dissimilar mismatch detection
Let the resulting correspondences after “one-to-many” mismatch elimination be 𝑀𝑑 = �̃� − 𝑆, as shown in Fig.

2d. Generally, the local and outer neighborhoods of the two keypoints of a correspondence are both expected to be
similar. However, 𝑀𝑑 may contain mismatches involving dissimilar features in the outer neighborhood.

Let 𝑚 = (𝑃0, 𝑃1) be a correspondence in 𝑀𝑑 . Fig. 4 shows similarity-based mismatch detection. In Fig. 4, the
outer neighborhoods of 𝑃0 and 𝑃1 are denoted as 𝑂(𝑃0) and 𝑂(𝑃1), respectively. The white regions in Fig. 4 show
local neighborhoods. The colored areas show outer neighborhoods, which are divided into three ring regions dyed in
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Fig. 3: “One-to-many” mismatch detection based on multi-scale.

different colors. If 𝑚 is a true match, then there exists at least one ring region of 𝑃0 that is similar to one of 𝑃1, i.e.,
𝑂(𝑃0) and 𝑂(𝑃1) are similar to a certain extent.
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Fig. 4: Schematic diagram of mismatch detection based on the similarity of the outer neighborhoods.

To assess the similarity of 𝑂(𝑃0) and 𝑂(𝑃1), we build features in the outer neighborhoods. First, the outer
neighborhoods are discretely sampled in 𝑛 directions, and we obtain pixel segments, as shown 𝑙𝑗 and 𝑠𝑗 (𝑗 = 1, 2,⋯ , 3𝑛)
in Fig. 4. Let 𝑑𝑗 be the average deviation produced by the pixels on 𝑙𝑗 and 𝑃0, as shown in Eq. (3).

𝑑𝑗 =
1
𝐿𝑠

𝐿𝑠∑
𝑘=1

(𝑔𝑗𝑘 − 𝑔0)2, (3)

where 𝑔0 is the gray level of 𝑃0, 𝑔𝑗𝑘 is the gray level of the k-th pixel on 𝑙𝑗 , 𝐿𝑠 is the number of pixels on 𝑙𝑗 . Then,
features of the three ring regions of 𝑃0 are built as 𝐷𝑖 = (𝑑(𝑖−1)𝑛+1, 𝑑(𝑖−1)𝑛+2,⋯ , 𝑑𝑖𝑛), 𝑖 = 1, 2, 3. Similarly, we have 𝑑′𝑗
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on 𝑠𝑗 , as shown in Eq. (4).

𝑑′𝑗 =
1
𝐿𝑠

𝐿𝑠∑
𝑘=1

(𝑔′𝑗𝑘 − 𝑔1)2, (4)

where 𝑔1 is the gray level of 𝑃1, 𝑔′𝑗𝑘 is the gray level of the k-th pixel on 𝑠𝑗 . Take the rotation into account, the features of
𝑂(𝑃1) are built in 𝑛 directions, i.e., 𝑆𝑘

𝑖 = (𝑑′(𝑖−1)𝑛+𝑘,⋯ , 𝑑′(𝑖−1)𝑛+𝑛, 𝑑
′
(𝑖−1)𝑛+1,⋯ , 𝑑′(𝑖−1)𝑛+𝑘−1), 𝑖 = 1, 2, 3, 𝑘 = 1, 2,⋯ , 𝑛.

The Euclidean distance of the outer neighborhoods 𝑂(𝑃0) and 𝑂(𝑃1) is evaluated in Eq. (5), and the Chebyshev
distance is evaluated in Eq. (6).

𝑑𝑐 = min
𝑖,𝑗,𝑘

‖𝐷𝑖 − 𝑆𝑘
𝑗 ‖2. (5)

𝑑∞ = min
𝑖,𝑗,𝑘

‖𝐷𝑖 − 𝑆𝑘
𝑗 ‖∞. (6)

To offer immunity to light change, the match 𝑚 is detected as a mismatch if both the 𝑑𝑐 and 𝑑∞ are sufficiently large.
As shown in Eq. (7), the match 𝑚 ∈ 𝑀𝑒 is discriminated as a mismatch.

𝑀𝑒 = {𝑚|𝑚 ∈ 𝑀𝑑 , 𝑑𝑐 > 𝑇𝑐 , 𝑑∞∕𝑑𝑐 > 𝑇𝑠}, (7)

where 𝑇𝑐 and 𝑇𝑠 are two thresholds.

3.1.3. Intersected mismatch detection
Without loss of generality, let 𝐼0 and 𝐼1 be the left and right images for registration, respectively. If the translation

is the only pose change between 𝐼0 and 𝐼1, true matches between the two images are approximately parallel and
do not intersect each other. In this case, if a match intersects with multiple other matches, it may be a mismatch.
However, rotation is practically inevitable for intersected mismatch detection. To this end, we first force the keypoints
in 𝐼0 to rotate around the center of the image until the correspondences after rotation have the minimum number
of intersections. Second, we count the intersection number for each correspondence. For a given threshold 𝑇3, if a
correspondence has a number of intersections that is greater than 𝑇3, it is inferred to be a mismatch.

Let the matches after dissimilar detection be 𝑀𝑑𝑒 = 𝑀𝑑 − 𝑀𝑒 = {𝑚1, 𝑚2,⋯ , 𝑚𝐿}. Let the width and height of
the left image 𝐼0 be 𝑊 and 𝐻 , respectively. Then, the center coordinate of 𝐼0 is 𝑂 = (𝑥𝑜, 𝑦𝑜) = ([𝑊 ∕2], [𝐻∕2]). If
the coordinate of 𝑝𝑖 = (𝑠𝑥0𝑖 , 𝑠𝑦

0
𝑖 ) is rotated counterclockwise around the scaled coordinate of 𝑂 by 𝑘Δ𝜃 , its rotated

coordinate �̃�𝑖 = (�̃�𝑖, �̃�𝑖) is shown in Eq. (8).{
�̃�𝑖 = 𝑠𝑥𝑜 + 𝑟 cos(𝜃0 + 𝑘Δ𝜃)
�̃�𝑖 = 𝑠𝑦𝑜 + 𝑟 sin(𝜃0 + 𝑘Δ𝜃)

, (8)

where 𝑟 =
√

Δ2
𝑥 + Δ2

𝑦, Δ𝑥 = 𝑠(𝑥0𝑖 − 𝑥𝑜), Δ𝑦 = 𝑠(𝑦0𝑖 − 𝑦𝑜); 𝑘 = 0, 1,⋯ , 𝜋∕Δ𝜃; Δ𝜃 is the step width of the rotation; 𝜃0
is determined in Eq. (9).

𝜃0 =

{
arctan(Δ𝑦∕Δ𝑥), Δ𝑥 ≥ 0
𝜋 + arctan(Δ𝑦∕Δ𝑥), Δ𝑥 < 0

. (9)

Let the matches of 𝑀𝑑𝑒 after rotation be �̃�𝑑𝑒 = {�̃�1, �̃�2,⋯ , �̃�𝐿}, where �̃�𝑖 = (�̃�𝑖, 𝑞𝑖). In order to obtain the
rotation angle so that the putative correspondences have the minimum number of intersections, it is necessary to judge
the intersection between the matches �̃�𝑖 and �̃�𝑗 . First, the line equation 𝑙𝑖 of �̃�𝑖 is shown in Eq. (10).

𝑦 = 𝑘𝑖𝑥 + 𝑏𝑖, (10)

where 𝑘𝑖 = (𝑦1𝑖 − �̃�𝑖)∕(𝑥1𝑖 + 𝑠𝑊 − �̃�𝑖), 𝑏𝑖 = �̃�𝑖 − 𝑘𝑖�̃�𝑖. Let �̃�𝑗 = (�̃�𝑗 , 𝑞𝑗), �̃�𝑗 = (�̃�𝑗 , �̃�𝑗), 𝑞𝑗 = (𝑥1𝑗 , 𝑦
1
𝑗 ). Similarly, the line

equation 𝑙𝑗 of �̃�𝑗 is shown in Eq. (11).

𝑦 = 𝑘𝑗𝑥 + 𝑏𝑗 , (11)
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where 𝑘𝑗 = (𝑦1𝑗 − �̃�𝑗)∕(𝑥1𝑗 + 𝑠𝑊 − �̃�𝑗), 𝑏𝑗 = �̃�𝑗 − 𝑘𝑗 �̃�𝑗 . If 𝑙𝑖 and 𝑙𝑗 are intersected, the two ends of 𝑙𝑖 are respectively
located at the two sides of 𝑙𝑗 , meanwhile, the two ends of 𝑙𝑗 are respectively located at the two sides of 𝑙𝑖, i.e.,{

(𝑦1𝑗 − 𝑘𝑖(𝑥1𝑗 + 𝑠𝑊 ) − 𝑏𝑖)(�̃�𝑗 − 𝑘𝑖�̃�𝑗 − 𝑏𝑖) < 0
(𝑦1𝑖 − 𝑘𝑗(𝑥1𝑖 + 𝑠𝑊 ) − 𝑏𝑗)(�̃�𝑖 − 𝑘𝑗 �̃�𝑖 − 𝑏𝑗) < 0

. (12)

After the scaled image 𝐼0 is rotated to an optimal degree, the intersected mismatch set 𝑀𝑓 can be detected using
Eqs. (8)-(12). The intersected mismatch detection method is shown in Algorithm 1. Algorithm 1 first obtains an optimal
rotation parameter 𝑘0 with the minimum number of intersections, and then it explores intersected mismatches using
the resulting 𝑘0.

Algorithm 1 Intersected mismatch detection method.
Input: The width 𝑊 and height 𝐻 of image 𝐼0, matches set 𝑀𝑑𝑒, and parameters Δ𝜃 and 𝑇3
Output: Intersected mismatch set 𝑀𝑓

1: Initialization: Rotation parameter 𝑘0 = 0, intersection number 𝑛𝑐 = 106, �̃�𝑑𝑒 = ∅, 𝑀𝑓 = ∅
2: Obtain the center of 𝐼0: (𝑥𝑜, 𝑦𝑜) = ([𝑊 ∕2], [𝐻∕2])
3: for 𝑘 = 0, 1,⋯ , 𝜋∕Δ𝜃 do // Rotate the keypoints in scaled 𝐼0 around the center of it
4: 𝑛𝑑 = 0
5: for 𝑖 = 1 ∶ 𝐿 do // For 𝑚𝑖 = (𝑝𝑖, 𝑞𝑖) ∈ 𝑀𝑑𝑒
6: Obtain the rotation coordinate �̃�𝑖 using Eq. (8)
7: Obtain the line equation 𝑙𝑖 using Eq. (10)
8: for 𝑗 = 1 ∶ 𝐿, 𝑗 ≠ 𝑖 do
9: Obtain �̃�𝑗 using Eq. (8)

10: Obtain 𝑙𝑗 using Eq. (11)
11: if 𝑙𝑖 and 𝑙𝑗 satisfy Eq. (12) then
12: 𝑛𝑑 = 𝑛𝑑 + 1 // Count intersections on 𝑀𝑑𝑒
13: end if
14: end for
15: end for
16: if 𝑛𝑑 < 𝑛𝑐 then // Update the optimal rotation angle 𝑘0Δ𝜃
17: Update 𝑛𝑐 and 𝑘0: 𝑛𝑐 = 𝑛𝑑 , 𝑘0 = 𝑘
18: end if
19: end for
20: for 𝑖 = 1 ∶ 𝐿 do // Run over the matches set 𝑀𝑑𝑒 to obtain the rotated keypoint coordinates in scaled 𝐼0
21: Obtain �̃�𝑖 = (�̃�𝑖, 𝑞𝑖) using 𝑘 = 𝑘0 and Eq. (8)
22: �̃�𝑑𝑒 = �̃�𝑑𝑒 ∪ {�̃�𝑖}
23: end for
24: for 𝑖 = 1 ∶ 𝐿 do
25: for 𝑗 = 1 ∶ 𝐿, 𝑗 ≠ 𝑖 do
26: if �̃�𝑖 and �̃�𝑗 satisfy Eq. (12) for 𝑘 = 𝑘0 then // 𝑙𝑖 and 𝑙𝑗 are intersected
27: 𝑁𝑖 = 𝑁𝑖 + 1 // Count the intersection number of the i-th match
28: end if
29: end for
30: if 𝑁𝑖 > 𝑇3 then
31: 𝑀𝑓 = 𝑀𝑓 ∪ {𝑚𝑖} // 𝑚𝑖 is a mismatch
32: end if
33: end for

3.2. Registration assessment
After applying Algorithm 1 on 𝑀𝑑𝑒, the scaled core set �̃�𝑐 = 𝑀𝑑𝑒 − 𝑀𝑓 = {𝑚𝑘1 , 𝑚𝑘2 ,⋯ , 𝑚𝑘𝑁𝑚

} is obtained.
Correspondingly, let 𝑀𝑐 = {𝑐𝑘1 , 𝑐𝑘2 ,⋯ , 𝑐𝑘𝑁𝑚

} be the resulting core set, as shown in Fig. 2g. The registration
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assessment of OEAM involves two tasks. One is to reject low-quality registrations. The other is to improve performance
on accepted registrations.

Usually, a registration in low quality implies a high proportion of mismatches. If the size of the core set obtained
by OEAM is relatively small, the quality of its input registration is hardly high. In this study, if the number of matches
in the core set is less than a given threshold 𝑇𝑁 , i.e., 𝑁𝑚 < 𝑇𝑁 , the input registration is inferred to be of low quality.
Otherwise, OEAM accepts the registration to be of high quality and improves performance on the accepted registration.
In detail, the matches in the core set are first used to fit a registration model 𝐹 . Second, if 𝑎𝑖 ∈ 𝐴 satisfies Eq. (13) with
a given Sampson distance 𝜖𝑆 , which provides a first-order approximation of the reprojection error [39], 𝑎𝑖 is inferred
to be an inlier related to 𝐹 .

�̃�′𝑇𝑖 𝐹 �̃�𝑖
(𝐹 �̃�𝑖)21 + (𝐹 �̃�𝑖)22 + (𝐹 𝑇 �̃�′𝑖)

2
1 + (𝐹 𝑇 �̃�′𝑖)

2
2

≤ 𝜖𝑆 , (13)

where �̃�𝑖 and �̃�′𝑖 are homogeneous coordinates of 𝑥𝑖 and 𝑥′𝑖 with respect to 𝑎𝑖 = (𝑥𝑖, 𝑥′𝑖) ∈ 𝐴, 𝑖 = 1, 2,⋯ , 𝑁 ,
respectively; (𝐹 �̃�𝑖)1 and (𝐹 �̃�𝑖)2 are the first and second elements of 𝐹 �̃�𝑖, respectively; (𝐹 𝑇 �̃�′𝑖)1 and (𝐹 𝑇 �̃�′𝑖)2 are similar
notations. Let 𝐵 be the inlier set inferred by Eq. (13). Then, the output matches are the intersection of 𝐵 and input
correspondences 𝑀 , i.e., 𝑀𝑜 = 𝐵 ∩ 𝑀 . Finally, the output registration model 𝐹𝑜 is the fitting model of 𝑀𝑜. The
registration assessment is shown in Algorithm 2, which mainly contains two modules, i.e., assessments on low-quality
registrations and performance improvements on high-quality registrations.

Algorithm 2 Registration assessment method.
Input: Core set 𝑀𝑐 , initial correspondence set 𝐴, putative correspondence set 𝑀 , and parameters 𝑇𝑁 and 𝜀𝑆
Output: Correspondence set 𝑀𝑜 and registration model 𝐹𝑜

1: if 𝐶𝑎𝑟𝑑(𝑀𝑐) < 𝑇𝑁 then
2: The input registration is in low quality
3: end if
4: if 𝐶𝑎𝑟𝑑(𝑀𝑐) ≥ 𝑇𝑁 then
5: Fitting a model 𝐹 using 𝑀𝑐
6: Obtain the inlier set 𝐵 using Eq. (13) fed by 𝐴 and 𝜀𝑆
7: 𝑀𝑜 = 𝐵 ∩𝑀
8: Fitting the output model 𝐹𝑜 using 𝑀𝑜
9: end if

4. Experiments
In this section, we implement OEAM on four deep learning-based methods, i.e., LFGC [11], OANet [12],

SuperGlue [13], and LoFTR [14], to implement assessment experiments. To show the advantage of our proposed
method, RANSAC [40], VSAC [22], GMS [28], and LPM [25] are employed as benchmarks for comparison. The
experiments were run on a computer with an Intel Core i-3 4160 CPU and a GeForce GTX 1080 GPU. The deep
learning-based experiments were implemented in TensorFlow-GPU-1.12.0 and Pytorch1.1. Our method was compiled
using Microsoft Visual Studio 2015 Ultimate Edition (VS2015) equipped with the CUDA toolkit 8.0.

4.1. Experiment settings
4.1.1. Datasets and metrics

We conduct experiments on outdoor YFCC100M [17] and indoor SUN3D [41] datasets. Yahoo’s YFCC100M
dataset contains 100 million images from the internet. The authors generated 72 three-dimensional reconstructions of
tourist landmarks from a subset of the dataset. Following [12], four sequences, including buckingham, notre, reichstag,
and sacre coeur, are used as unknown scenes to test generalization ability. Every sequence contains 1000 image pairs
for testing. The SUN3D dataset is used to test image pairs for indoor scenes, which is an RGBD video dataset with
camera poses computed by generalized bundle adjustment. Following [12], 15 sequences are used as unknown scenes
for testing. The test image pairs on SUN3D have a total of 14872.
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We use the provided rotation and translation to estimate the ground truth pose. After the coordinates of the putative
correspondences are normalized, the Sampson distance is set to 10−3 to select ground truth inliers based on the
implementation presented in OANet [12]. We use the recall, precision, and area under the curve (AUC) as the evaluation
metrics. Recall is the ratio of the number of true inliers identified to the total number of true inliers in the putative set.
Precision is the ratio of the number of true inliers identified to the number of detected inliers. Following [11], the AUC
is approximated by mAP. In detail, we obtain the predicted rotation and translation using the estimated pose model.
The pose error is the maximum of the angular errors in rotation and translation, and the angular error is induced by the
similarity between the estimated and ground truth vectors. We report the mAP using thresholds 5◦, 10◦, and 20◦.

4.1.2. Experiment details
The comparison experiments are implemented on registrations of partially overlapping images in Section 4.2

and non-overlapping images in Section 4.3. The registration experiments of overlapping images are implemented on
outdoor and indoor datasets. We use the image pairs proposed in [12] to implement the registrations of overlapping
images. The registration experiments of non-overlapping images are implemented on the outdoor dataset YFCC100M.
As aforementioned, 𝑋0, 𝑋1, 𝑋2 and 𝑋3 are the subsets of buckingham, notre, reichstag, and sacre coeur, respectively.
Let 𝑝𝑘𝑖 = (𝐼𝑘𝑖1, 𝐼

𝑘
𝑖2) be the 𝑖-th overlapping image pair for registration in 𝑋𝑘, 𝑘 = 0, 1, 2, 3, 𝑖 = 1, 2,⋯ , 1000.

𝑃𝑘 = {𝑝𝑘1 , 𝑝
𝑘
2 ,⋯ , 𝑝𝑘1000} is the list of 1000 overlapping image pairs of 𝑋𝑘. The 𝑖-th pair of non-overlapping images is

designed between 𝑋𝑘 and 𝑋𝑙, and it is shown by 𝑞𝑘𝑙𝑖 = (𝐼𝑘𝑖1, 𝐼
𝑙
𝑖1), where 𝑘 = 0, 1, 2, 3, 𝑙 ∈ {0, 1, 2, 3} and 𝑙 ≡ (𝑘 + 1)

mod 4, i.e., 𝑙 and 𝑘 + 1 have the same remainder modulo 4. The non-overlapping image pairs between 𝑋𝑘 and 𝑋𝑙 are
shown by 𝑄𝑘𝑙 = {𝑞𝑘𝑙1 , 𝑞𝑘𝑙2 ,⋯ , 𝑞𝑘𝑙1000}. As a result, we constructed 4000 non-overlapping image pairs on YFCC100M
for experiments.

For the baselines, LFGC, OANet, and SuperGlue are detector-based methods. LFGC is structured by 12 ResNet
layers, where each layer is a PointCN ResNet block that contains two sequential blocks consisting of a perceptron, a
context normalization layer, a batch normalization layer, and a ReLU. OANet is mainly composed of 18 sequential
blocks, i.e., 6 PointCN ResNet blocks, 6 order-aware filtering blocks, and 6 PointCN ResNet blocks. Each order-aware
block is composed of a spatial correlation layer inserted in the middle of the PointCN ResNet block. SuperGlue is made
up of two major components: an attentional graph neural network and an optimal matching layer. As for LoFTR, it is
a detector-free method. LoFTR mainly consists of four modules: local feature convolutional architecture, coarse-level
local feature Transform, matching module, and coarse-to-fine module. For the experiments on LFGC and OANet, the
SIFT method is employed to produce 2,000 initial correspondences. The feature-matching threshold for SIFT, defined
as the ratio of the distances between the best and second-best matches, was set to 1.0. For SuperGlue, SuperPoint [32] is
employed to produce initial correspondences. The confidence threshold for SuperPoint is set to 0.2. As a detector-free
method, LoFTR does not explore inliers from initial correspondences. Since the initial ground truth inliers are not
provided for LoFTR, the recall of LoFTR is unavailable. In this study, we use the produced inliers and ground truth
model to produce precision and mAP for evaluation. The results of LoFTR are reported with a maximum limitation of
1,000 output matches [14].

In this study, RANSAC, VSAC, GMS, and LPM were employed as benchmarks for comparison, where RANSAC
and VSAC are RANSAC-based correspondence matching methods; GMS and LPM are outlier elimination-based
methods. For the epipolar geometry model involved in RANSAC and VSAC, the essential matrix was employed to
investigate inliers. In detail, a five-point algorithm was used for model fitting. Together with camera intrinsic parame-
ters, the Sampson distance 2 was delivered to RANSAC and VSAC for correspondence coordinate normalization and
inlier selection. The maximum number of iterations for RANSAC was set to 104. The experiments on VSAC, GMS,
and LPM were carried out using default parameters except for the termination length used in VSAC, which was set
to 1 in this study. All the models used for pose estimation were reestimated using the resulting inliers. For RANSAC,
GMS, and OEAM, the resulting inliers were used to fit a fundamental matrix model. Their precisions were calculated
using the inliers filtered by the fitting model with the Sampson distance 2.0 on the original image for comparison.

4.1.3. Parameter settings
Several parameters require to be set for OEAM. For convenience, we apply OEAM on OANet to tune parameters.

The ablation experiments were evaluated by mAP using the threshold of 20◦. Since the image size on the datasets is
usually no more than 1, 024 × 1, 024, a pyramid with 8 layers can induce a sufficiently small layer in size of no more
than 4×4 for “one-to-many” mismatch detection. Therefore, the number of pyramid layers 𝑑𝑀 in Section 3.1.1 was set
to 8. In the module of dissimilar mismatch detection, the outer neighborhood is divided into three rings. Based on the
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size and orientation of SIFT descriptor, the ring width 𝐿𝑠 was set to 16 pixels, and each ring was sampled equidistantly
in 𝑛 = 12 radial directions. 𝑇𝑠 and 𝑇𝑐 are the two parameters to be assigned. The ablation studies of the thresholds
𝑇𝑠 and 𝑇𝑐 were conducted on the notre part of the YFCC100M dataset. For 𝑇𝑠, three levels of 0.25, 0.30, and 0.35
were selected for the experiments. For 𝑇𝑐 , five levels 0.05, 0.10, 0.15, 0.20, and 0.25 were employed. Fig. 5 shows the
resulting mAP on the two thresholds.

0.25
0.3
0.35

 cT

 sT 0

0.05               0.10               0.15               0.20               0.25

40.35 41.55 42.59 43.00 43.25
42.63 42.95 43.32 43.96 44.11
43.18 43.45 43.63 43.39 43.69

Fig. 5: Ablation studies of 𝑇𝑠 and 𝑇𝑐 on the notre dataset using the metrics mAP (%).

Generally, if the similarity parameters 𝑇𝑐 and 𝑇𝑠 are small, true matches may be incorrectly rejected. On the
contrary, if 𝑇𝑐 and 𝑇𝑠 are large, the rejection ability of mismatch may not meet our expectations. As shown in Fig.
5, OA-OEAM achieves the greatest mAP of 44.11% on 𝑇𝑐 = 0.25 and 𝑇𝑠 = 0.30. Meanwhile, it rejects 21.35%
mismatches. Although OA-OEAM obtains a smaller mAP of 43.96% on 𝑇𝑐 = 0.20 and 𝑇𝑠 = 0.30, a greater mismatch
rejection rate of 25.44% is achieved on 𝑇𝑐 = 0.20 and 𝑇𝑠 = 0.30. Taking the mismatch rejection into account, 𝑇𝑐 = 0.20
and 𝑇𝑠 = 0.30 are employed for OEAM.

In Section 3.1.3, the threshold Δ𝜃 is the step width of rotation. A small Δ𝜃 corresponds to a fine tune of the rotation.
In this study, Δ𝜃 was set to a small value of 𝜋∕10. The threshold 𝑇3 is used to check the intersected mismatches. Since a
small 𝑇3 is helpful for mismatch rejection, 𝑇3 was set to 1. In the registration assessment module, the input registration
is inferred to be of low quality if the number of matches in the core set is less than a given threshold 𝑇𝑁 . Let the
rejection accuracy be the ratio of the number of false registrations rejected by the model with errors greater than 20◦
to the number of low-quality registrations rejected by OEAM. Table 1 shows the resulting average precision, rejection
accuracy, and their average value of OA-OEAM on 𝑇𝑁 using the notre dataset. As shown in Table 1, the largest average
of 84.53% is achieved at 𝑇𝑁 = 16. Therefore, 𝑇𝑁 = 16 is chosen for OEAM.

Table 1
Average precision, rejection accuracy, and their average value of OA-OEAM on the notre dataset using the parameter 𝑇𝑁 (%).

𝑇𝑁 8 10 12 14 16 18 20
Average precision 81.36 82.36 84.08 86.02 87.00 88.48 89.90
Rejection accuracy 85.62 85.71 84.47 81.98 81.05 80.03 76.34
Average 83.49 84.03 84.28 84.00 84.53 84.25 83.12

4.2. Experiments on overlapping images
In this section, we assess learning-based correspondence matching methods on partially overlapping images. On

the one hand, OEAM rejects low-quality registrations. On the other hand, OEAM improves precision and mAP on
high-quality registrations. The overlapping image experiments were implemented on indoor and outdoor datasets.
To show the performance of our proposed OEAM, four deep learning-based methods, including LFGC [11], OANet
[12], SuperGlue [13], and LoFTR [14] are employed as baselines for comparison. After applying OEAM to the
outputs of the four learning-based methods, LF-OEAM, OA-OEAM, SG-OEAM, and Lo-OEAM are our proposed
methods for performance demonstration. Since RANSAC, VSAC, GMS, and LPM can be used to refine the results of
correspondence matching, they are employed as benchmarks for comparison. The benchmarks are also implemented
on the output matches of the learning-based methods, as shown by LF-RANSAC, OA-VSAC, SG-GMS, etc in this
section.

4.2.1. Experiments on outdoor dataset
In this section, we implement comparison experiments on outdoor scenes using benchmarks. After using 𝑇𝑁 = 16

to discriminate low-quality registration, LF-OEAM, OA-OEAM, SG-OEAM, and Lo-OEAM accept 3206, 3570, 3952,
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and 3919 samples as high-quality registrations on YFCC100M, respectively. Fig. 6 shows the resulting recall (R) and
precision (P) of the inliers on the high-quality registrations from top to bottom. Figs. 6a - 6d show the results on LFGC,
OANet, SuperGlue, and LoFTR, respectively. Since the initial ground truth inliers are unavailable for LoFTR, its recall
is not provided in Fig. 6. We check the produced LoFTR inliers using the ground truth geometry model to produce its
precision. The horizontal coordinates in Fig. 6 show the cumulative distribution of the accepted registrations. A point
(𝑥, 𝑦) in the graphs indicates that 𝑥 × 100 percent of the image pairs have a precision or recall of no more than 𝑦 [25].
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Fig. 6: The recall and precision of the high-quality registrations on the outdoor (YFCC100M) scenes.

As shown in Fig. 6, the area under the black line in Fig. 6(2) is smaller than those of the others. OEAM substantially
improves the precisions of high-quality registrations. Although RANSAC, VSAC, GMS, LPM, and OEAM perform
poorly in terms of recall in Fig. 6(1), they can improve precision. For pose estimation, five true inliers are required
to estimate a ground truth geometry model. Compared to recall, precision may be a stringent metric for performance
assessment. Generally, a higher level of precision corresponds to a more accurate model. In Fig. 6a(2), the average
precisions of LFGC, LF-RANSAC, LF-VSAC, LF-GMS, LF-LPM, and LF-OEAM are 55.83%, 82.10%, 66.75%,
79.70%, 77.61%, and 76.82%, respectively. The average precisions of OANet, OA-RANSAC, OA-VSAC, OA-GMS,
OA-LPM, and OA-OEAM are 75.76%, 88.19%, 81.27%, 84.06%, 85.44%, and 86.18% (Fig. 6b(2)), respectively. The
average precisions of SuperGlue, SG-RANSAC, SG-VSAC, SG-GMS, SG-LPM, and SG-OEAM are 98.52%, 99.49%,
99.45%, 95.39%, 98.92%, and 99.28% (Fig. 6c(2)), respectively. As shown in Fig. 6d(2), the average precisions of
LoFTR, Lo-RANSAC, Lo-VSAC, Lo-GMS, Lo-LPM, and Lo-OEAM are 95.16%, 99.71%, 99.39%, 95.66%, 99.50%,
and 99.66%, respectively. The average precision improvements of RANSAC, VSAC, GMS, LPM, and OEAM on the
four learning-based methods are 11.05%, 5.40%, 7.39%, 9.05%, and 9.17%, respectively. Although RANSAC achieves
the best precision performance on the outdoor scenes, it usually produces a considerable number of false matches on
non-overlapping image registration, as shown in Section 4.3. In particular, RANSAC usually reaches the maximum
iteration count on non-overlapping image registration and therefore is time-consuming. LF-GMS outperforms LF-
OEAM in Fig. 6a(2). However, the average precision improvement of OEAM on the four benchmarks is greater than
that of GMS. Furthermore, the GMS ratio of 𝑃 ≤ 5% is the highest, which induces the largest precision deviation. A
large precision deviation may be detrimental to model estimation. As shown in Table 2, GMS produced the poorest pose
estimation. Since the precision of SuperGlue is greater than 98%, the performance improvement of OEAM is limited.
In any case, OEAM is advantageous for precision improvement on high-quality registrations of outdoor scenes.

To evaluate model accuracy, we conducted pose estimation of the high-quality samples on the outdoor dataset
and listed the resulting mAP (%) using the pose thresholds 5◦, 10◦, and 20◦ in Table 2. RANSAC achieves the best

First Author et al.: Preprint submitted to Elsevier Page 12 of 19



Short Title of the Article

mAP performance in Table 2. OEAM generally outperforms VSAC, GMS, and LPM on LFGC, OANet, and LoFTR
in terms of mAP. The pose estimation seems to be inversely proportional to precision deviation. As shown in Fig. 6,
the precision deviation of GMS is the largest. Correspondingly, the pose estimation of GMS is the poorest in Table
2. The average mAPs of learning-based methods, RANSAC, VSAC, GMS, LPM, and OEAM in Table 2 are 40.02%,
51.82%, 31.75%, 28.40%, 40.25%, and 41.42%, respectively. OEAM exhibits overall advantages in model estimation
over VSAC, GMS, and LPM. Although RANSAC achieves the best precision and mAP on high-quality registrations,
it exhibits a poor capability to reject low-quality registrations, as shown in Section 4.3. With the exception of model
estimation on OANet, OEAM improves the mAP performance of LFGC, SuperGlue, and LoFTR. The average mAP
improvement of OEAM on the four baselines is 1.40%. Overall, OEAM effectively improves mAP of pose estimation.
Although RANSAC is inferior to learning-based methods in recall (Fig. 6(1)), it improves the mAP of the learning-
based methods in Table 2. It seems that a reliable pose estimation is feasible even if a low recall is produced.

Table 2
Pose estimation of the high-quality registrations on the outdoor (YFCC100M) scenes using the metrics mAP (%).

Method LFGC OANet SuperGlue LoFTR
5◦ 10◦ 20◦ 5◦ 10◦ 20◦ 5◦ 10◦ 20◦ 5◦ 10◦ 20◦

Learning-based 8.48 16.39 29.29 35.00 48.51 63.00 30.51 40.20 52.34 42.78 51.40 62.32
RANSAC 33.50 44.34 57.99 41.23 53.25 66.42 40.44 50.59 62.28 47.89 56.74 67.15
VSAC 14.10 19.28 27.90 25.66 32.72 42.35 34.44 45.37 58.57 20.08 25.81 34.73
GMS 6.49 11.37 19.35 18.80 25.00 34.70 21.38 29.26 40.19 36.06 44.03 54.13
LPM 9.42 16.97 28.73 30.90 42.51 56.86 34.36 44.45 56.66 44.93 53.18 64.05
OEAM 16.07 22.55 33.41 30.98 43.07 57.82 33.34 42.98 55.04 44.12 53.28 64.33

To demonstrate that the registrations rejected by OEAM are true low-quality registrations, we present the
cumulative precisions of LFGC, OANet, SuperGlue, and LoFTR on the rejected registrations in five equal intervals in
Fig. 7. The precision produced by the learning-based method on the rejected examples is shown by ground truth in Fig.
7. The average precision of every column is displayed at the top of the column. The gray, blue, green, pink, and purple
columns show the occupation of the precision in [0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), and [0.8, 1], respectively. The
rejection numbers in Figs. 7a - 7d are 794, 430, 48, and 81, respectively.
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Fig. 7: Cumulative precision of rejection examples on the outdoor (YFCC100M) scenes. (a) LFGC. (b) OANet. (c) SuperGlue.
(d) LoFTR. The cumulative precision produced by learning-based method on the rejection examples is shown by ground truth. The
number at the top of the column shows the average precision (%) of the method.
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As shown in Fig. 7, the precisions of the rejected samples are low, and most of them are truly low-quality
registrations that warrant rejection. The average precisions of the rejected registrations on LFGC, OANet, SuperGlue,
and LoFTR are 18.78%, 33.28%, 24.08%, and 40.54%, respectively. As aforementioned, the precisions of LFGC,
OANet, SuperGlue, and LoFTR on accepted registrations are 55.83%, 75.76%, 98.52%, and 95.16%, respectively.
The precisions of the rejected registrations are considerably lower than those of the accepted registrations. In addition,
the ratio of the precision that is less than 80% for LFGC, OANet, SuperGlue, and LoFTR are 99.87%, 94.19%, 83.33%,
and 69.14%, respectively. On average, 95.64% of the rejected samples contain at least 20% mismatches. Furthermore,
the maximum average precisions in Figs. 7a - 7d are 44.12%, 50.88%, 25.31%, and 46.51%, respectively. On average,
RANSAC shows the highest precision on rejected samples. For truly low-quality registration, high precision usually
induces a detrimental effect on rejection. It suggests that RANSAC may not perform well in rejecting false registration.
Although all the benchmarks contribute to precision improvement, most of their precisions on the rejected samples are
constrained to a low level. Overall, the registrations rejected by OEAM are truly low-quality. In other words, OEAM
identifies low-quality registrations.

Pose estimation of the learning-based registrations rejected by OEAM is listed in Table 3. The average mAPs of
LFGC, OANet, SuperGlue, and LoFTR on the three thresholds in Table 3 are 5.61%, 21.96%, 4.69%, and 13.70%,
respectively. Correspondingly, the average mAPs of the accepted high-quality registrations in Table 2 are 18.05%,
48.84%, 41.02%, and 52.17%, respectively. Compared with the accepted samples, the pose errors of the rejected samples
are quite large and induce the low mAPs in Table 3. Although the learning-based methods produce correspondences
on the samples rejected by OEAM, the pose estimated using these correspondences deviates significantly from ground
truth values. The pose estimation results demonstrate the rejected samples are truly low-quality registrations with large
pose errors.

Table 3
Pose estimation of the rejected samples on the outdoor (YFCC100M) scenes using the metrics mAP (%).

Method 5◦ 10◦ 20◦
LFGC 1.51 4.03 11.30
OANet 11.63 20.70 33.55
SuperGlue 2.08 5.21 6.77
LoFTR 8.05 13.22 19.83

Experiments on the overlapping images of the outdoor scenes show that RANSAC performs best on high-quality
samples. OEAM outperforms VSAC, GMS, and LPM on the outdoor scenes. Although RANSAC takes advantage
of overlapping image registration, it performs poorly in non-overlapping image registration. Overall, OEAM is
advantageous for inlier precision and pose estimation on accepted high-quality registrations. Furthermore, OEAM
can identify truly low-quality registrations.

4.2.2. Experiments on indoor dataset
In this section, we implement baseline experiments on indoor scenes. After using 𝑇𝑁 = 16 to discriminate low-

quality registrations, LF-OEAM, OA-OEAM, SG-OEAM, and Lo-OEAM accept 12769, 13435, 14282, and 12094
samples as high-quality registrations on indoor scenes. We first evaluate the improvement of high-quality registrations
using precision and mAP. Fig. 8 shows the recall and precision of the inliers generated by the accepted registrations.
Since LoFTR is a detector-free image matching method, its recall is not provided in Fig. 8a.

OEAM is advantageous for the performance improvement of high-quality registrations on indoor scenes. In Fig. 8a,
the average recalls of LFGC, LF-OEAM, OANet, OA-OEAM, SuperGlue, SG-OEAM are 79.08%, 48.12%, 60.45%,
44.15%, 71.11%, and 52.39%, respectively. Compared with the three baselines, LF-OEAM, OA-OEAM, and SG-
OEAM perform poorly in terms of recall. However, the experiments on outdoor scenes in Section 4.2.1 demonstrate
that a low recall does not prevent a corresponding matching method from achieving a high mAP in model estimation.
The applications of OEAM on LFGC, OANet, SuperGlue, and LoFTR can improve the precisions of the baselines.
The average precisions of LFGC, OANet, SuperGlue, and LoFTR on high-quality registrations of the indoor dataset
are 52.76%, 61.20%, 87.44%, and 93.91% respectively. The average precisions of LF-OEAM, OA-OEAM, SG-OEAM,
and Lo-OEAM, are 68.60%, 69.22%, 89.91%, and 94.43%, respectively. The precision improvements of LF-OEAM,
OA-OEAM, SG-OEAM, and LoFTR-OEAM are 15.84%, 8.03%, 2.46%, and 0.52%, respectively. The insignificant
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Fig. 8: The recall and precision of the high-quality registrations on the indoor (SUN3D) scenes.

precision improvement on LoFTR is partially due to the high precision of the baseline LoFTR. Overall, OEAM plays
a significant role in improving the precision of the high-quality registrations on indoor scenes.

Pose estimations of the high-quality samples on the indoor scenes are listed in Table 4. OEAM is superior in terms
of pose estimation. Although the mAP of Lo-OEAM is inferior to that of the baseline LoFTR, the first six rows in
Table 4 demonstrate that OEAM outperforms baselines. The mAPs of LFGC, OANet, SuperGlue, and LoFTR on
the threshold of 20◦ are 12.32%, 33.97%, 27.65%, and 23.34%, respectively. The mAPs of LF-OEAM, OA-OEAM,
SG-OEAM, and Lo-OEAM are 17.07%, 36.89%, 27.78%, and 21.79%, respectively. The average mAPs of the four
learning-based methods and OEAM are 24.32% and 25.88%, respectively. Overall, OEAM is efficient in improving
the mAP of the indoor scenes.

Table 4
Pose estimation of the high-quality registrations on the indoor (SUN3D) scenes using the metrics mAP (%).

Method 5◦ 10◦ 20◦
LFGC 2.07 5.11 12.32
LF-OEAM 4.33 8.59 17.07
OANet 12.70 21.61 33.97
OA-OEAM 13.97 23.37 36.89
SuperGlue 10.15 16.86 27.65
SG-OEAM 9.71 16.58 27.78
LoFTR 7.20 12.98 23.34
Lo-OEAM 6.49 10.72 21.79

To demonstrate the reasonability of the rejection on the low-quality registrations, we show precision distributions
of the four learning-based methods on rejected registrations in Table 5. The number of low-quality registrations
discriminated on LFGC, OANet, SuperGlue, and LoFTR are 2103, 1437, 590, and 2778, respectively. As shown the
third column in Table 5, most precisions of the rejected samples fall within the interval [0, 20%). The proportions of the
precisions that are lower than 80% for LFGC, OANet, SuperGlue, and LoFTR are 100%, 70.01%, 81.69%, and 54.64%,
respectively. It seems that all the rejections produced by OEAM on LFGC are reasonable. Since 45.36% of the rejected
registrations on LoFTR carry precisions that are greater than 80%, false positives may be inevitable. It may be partly due
to the attention mechanism involved in the LoFTR model. The self-attention and cross-attention techniques used in the
LoFTR module may have eliminated paradoxical correspondences. The average precisions of the rejected registrations
are 9.01%, 37.11%, 33.91%, and 50.45%, respectively. The average precisions of the accepted high-quality registrations
are 52.76%, 61.20%, 87.44%, and 93.91% respectively. Compared to the precision achieved on high-quality samples,
the registrations rejected by OEAM are in low precision. Overall, OEAM can identify low-precision registrations on
indoor scenes.

Experiments on outdoor and indoor scenes show that OEAM is efficient in inferring low-quality registrations for
LFGC, OANet, SuperGlue, and LoFTR. Meanwhile, OEAM is beneficial to improving the precision and mAP of
high-quality registrations. The comparison experiments on outdoor scenes suggest that RANSAC shows the best
performance on high-quality registrations, but it performs poorly in rejecting false registrations. In Section 4.2.1,
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Table 5
Precision (%) distribution of the rejected samples on the indoor (SUN3D) scenes.

Method Rejection number [0, 20) [20, 40) [40, 60) [60, 80) [80, 100] Average
LFGC 2103 88.45 10.46 1.00 0.00 0 9.01
OANet 1437 57.13 8.56 2.64 1.67 29.99 37.11
SuperGlue 590 50.85 7.97 10.00 12.88 18.31 33.91
LoFTR 2778 42.69 3.49 3.20 5.26 45.36 50.45

OEAM is ranked second in terms of high-quality registrations. Compared with RANSAC, VSAC, GMS, and LPM,
OEAM shows overall advantages in registration assessment.

4.3. Experiments on non-overlapping images
In this section, we assess learning-based correspondence matching methods on non-overlapping images. As shown

in Section 4.1.2, we constructed 4000 non-overlapping images on the outdoor dataset YFCC100M for registration
experiments. The experimental details are the same as those on the overlapping images. Fig. 9 shows the inlier number
histograms of RANSAC, VSAC, GMS, LPM, and OEAM relative to LFGC, OANet, SuperGlue, and LoFTR on
non-overlapping images of the outdoor (YFCC100M) scenes. The first row in Fig. 9 (Fig. 9(1)) shows the results
of the learning-based methods. The horizontal coordinate in Fig. 9 shows the number of resulting inliers. The vertical
coordinate shows the occurrence counts of the inlier number.

Poisoning attacks may be a potential application deficiency of the learning-based method. As shown in Fig. 9(1),
LFGC, OANet, SuperGlue, and LoFTR averagely produce 97.9, 111.4, 15.8, and 122.3 inliers, respectively. Since
the image pairs used for registration are composed of non-overlapping images, almost all correspondences are false
matches. For correspondence matching method, it would be best not to output matches on non-overlapping images.
However, the learning-based methods usually output a large number of false matches. It suggests that learning-based
methods usually produce false registrations on non-overlapping images. Traditionally, registration is usually performed
on benign registration samples with partial overlaps and is not designed for online service. However, learning-based
methods depend on hardware. The method application on the handheld device may have to submit its request to the
online service system. If the models are served as online systems, non-overlapping images can be used for poisoning
attacks that fool the model to produce false registrations. Learning-based methods are vulnerable to non-overlapping
image registrations. Assessment of learning-based registration methods may be necessary for model applications.

Compared with RANSAC, VSAC, GMS, and LPM, OEAM exhibits high performance in identifying false
registrations. As shown in Figs 9(2) - 9(6), the resulting inlier numbers of RANSAC, VSAC, GMS, LPM, and
OEAM are all smaller than those of learning-based methods. However, it does not mean that they are all robust to
the results of learning-based methods. The average inlier numbers of LF-RANSAC, OA-RANSAC, SG-RANSAC,
and Lo-RANSAC are 22.3, 26.1, 6.5, and 33.1, respectively. If we use the number of inliers 𝑁𝑖 ≥ 16 to determine the
registration between a pair of images, LF-RANSAC, OA-RANSAC, SG-RANSAC, and Lo-RANSAC produce 3598,
3694, 205, and 3939 registrations, respectively. The proportion of false registrations is quite large. Admittedly, raising
the threshold can alleviate the false registrations on non-overlapping images. However, it may inevitably reject true
registrations on overlapping images. Taking Lo-RANSAC as an example, if the registration is determined by 𝑁𝑖 ≥ 50,
it produces 180 false registrations on non-overlapping images and rejects 2604 registrations on overlapping images.
Due to the high performance of LoFTR in registering overlapping images, it suggests that most of the 2604 rejections
on the overlapping images are false rejections. Overall, RANSAC is not robust to poisoning attacks on learning-based
methods. Similarly, as shown in Fig. 9(5), LPM is inefficient in identifying false registration. For VSAC, 𝑁𝑖 ≥ 16
brings 410, 690, 22, and 862 registrations on LFGC, OANet, SuperGlue, and LoFTR, respectively. GMS produces 52,
104, 4, and 1061 registrations for 𝑁𝑖 ≥ 16 on LFGC, OANet, SuperGlue, and LoFTR, respectively. As shown in Fig.
9(6), OEAM produces 187, 306, 51, and 1178 registrations on LFGC, OANet, SuperGlue, and LoFTR, respectively.
On average, VSAC, GMS, and OEAM produce 496, 305, and 431 registrations, respectively, on the registration of 4000
non-overlapping images. Although VSAC and GMS show competitive performance in rejecting false registration, they
are inferior in pose estimations in Table 2. Overall, OEAM shows high performance in rejecting false registration.
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Fig. 9: The inlier number histograms of RANSAC, VSAC, GMS, LPM, and OEAM relative to LFGC, OANet, SuperGlue, and
LoFTR on non-overlapping images of the outdoor (YFCC100M) scenes.

5. Conclusion
In this study, we demonstrate poisoning attacks may be a potential application deficiency of learning-based

correspondence matching methods. Learning-based methods usually output a large number of false matches on
registrations of non-overlapping images. Since learning-based methods rely on hardware, their applications may depend
on online service systems. If learning-based registration models serve as online systems, non-overlapping images can be
used as poisoning samples to fool the models. The experiments in Section 4.3 demonstrate that learning-based methods
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are vulnerable to poisoning attacks launched by non-overlapping images. Assessment of learning-based registration
methods may be necessary for model applications.

We propose a method, OEAM, to assess learning-based registration methods. The assessment contains two tasks.
One is to infer whether image registration is of low quality. The other is to improve registration performance. OEAM
first eliminates outliers based on the spatial paradox. Then, it implements a registration assessment in two streams
using the obtained core correspondence set. If the cardinality of the resulting core set is sufficiently small, the input
registration is inferred to be of low quality. Otherwise, it is assessed to be of high quality. When OEAM meets a
high-quality assessment, it improves the inlier precision and the model mAP using the core set. The registration
experiments on partially overlapping images show that OEAM can reliably infer low-quality registration and improve
the performance of high-quality registration. Furthermore, experiments on registrations of non-overlapping images
show that OEAM correctly rejects most of the false registrations. It shows that OEAM can not only effectively improve
the performance on benign samples with partial overlaps, but also effectively reject poison samples without overlap.
OEAM is robust to poisoning attacks crafted by non-overlapping images. The comparison experiments show that
traditional correspondence matching methods may be incapable of rejecting poison samples without overlaps. The
robustness of learning-based correspondence matching methods is an interesting research topic.

One demerit of OEAM is that the rejection ability of non-overlapping image registrations launched by LoFTR may
not live up to our expectation. It may be partially due to the self-attention and cross-attention techniques used in LoFTR
module, which may have eliminated paradoxical correspondences so that the efficiency of the outlier elimination used
in OEAM is partially discounted.
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