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A B S T R A C T   

Background: Various quantitative and quality assessment tools are currently used in nursing to evaluate a pa-
tient’s physiological, psychological, and socioeconomic status. The results play important roles in evaluating the 
efficiency of healthcare, improving the treatment plans, and lowing relevant clinical risks. However, the manual 
process of the assessment imposes a substantial burden and can lead to errors in digitalization. To fill these gaps, 
we proposed an automatic nursing assessment system based on clinical decision support system (CDSS). The 
framework underlying the CDSS included experts, evaluation criteria, and voting roles for selecting electronic 
assessment sheets over paper ones. 
Methods: We developed the framework based on an expert voting flow to choose electronic assessment sheets. 
The CDSS was constructed based on a nursing process workflow model. A multilayer architecture with inde-
pendent modules was used. The performance of the proposed system was evaluated by comparing the adverse 
events’ incidence and the average time for regular daily assessment before and after the implementation. 
Results: After implementation of the system, the adverse nursing events’ incidence decreased significantly from 
0.43 % to 0.37 % in the first year and further to 0.27 % in the second year (p-value: 0.04). Meanwhile, the 
median time for regular daily assessments further decreased from 63 s to 51 s. 
Conclusions: The automatic assessment system helps to reduce nurses’ workload and the incidence of adverse 
nursing events.   

1. Introduction 

A complete nursing process consists of five closed-loop steps: 
assessment, diagnosis, planning, intervention and evaluation [1]. As the 
first step, the assessment provides essential evidence to support subse-
quent steps [2]. Therefore, the assessment provides an overall evalua-
tion of a patient’s conditions in different aspects where the outcomes 
make a significant portion of clinical quality management [3]. Accord-
ing to the requirements of pediatric nursing quality index [4], the 
nursing assessment consists of a general risk assessment and specific 
assessments of eight aspects: neural, respiratory, circulatory, digestive, 
urogenital, skin and mucous membrane, motor, and psychosocial. The 
general risk assessment includes pain assessment, early warning, Braden 

Q scale, fall risk factor score, DET (discolouration, erosion and tissue 
overgrowth) score, neonatal skin risk assessment record, comfort 
behavior scale, vomit inhalation asphyxia risk score, and scalding risk 
sore. The frequency of assessment depends on the local regulations and 
guidelines. 

Manual documentation constitutes an important aspect of nurses’ 
workload. A study carried in the Netherlands revealed that 52.4 % of 
195 community nurses reported a heavy workload to finish clinical 
documentation [5]. Manual calculation, recording, and keying data into 
electronic medical records (EMRs) increase the nurses’ workload and 
can lead to mistakes that threat medical safety. The long-term safe 
storage of paper sheets is challenging. In addition, paper sheets do not 
support automatic analysis. Therefore, information technology has been 
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introduced into the nursing field since the 1970 s [6]. Automated 
nursing assessment systems can reduce the nurses’ workload and the risk 
of recording errors, and increase the efficiency of assessment process 
[7,8]. 

The clinical decision support system (CDSS) offers new potential for 

automating nursing assessment. The primary goal of CDSS is to enhance 
clinical decisions by connecting clinical observations with knowledge 
bases, which will ultimately improve the patients’ outcomes [9,10]. The 
complexities of the clinical environment, new legislative mandates, and 
the increasing complexity of medical practice all escalate the demand for 

Fig. 1. Overall process of developing the system.  
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CDSS that can deliver tailored information in the right context to 
improve the efficiency and accuracy of healthcare [11]. In recent years, 
various CDSS solutions have been proposed and applied in different 
clinical settings [12 13]. CDSS can be categorized based on the phase of 
the medical process in which it is involved, i.e., pre-diagnosis, in-diag-
nosis, and pro-diagnosis [10]. In terms of structure, CDSS can be clas-
sified into two categories: knowledge-based and non-knowledge-based 
[14]. Knowledge-based CDSS typically comprises an inference engine, a 
knowledge base, and a communication module. On the other hand, the 
non-knowledge-based CDSS primarily leverages artificial intelligence 
(AI) technology. 

CDSS has gradually found its way into real-world applications, aid-
ing doctors in diagnosing, prescribing, and devising therapeutic plans 
[15,16]. Røst et al. [17] suggested that four crucial factors should be 
considered before utilizing a CDSS: collaboration across multiple disci-
plines, extensive usage of health data, attention to comorbidities, and 
provision of ongoing patient care. They integrated these factors into the 
design and implementation of a CDSS project aimed at supporting 
mental health disorders. Abas et al. [18] emphasized the importance of 
ontology CDSS design and proposed a practical ontology extraction 
process for acute postoperative pain management. Afrash et al. [19] 
proposed a CDSS that integrated guidelines and protocols into a work-
flow to standardize the chemotherapy process and improve the effi-
ciency of care providers. 

The field of nursing informatics has witnessed a growing popularity 
of CDSS, driven by technical advancements and clinical needs [20,21]. 
For instance, Ho et al. developed a psychiatric nursing CDSS based on 
the original nursing process information system, incorporating an 
inference engine module and weight calculation mechanism [22]. 
Mebrahtu et al. conducted a systematic literature review on the appli-
cation of CDSS in nursing until February 2021 [23]. The results revealed 
that among the 34 articles involving the nursing process, 16 (47 %) 
reported improvement in quality; among the 54 articles involving pa-
tient care outcomes, 22 (40.7 %) reported improvement. Therefore, 
integrating CDSS with an automated assessment system may enhance 
nursing quality and outcomes. However, Mebrahtu et al. observed that 
few studies reported the details of models, guidelines, or theories for 
design and implementation of CDSS in nursing [23]. This may be 
attributed to the fact that most of these studies were performed by health 
professionals with limited involvement of information technology 
engineers. 

To fill this gap, in this study, we introduced an automatic nursing 
assessment system based on CDSS. We engaged multidisciplinary ex-
perts, including data scientists, clinicians, and software engineers, in the 
development process. We provided technical details and discussed the 
theoretical model, as well as the data sources, for the design and 
implementation of CDSS, which is an aspect that has been scarcely re-
ported in existing studies. 

2. Material and methods 

2.1. Overall process of system development 

The entire system development process is illustrated in Fig. 1, 
referencing prior research on software development processes [24–26]. 
During the step of gathering requirements, we collected the detailed 
information about nursing assessments, diagnosis, and operations, as 
well as nurses’ major concerns and needs for reducing the workload and 
improving the healthcare quality through online questionnaire surveys. 
We constructed a standard workflow to select electronic assessment 
sheets and extract relevant details for analysis. During the step of 
designing system, we categorized the extracted details, removed dupli-
cates, and wrote the documents required by programmers. These doc-
uments included the plans for system development and testing, along 
with the requirement specifications detailing the formats and termi-
nology to transfer the understanding of requirements between 

stakeholders during system development. Subsequently, the system ar-
chitecture, database tables, and CDSS model were designed to arrive at 
an optimal solution. During the third step, programmers wrote the code 
for electronic assessment sheets, CDSS, graphical user interfaces, and 
other modules of the system. Software testing engineers verified 
whether all code and modules worked correctly in a simulated envi-
ronment. If any errors or bugs were identified, they recorded detailed 
descriptions and returned the problematic code to the programmers for 
resolution. This testing and bug-fixing process was iterative to guarantee 
all problems were effectively fixed. Drafting the software operation 
manuals was the last step. These manuals would be helpful in subse-
quent system deployment, training, and application. 

The process of constructing electronic assessment sheets showcased 
how requirements were gathered [27,28]. These sheets were based on 
the existing documents that were manually recorded and formed the 
foundation of the CDSS. In paper documentation, considering the 
workload, only pain, fall risk factor score, vomit inhalation asphyxia risk 
score, scalding risk score, and Braden Q scale assessments were 
mandated. To align with the requirements on nursing quality manage-
ment, additional assessment sheets and corresponding scoring rules 
were included in the candidate list. The hospital organized a decision 
group and a consulting group to screen the existing paper assessment 
sheets. The decision group comprised three senior nurses, two inter-
mediate nurses, one junior nurse, and one senior pediatrician. The 
consulting group included the directors of the nursing department and 
the medical department, one senior specialist nurse in pediatrics, one 
senior specialist nurse in surgery, and one clinical director of the ward. 
The members of the decision group independently evaluated the paper 
assessment sheets and scoring rules based on the latest nursing man-
agement and technical specifications, medical record documentation 
specifications, guidelines, and expert consensus related to specific dis-
eases. The members voted on each paper sheet during regular meetings 
after a thorough discussion. The assessment sheets receiving five or 
more votes were included to construct corresponding electronic assess-
ment sheets. The sheets receiving four votes were submitted to the 
consulting group for a second round of voting, and those with three or 
more votes in the revote were included. The selection process is depicted 
in Fig. 2. 

2.2. System architecture design 

Fig. 3 demonstrates the system architecture. The system was 
deployed within the internal network of the hospital, with the server 
resources allocated via a private cloud service. The electronic assess-
ment sheets, knowledge base, templates, terminology, and other asso-
ciated data were stored on the servers which support open-source 
databases. The template defines the format and details of the assessment 
sheets for analysis. The terminology provides standardized language and 
descriptions for communication between modules. The inference rule, 
score computing rule, algorithm, certificate authority module, statistical 
and analytical module, information exchange module, quality manage-
ment module, and backup module were developed as programs on the 
application servers using JAVA (jdk1.8). The inference rule represents 
the algorithm employed by the CDSS. The system receives input from 
field values in assessment sheets and utilizes the inference rules to 
provide suggestions for nursing diagnoses, goals, interventions or pre-
dict nursing outcomes. The computing rule determines the formula and 
input for a specific assessment score. Modules encapsulate all relevant 
algorithms. Client applications were deployed on nursing workstations. 
They were implemented with C# (.Net Framework 4.0), providing a 
user-friendly graphical interface that can reduce the learning curve. 
JSON Web Token (JWT-0.9.1) was utilized to enhance the security of 
access to the client and server. 
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Fig. 2. Process of screening paper assessment sheets.  
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2.3. Implementation of electronic assessment sheets 

We developed a set of graphical tools for implementing templates. 
Fig. 4 shows an example of a template (Braden Q Scale) comprising 
various nodes. For each patient, the text node values in the sheet were 
automatically retrieved from the database based on the patient’s ID. The 

values for check box nodes and radio box nodes were manually selected 
according to the patient’s condition. The total score was automatically 
calculated from the values of different nodes using preset formulae. 
When the mouse hovers over any node, predefined hint information will 
prompt. The signature node supports Certificate Authority (CA). Only 
the nurse who created the sheets was authorized to edit or delete them. 

Fig. 3. System architecture diagram.  

Fig. 4. The Braden Q Scale assessment template exported from the system.  

L. Dai et al.                                                                                                                                                                                                                                      



International Journal of Medical Informatics 183 (2024) 105323

6

The format of a template can be customized through drag-and-drop 
operations. Ultimately, templates and nodes were stored in the data-
base as hierarchical trees. 

Due to the diversity of original records, the total number of the nodes 
in all templates reached 2175. Therefore, a divide-and-conquer algo-
rithm, which divides a complicated problem into multiple simple and 
similar subproblems [29,30], was adopted to optimize the loading effi-
ciency. To prevent overloading, at the beginning of the assessment, the 
system dynamically assigned weights to templates instead of loading all 
the templates. The template with the highest visiting frequency within 
48 h received the heaviest weight. Among the templates with the same 
visiting frequency, the one with more nodes was given a heavier weight. 
The templates were preloaded in the cache in descending order of their 
weight values. When loading a template, the system accessed the hier-
archical node tree from bottom to top and from left to right at the same 
level. 

2.4. Model of nursing CDSS 

After the assessment, a CDSS provides advices on the nursing diag-
nosis, interventions, and plans using the inference mechanism, scores, 
and knowledge base. The inference mechanism adheres to the ESR-PGIO 
model (where “E”, “S”, “R”, “P”, “G”, “I”, and “O” represent etiology, 
symptom, related factor, problem, goal, intervention, and outcome, 
respectively), which was proposed in our previous work [31]. In present 
study, we have transformed this model from a theoretical framework to 
a series of algorithms that could be applied into clinical contexts. Fig. 5 
describes the structure of the ESR-PGIO model in which nursing problem 
plays a key role. An assessment comprises the details of etiology (E), 
signs and symptoms (S), related factors and risk factors (R) based on 
clinical evidence. The nursing problem (P) is derived from these details. 
Subsequently, the nursing goal (G), such as improvement or stabiliza-
tion, is established based on clinical knowledge and experience. To 
achieve the goal, the nursing interventions (I) are planned with 
consideration of E and S. The nursing outcomes (O) follow the nursing 

interventions. The assessment results of the outcomes may be used to 
modify the nursing goal. Clinical evidence, experience and knowledge 
base collectively support this closed-loop inference model. 

Terminology provides a systematic language for our CDSS inference 
and knowledge base construction. With reference to the structure of 
Clinical Care Classification (CCC) [32], we built three terminology sets, 
i.e., local nursing specifications, guidelines, and expert consensus. The 
set of nursing problem included 176 codes. The set of nursing inter-
vention comprised 1147 items which were coded by health state, care 
element and care type. The set of nursing assessment contained 1229 
items which were coded by health state and care element, along with 
two custom categories. Improvement, stabilization, and deterioration 
were used to describe nursing goals and outcomes, which were coded as 
1, 2, and 3 respectively. 

The knowledge base was a structured semantic network outlining the 
entities and interconnections in nursing. Data from various sources were 
extracted and integrated to form entities and connections with property- 
value pairs. For example, “name-Jack, gender-male, birthday- 
19661213, patient id-100235678…” depicts the entity of a patient. The 
terminology sets were highly structured and can be imported into the 
database with minimal processing. Clinical experts integrated nursing 
specifications, guidelines, expert consensus and other pertinent infor-
mation into the knowledge base with the aid of natural language pro-
cessing (NLP) tools. 

2.5. Data collection and statistic methods 

Adverse events in nursing refer to unintended physiologic changes 
that occur during or after the nursing process, which can deteriorate a 
patient’s health condition, introduce new health problems or even pose 
a threat to life [33]. The incidence of adverse events, defined by the 
number of inpatients who suffered adverse events divided by the num-
ber of inpatients, is a quantitative indicator to evaluate the difference in 
nursing quality before and after the adoption of the system. The system 
has been formally implemented in all wards from January 1, 2020. We 

Fig. 5. The ESR-PGIO model. Nursing problem (P) is extracted from etiology (E), signs and symptoms (S), related factors and risk factors (R). Nursing problem 
decides nursing goal (G), and nursing intervention (I), which is suggested to accomplish specific nursing goal based on E and R. After nursing intervention is carried, 
nursing outcome should be assessed to modify the nursing goal. 

L. Dai et al.                                                                                                                                                                                                                                      



International Journal of Medical Informatics 183 (2024) 105323

7

collected the count of adverse events from the reporting system and 
calculated the incidence of adverse events over three consecutive pe-
riods: from January 1, 2019 to December 31, 2019 (the year before 
implementation), from January 1, 2020 to December 31, 2020 (the first 
year of system implementation), and from January 1, 2021 to December 
31, 2021 (the second year of system implementation). Another quanti-
tative indicator is the time for a regular daily assessment, which was 
obtained from the assessment system. 

The statistical analysis of the data was conducted using SPSS 
(Version 19.0, IBM Corp., Armonk, NY, US). Chi-square test was per-
formed for the count data [34,35]. Pearson’s Chi-square test was 
employed when all theoretical expected numbers (T) ≥ 5 and the sample 
size (n) ≥ 40; otherwise, Fisher’s exact test was used. The significance 
level (α) was set at 0.05. When there was a significant difference in the 
overall contingency table, pairwise comparisons were conducted after 
adjusting α. As the execution time of regular daily assessment exhibited 
a skewed distribution, we employed the Kruskal Wallis test to compare 
differences in median values [36]. The significance level (α) was also set 
at 0.05. 

3. Results 

Following the aforementioned experts’ process, the assessment 
sheets incorporated into the system are listed in Table 1. These assess-
ment sheets encompass the primary aspects of nursing. 

As depicted in Fig. 6, the incidence of adverse nursing events de-
creases following the implementation of the proposed system. The 
incidence declined significantly from 0.43 % to 0.37 % and further to 
0.27 % in the first and second years after implementation (p < 0.05, as 
determined by Pearson’s Chi-square test, Table 2). The pairwise com-
parison showed that the incidence in the second year was significantly 
lower than that before the implementation (p = 0.012), while the dif-
ferences between adjacent years are insignificant. 

After the implementation of the system, from 2020 to 2021, although 
the total number of assessments increased from 75,023 to 88859, the 
execution time showed a significant decrease (p < 0.05, as determined 
by the Kruskal Wallis test), with the median decreasing by 19 % (from 
63 s to 51 s), now falling below one minute. This demonstrated the 
system’s reliable capability to enhance the efficiency of nursing assess-
ments and ensure that the patients can receive timely intervention when 
needed. 

4. Discussion 

Nursing informatics plays an increasingly important role in reducing 
nurses’ workloads and repetitive tasks, optimizing the allocation of 

nursing resources towards high-quality, safe care [37]. Our results un-
derscore the efficacy of automatic nursing assessment in lessening the 
assessment burden and mitigating adverse events. The implementation 
of the proposed system has the potential to lighten nurses’ workloads, 
allowing them to shift their focus from documentation to patient care. 
Sockolow et al. observed [38] a decrease in the time needed for nurses to 
complete clinical notes, dropping from 271 days in the initial period to 
90 days in the subsequent period. This reduction was attributed to the 
increased utilization of electronic health records (EHRs). 

Recently, there has been a growing research interest in big data and 
machine learning in health information research [39–42]. However, a 
significant hindrance to clinical application is the scarcity of high- 
quality electronic data. In this regard, information systems including 
EMRs and automatic nursing assessment systems play an important role 
in advancing AI-enhanced nursing service. As our results suggest, a 
CDSS-enhanced nursing information system has the potential to facili-
tate the integration of machine learning and big data in a convenient and 
cost-effective manner, thereby improving its overall performance. 

In a pairwise comparison between the first year and the year before 
the system’s implementation, it was observed that the incidence of 
adverse nursing events decreased, although this reduction was not sta-
tistically significant. Moreover, in the second year, the incidence 
continued to decrease, and this reduction was statistically significant 
when compared to the year before use. This might be attributed to an 
increased acceptance of the system, along with a greater willingness and 
proficiency in using the system in daily practice. Research on the 
Technology Acceptance Model (TAM) [43,44] in health information 
systems suggests that the perceived usefulness and ease of use can 
mutually reinforce the willingness to use the system. Therefore, 
providing essential training could enhance the nurses’ acceptance of the 
system and further improve the efficiency of implementation. The dif-
ference in incidences between the first and second years after imple-
mentation is insignificant. This indicates that, after the initial training, 
the improvement of the nurses’ proficiency of the new system is a 
continuous process and the benefit is accumulative. 

Reliable and comprehensive evaluation of a health information sys-
tem for different stakeholders is challenging. Some models have been 
proposed to address this issue [45–47]. The statistical comparison of one 
or more quantitative indicators before and after application of the sys-
tem is a common approach. For example, when evaluating systems 
related to medication intervention, prescribing error rates or the inci-
dence of adverse drug events are frequently used as the indicators 
[48–50]. In our work, we selected the incidence of the adverse events in 
nursing as the most important indicator. The data used to calculate it 
were retrieved from EMRs and the adverse events reporting system. This 
indicator reliably reflects the performance of the proposed system, 
although its impact on the details of the nursing process deserves further 
investigation. 

It is suggested that the success of a CDSS is determined by four as-
pects: the content of the knowledge base, the inference protocol, the 
users, as well as the usage scenarios and processes [51]. While some 
researchers have suggested that the inference protocol contributes the 
most to the CDSS success [52], only a few details on implementation can 
be found in existing literature. Ho et al. described the formula for 
calculating the weighted ratios used by the CDSS to provide recom-
mendations of nursing diagnoses [22]. Beeckman et al. selected the Grol 
and Wensing model to implement evidence-based pressure ulcer pre-
vention guidelines [53]. The ESR-PGIO model, which we propose as the 
inference protocol, covers all four aspects of nursing process. In this 
work, the ESR-PGIO model’s framework and details are thoroughly 
discussed along with the terminology, which may serve as a reference 
for future studies. 

There are several limitations in this study. First, we lacked the in-
formation on the time it took to manually perform a regular daily 
assessment before the system implementation, and there is no reliable 
literature reference available for comparison. As a result, we were only 

Table 1 
Assessment sheets in the system.  

Module Electronic assessment sheets or main contents 

General risk assessment scales Pain assessment, Braden Q scale, fall risk factor 
score, DET score, vomit inhalation asphyxia risk 
score, scalding risk sore 

Nervous system assessment Consciousness, Glasgow score, mental state, cry, 
etc. 

Respiratory system 
assessment 

Breathing state, breathing difficulties, cough, 
phlegm, etc. 

Circulatory system 
assessment 

Heart rate, cyanosis, chest pain, chest tightness, 
palpitation, dizziness, capillary refill time, 
periphery circulation, etc. 

Digestive system assessment Appetite, way of eating, nausea, vomit, etc. 
Urogenital system assessment Urine volume, urine color, etc. 
Skin and mucous membrane 

system assessment 
Skin and mucous color, skin damage, etc. 

Motor system assessment Motion mode, motion assistant instrument, body 
immobilization, etc. 

Psychosocial system 
assessment 

Emotional state, emotional support system, etc.  
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able to compare the assessment time after the implementation of the 
system. Second, the nurses’ acceptance or attitude towards the system 
could be studied quantitatively using TAM model or other frameworks. 
This could provide additional insights into the system’s effectiveness. 
While basic patient information (e.g., name and gender) on the assess-
ment sheets was retrieved from EMRs, we did not implement auto- 
assigning scores to items on specific sheets based on the records in the 
EMRs. Exploring this aspect could be an interesting and important di-
rection for enhancing the system in the era of AI in future research. 
Third, while the Chi-square test is widely accepted for evaluating the 
performance of healthcare information systems based on quantitative 
indicators, it is an initial descriptive evaluation. To disclose the under-
lying causal relationships between system design and the improvement 
of the performance and to find the key factors, it is essential to include 
more quantitative observations and additional statistical analysis in 
future research. 

5. Conclusion 

We introduced the design and implementation of an automatic 
nursing assessment system with CDSS support. The system is capable of 
reducing the nursing burden and the incidence of adverse events, ulti-
mately improving nursing efficiency and enhancing patient safety. In the 
future, automatic scores computation based on EMRs and AI-assisted 
data analytics will be crucial for enhancing the system. 
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