
INTERFACES BETWEEN LANGUAGE AND COGNITION: 

METAPHOR, ICONICITY, AND MULTIMODAL NUMERICAL COMMUNICATION 

 

by 

 

GREG WOODIN 

 

A thesis submitted to the University of Birmingham for the degree of  

DOCTOR OF PHILOSOPHY 

 

 

Supervised by 

 Professor Jeannette Littlemore, Dr Bodo Winter, and Dr Marcus Perlman 

 

 

 

 

 

 

Department of English Language and Linguistics 

School of English, Drama and Creative Studies 

College of Arts and Law 

University of Birmingham 

September 2022  



 
 
 
 

 
 
 
 
 

University of Birmingham Research Archive 
 

e-theses repository 
 
 
This unpublished thesis/dissertation is copyright of the author and/or third 
parties. The intellectual property rights of the author or third parties in respect 
of this work are as defined by The Copyright Designs and Patents Act 1988 or 
as modified by any successor legislation.   
 
Any use made of information contained in this thesis/dissertation must be in 
accordance with that legislation and must be properly acknowledged.  Further 
distribution or reproduction in any format is prohibited without the permission 
of the copyright holder.  
 
 
 

UNIVERSITYDF 
BIRMINGHAM 



 ii 

ABSTRACT 

This thesis explores metaphor, iconicity, and multimodal numerical communication, 

and their connection to the cognitive processes that are involved in language 

comprehension and production. Focusing on the English language, this thesis 

discusses the idea that linguistic metaphors reflect deeper conceptualisations of the 

world, which are expressed multimodally through metaphoric and iconic gesture, 

prosody, and vocalization. It also studies the representation of these metaphors in 

cultural artifacts, like line graphs, and how these representations can make data 

visualizations easier to comprehend. By focusing on number metaphors and then 

expanding its scope to include numerical communication more broadly, this thesis 

explores how communication about numbers reflects numerical cognition. It also 

argues that sensorimotor simulation motivates iconic and metaphoric expression in 

different modalities, and discusses the implications of this argument for language 

evolution. By synthesising insights from a wide range of research areas and 

methodologies from across the spectrum of linguistics, cognitive science, and 

psychology, this thesis demonstrates that metaphor, iconicity, and multimodal 

numerical communication are interfaces between language and cognition.    
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1. INTRODUCTION 

Metaphor and iconicity can both express meaning by drawing on associations between 

different domains, which is evident in communication about numbers. For example, the 

metaphor ‘tiny number’ describes the magnitude of a number using words that denote 

physical size, despite numbers not literally being small or large. This phrase draws on the 

natural correlation between physical size and number: quantities with fewer items tend to 

be physically smaller (see Hurewitz et al., 2006). When using the phrase ‘tiny number’, 

speakers may produce a gesture in which the forefinger and thumb are pinched together, 

with the space between these fingers representing the small size of the number. In this 

example, when numerical quantity is described using words related to size (e.g., ‘tiny’), we 

call it a metaphor. When the size of an entity is depicted by the spatial parameters of manual 

gestures (rather than size-related words), we call it iconicity. Furthermore, because the 

meaning of the iconic pinching gesture is not size itself, but numerical quantity, this iconic 

gesture is also metaphoric. This example demonstrates how speakers communicate 

metaphorically and iconically about concepts like numerical magnitude, using different 

communicative channels (e.g., vocal and manual) to achieve this task.  

 Metaphor is a figure of speech, pervasive in spoken languages, that defines one 

concept in terms of another. Take, for example, this famous example from Shakespeare’s 

As You Like It: “All the world’s a stage, and all the men and women merely players”. The 

world is not literally a stage, but this metaphor implies that life is full of drama, we all play 

roles – social, professional, or otherwise – and our lives constitute a brief appearance on 

this stage in the context of the entire play. Other metaphors are less obvious but are 
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nonetheless prevalent, such as in words indicating spatial relations, which are used to 

denote concepts like numerical quantity, time, and emotional valence (good/bad). For 

example, English speakers talk of numbers as ‘high’ and ‘low’, look ‘forward’ to the future 

and look ‘back’ at the past, and express feeling ‘up’ or ‘down’ based on their mood (e.g., 

Casasanto & Boroditsky, 2008; Lakoff & Johnson, 1980b; Winter et al., 2015). These 

expressions are metaphorical because they describe non-spatial domains (numerical 

magnitude, time, and emotional valence) in terms of spatial locations, mapping concrete 

spatial language onto more abstract concepts.   

Iconicity is the phenomenon where a communicative form (e.g., a word or sign) 

resembles its meaning in some way (Peirce, 1931). An example of iconicity in spoken 

languages is onomatopoeia, where the sound of a word resembles its auditory meaning 

(Bladon, 1977; Bredin, 1996). For example, ‘ka-boom!’ depicts the sound of an explosion 

(see Taylor, 2007). Some spoken languages have a grammatical category of iconic words 

called ideophones, including the Japanese ‘gorogoro’ and ‘korokoro’, which respectively 

mean ‘a heavy/light object rolling repeatedly’ (Kita, 1997; Perniss et al., 2010). In these 

ideophones, the contrast in voicing between /g/ and /k/ depicts the weight of the rolling 

object, while the reduplication of syllables depicts the iterative nature of the rolling 

movement. Even in spoken languages without a dedicated category of ideophones, like 

English (Nuckolls, 1999), certain sounds are systematically used to convey certain 

meanings, which has been termed sound symbolism. In English and other spoken 

languages, for instance, high front vowels such as /i/ and /ɪ/ tend to appear in words for 

‘small’ meanings (see Blasi et al., 2016; Ultan, 1978; Winter & Perlman, 2021), like ‘tiny’ 

/taɪni/, ‘itsy-bitsy’ /ɪtsɪbɪtsi/, and ‘mini’  /mɪni/, whereas back vowels such as /a/, /u/, and /ɔ/ 
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tend to appear in words for ‘large’ meanings (see Johnson, 1967; Ohala, 1983; Winter & 

Perlman, 2021), such as in the word ‘large’ /laːdʒ/ itself, ‘humongous’ /hjuːmʌŋgəs/, and 

‘enormous’ /ɪnɔːməs/. This phonological pattern represents size by tapping into the 

association between the size of smaller (larger) entities and the higher (lower) frequency 

sounds that these entities, particularly animals (e.g., mice versus lions), tend to produce 

(Fitch, 1994; Ohala, 1994; Winter et al., 2021).  

Some of these forms of iconicity, such as onomatopoeia, use a communicative 

channel (e.g., the voice) to represent meanings in the same modality (e.g., auditory 

meanings). In comparison, cross-modal associations motivate the use of iconic sound 

symbolism like the use of the voice to represent physical size, a non-auditory meaning. 

Because sound symbolism maps meaning from one domain (e.g., vowel frequency) to 

another (e.g., size), cross-modal iconicity is sometimes treated as being equivalent, or 

similar, to metaphor (Marks, 2014). In fact, both metaphor and cross-modal iconicity may 

derive from associations formed through noticing correlations in our experience. For 

example, upper space may become associated with greater quantities because quantities 

(e.g., water in a glass) tend to rise as they increase (Lakoff, 1987, p. 276), forming the basis 

for the metaphoric description of numbers as ‘low’ and ‘high’. Analogously, low frequency 

sounds may become associated with large entities because large entities (e.g., elephants) 

tend to make low frequency sounds (Perlman, Clark, et al., 2015).  

This link between metaphor and iconicity is made clearer if we consider that the 

expression of metaphors via gestures can be seen as a kind of iconicity (see Bouissac, 
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2008). For example, in Figure 1, a speaker uses the linguistic metaphor1 ‘huge numbers’ 

and gestures by moving his hands outward from one another, the space between his flat 

palms representing the ‘huge’ size of these numbers. Metaphoric gestures such as this are 

also iconic gestures, as they iconically depict the metaphor’s source domain (Cienki & 

Müller, 2008), which is the domain (e.g., size) used to represent the target domain (i.e., 

literal meaning) of the metaphor (e.g., numerical quantity). If the speaker were depicting, for 

example, the size of a fish he had caught, we would call this gesture iconic, with the hands 

acting as boundaries that mark the extremities (face and tail) of the fish, and the space 

between these hands depicting the fish’s size. However, because the speaker is talking 

about a number, which is abstract and therefore does not have a physical size, his gesture 

is metaphoric, as well as iconic.  

 

 
1 In this thesis, I treat words in spoken languages and signs in signed languages as 
‘linguistic’, and anything else (e.g., gesture, prosody) as non-linguistic. It should be noted 
that some authors have advocated gestures being treated as part of language, rather than 
being separate from it (Kendon, 2004; e.g., McNeill, 2000). For the purposes of this thesis, 
this debate is not important, and I should stress that calling gesture ‘non-linguistic’ is not 
intended to disregard the importance and prevalence of this channel of communication, or 
the ways in which speech and gesture may be combined in speakers’ utterances (e.g., 
Enfield, 1999), planned in tandem (e.g., Melinger & Levelt, 2004), and so on.  
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Figure 1. CNBC presenter produces a metaphoric gesture while using the linguistic 

metaphor ‘huge numbers’. As with all metaphoric gestures, this gesture is also iconic. White 

arrows have been added to this image to illustrate the movement direction of the gesture. 

Source: CNBC Worldwide Exchange, accessed via the TV News Archive: 

https://tinyurl.com/5efhrdzw.  

 

Other forms of communication can also be both metaphoric and iconic, such as 

prosody, which includes modulating the pitch, speed, rhythm, and timbre of one’s voice 

during speech (e.g., Ćwiek & Fuchs, 2019; Nygaard et al., 2009; Perlman, Clark, et al., 

2015). For example, Shintel et al. (2006) found that people raised their vocal pitch when 

describing the upward movement of a dot on a screen, reflecting the association between 
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height and pitch instantiated in English and other languages (e.g., German) in the 

description of pitches as ‘high’ and ‘low’. Pitch is an auditory phenomenon and so is not 

literally ‘high’ or ‘low’, so the expression of verticality through pitch can be considered 

metaphoric (e.g., Dolscheid et al., 2012, 2013). Because this use of vocal pitch iconically 

depicts sounds of different pitches, it is also iconic.  

Another form of communication that can be both metaphoric and iconic is non-

linguistic vocalization, which involves depicting sounds using non-verbal vocal noises (e.g., 

Edmiston et al., 2018; Lemaitre et al., 2016; Sarvasy, 2016). For instance, Perlman et al. 

(2022) reported that deaf and hearing Chinese children and adults asked to produce 

vocalizations to denote different items produced louder vocalizations for larger versus 

smaller items (e.g., big versus small ball). These vocalizations tap into the association 

between larger objects and the louder sounds they tend to make relative to smaller objects 

(e.g., Grassi, 2005; see Spence, 2011). These vocalizations are iconic as they depict the 

sounds that objects of different sizes tend to make, but they are also metaphoric, as they 

depict the source domain of volume to denote the target domain of physical size.  

Metaphoric and iconic gesture, prosody, and vocalization open a window onto the 

mind that is not afforded by conventional words. Scholars have previously argued that 

because metaphoric and iconic gestures are produced less deliberately and more 

spontaneously than conventionalized speech, they allow insight into the conceptualization 

processes that underlie language production (De Ruiter, 2007; McNeill, 1992, 2000, 2005). 

A similar argument can be made about metaphoric and iconic prosody and vocalizations. 

With regard to the cognitive processes that metaphoric and iconic gestures, prosody, and 

vocalizations reveal, these three forms of communication may be outward expressions of 
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sensorimotor simulations. Sensorimotor simulation is the mental reactivation of previously 

experienced perceptions and actions, which recruits the same brain areas active during 

perception and action but to a lesser degree (e.g., Barsalou, 1999, 2007; Decety & 

Jeannerod, 1995). These simulations are productive and hence can be used to imagine an 

infinite number of experiences by combining previously experienced perceptions and 

actions (Barsalou, 1999; Barsalou & Prinz, 1997). Metaphoric and iconic gestures, prosody, 

and vocalizations may reveal the sensorimotor simulations that are active during language 

production, which is an idea that is explored throughout this thesis. 

This thesis investigates metaphor and iconicity, exploring the idea that linguistic 

metaphors reflect deeper conceptualisations of the world, which are communicated 

multimodally via metaphoric and iconic gesture, prosody, and vocalization. It also studies 

the representation of these metaphors in cultural artifacts, such as line graphs, and how 

these representations can make data visualizations easier to interpret. The thesis focuses 

on abstract concepts such as numerical quantity, time, and emotional valence, because, 

traditionally, conceptual metaphors have been seen as grounding abstract concepts in 

embodied, concrete experience (e.g., Gibbs, 1994; Kövecses, 2002; Lakoff & Johnson, 

1980b). In particular, the thesis provides an in-depth illustration of the varied multimodal 

strategies with which people communicate about numerical quantities, and how these 

strategies may reflect numerical cognition, demonstrating the multiple ways with which 

abstract concepts may be cognitively represented and communicated about. It also puts 

forward the argument that sensorimotor simulation motivates iconic and metaphoric 

expression in different modalities, and discusses the implications of this idea for theories of 

language evolution. This thesis focuses on the English language, making comparisons with 
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other spoken and signed languages (e.g., Dutch, Japanese, American Sign Language) 

when helpful to do so. 

Overall, this thesis explores the connection of metaphor, iconicity, and multimodal 

numerical communication to the cognitive processes that are involved in language 

comprehension and production, revealing these phenomena as interfaces between 

language and cognition. To expound this thesis, Chapter 2 presents a review of the 

literature, covering the main topics explored, and Chapters 3–6 contain the four main 

papers, with Papers 1–3 (§3–5) reporting empirical research, and Paper 4 (§6) making a 

theoretical contribution based on prior research. Chapter 7 concludes the thesis by 

discussing the papers in light of the main themes of the thesis, and suggesting future 

research directions.  
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2. LITERATURE REVIEW 

This literature review covers the foundational knowledge needed to understand the main 

topics of interest in this thesis, and provides context for the papers presented. First, I 

introduce the idea that linguistic metaphors reflect the way we think (§2.1), and report 

experimental evidence to support this point (§2.2). In the next chapters, I discuss the 

expression of these conceptual metaphors through gestures (§2.3) and cultural artifacts 

such as data visualizations (§2.4), before addressing the potential origins of these 

conceptual metaphors (§2.5). Following this, I discuss how conceptual metaphors of 

numerical quantity can give insight into numerical cognition and communication more 

generally (§2.6). Iconicity in multimodal communication is then explored in detail (§2.7), 

before the role of sensorimotor simulation in language comprehension, especially the 

comprehension of iconic vocabulary, is discussed (§2.8). Then, I argue that sensorimotor 

simulation is implicated in the production of iconic communication (§2.9), and that 

sensorimotor simulation is also involved in conceptual metaphor (§2.10). The specific 

relevance of these ideas to the main papers presented in this thesis is discussed at the 

beginning of each of these chapters. The main papers that comprise the thesis are then 

introduced. 

 

2.1. Conceptual Metaphor Theory 

This chapter introduces the notion that linguistic metaphors may reflect conceptual 

metaphors that structure our conceptualisation of the world. It focuses on metaphors of 

numerical quantity, which are investigated in Papers 1 and 2, and metaphors of time and 

emotional valence, which are investigated in Paper 2.  
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Conceptual Metaphor Theory (CMT) (e.g., Gibbs, 1994; Kövecses, 2002; Lakoff & 

Johnson, 1980b) is a theoretical framework affiliated with cognitive linguistics (e.g., Evans 

& Green, 2011; Fauconnier, 1994; Langacker, 2008) that describes how people understand 

and reason about abstract concepts. CMT starts with the observation that people often use 

linguistic metaphors to describe abstract concepts in terms of more concrete ones.2 For 

example, English speakers talk about ‘low numbers’, ‘high numbers’, ‘plummeting’ share 

prices, and ‘skyrocketing’ property prices (examples from British National Corpus; BNC 

Consortium, 2007). In these examples, numerical quantity is described as increasing 

upward through physical space. The numbers themselves are not literally ‘low’ or ‘high’; 

hence these expressions are deemed to be metaphorical. Each of these expressions is 

based on a mapping from the source domain of space to the target domain of numerical 

magnitude. The key insight from CMT is that this mapping is instantiated in a range of 

conventionalized linguistic expressions: as well as the expressions already described, 

people talk about ‘rising inflation’, ‘falling sales’, and about prices going ‘up’ or ‘through the 

roof’ (BNC Consortium, 2007). This mapping is productive in that it can generate novel 

expressions in which numerical quantity is described using any terms relating to vertical 

space, such as if a person were to state that the cost of living is ‘on a steep upward 

trajectory’, or that interest rates have ‘nosedived’.  

 Space is a common source domain for the mapping of abstract target domains in 

English. In addition to numerical quantity, vertical space terms are used to describe 

 
2 While CMT focuses on abstract concepts, it should be noted that not all linguistic 
metaphors are about abstract concepts. For example, Shakespeare’s metaphor “All the 
world’s a stage, and all the men and women merely players” is about the world, which is not 
usually considered abstract. 
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emotional valence, a term referring to the perception of concepts as good or bad (e.g., 

Barrett & Russell, 2016; Lang et al., 1997; Russell, 2003; Warriner et al., 2013). For 

instance, being in a good mood can be described as being ‘on a high’, and a bad mood as 

‘feeling low’, and likewise, stating that a situation is ‘looking up’ expresses optimism, 

whereas claiming that things are ‘going downhill’ is pessimistic. Other abstract target 

domains, such as time, are described in terms of other spatial axes, including the sagittal 

(front-back) axis. For example, people often describe looking ‘forward’ to future events and 

‘back’ at past ones, put experiences ‘behind’ them, and reschedule events ‘forward’ or 

‘backward’ in time. Words like ‘hindsight’ and ‘retrospective’, which describe reflecting on 

past events, also tap into the same mapping, with ‘hind-’ and ‘retro-’ denoting backward 

locations or motion. Some abstract target domains, like numerical quantity, are described 

using size-based spatial terms, as well as the vertical spatial terms discussed above. For 

instance, lesser quantities can be described as ‘tiny’ or ‘small’ and greater quantities as 

‘large’ or ‘huge’, and numerical changes can be characterised as ‘growing’ or ‘shrinking’ 

(Winter et al., 2013).3  

In this thesis, I focus on the spatial metaphors of numerical quantity, time, and 

emotional valence described above, with a particular focus on the various ways in which 

numerical quantity is conceptualised and communicated about multimodally. However, 

 
3 Throughout this thesis, I use the terms ‘greater’ and ‘lesser’ to describe numbers of a 
higher and lower magnitude, respectively, to differentiate discussion about the numbers 
themselves from the spatial metaphors that people use to describe them. This choice of 
language is an attempt to use a relatively neutral, non-metaphorical form of expression, 
although I recognise that it is practically impossible to do so in English, as ‘greater’ and 
‘lesser’ still have some (albeit weaker, I would argue) metaphorical associations with 
physical size. 
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people use many metaphors other than these. For example, people often describe similarity 

in terms of proximity, with people describing political views as ‘very far from’ (different) or 

‘very close to’ (similar) their own (Winter & Matlock, 2017, p. 106). Similarly, people 

discussing two similar shades of blue might say they ‘aren’t identical, but they’re close’ 

(Casasanto, 2008, p. 1047). Moreover, evil, scary, or depressing things are often described 

metaphorically in terms of darkness (Winter, 2014), such as in the expressions ‘dark times’ 

(Kövecses, 2002, p. 85) and ‘black comedy’, and in opposite expressions such as ‘brighten 

up!’ (Kövecses, 2002, p. 85) and ‘lighten the mood’ (BNC Consortium, 2007). People also 

describe arguments using war-related language in sentences such as ‘Your claims are 

indefensible’, ‘His criticisms were right on target’, and ‘I demolished his argument’ (Lakoff & 

Johnson, 1980a, p. 454). As a final example, people often describe time in terms of money 

in expressions such as ‘How do you spend your time these days?’, ‘He’s living on borrowed 

time’, and ‘I’ve invested a lot of time in her’ (Lakoff & Johnson, 1980a, p. 456). 

 As we can see, metaphorical mappings underlie a wide range of linguistic 

expressions, and they are also productive in the generation of new expressions. For 

example, a poet might use a space-time metaphor of focusing on her rear-view mirror 

(reminiscing about the past) instead of keeping her eyes on the road ahead and driving 

forward (being present). In addition, a vaccine developer might talk about the chances of 

adverse side effects being ‘microscopic’, tapping into the size-number mapping. The 

systematicity with which these metaphorical mappings are instantiated in linguistic 

expressions has led CMT theorists to posit that the linguistic expressions themselves are 

the surface-level manifestation of deeper conceptual mappings. In other words, these 
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linguistic metaphors are not merely linguistic but reflect the ways in which people 

conceptualise the world. 

 According to this line of thinking, the linguistic metaphors in which people describe 

numbers as ‘low’ and ‘high’ reflect an underlying conceptual metaphor in which greater 

numbers are associated with upper space, and lesser numbers are associated with lower 

space. Similarly, the metaphorical framing of numbers as ‘small’ and ‘large’ may reflect an 

association between larger physical sizes and greater numbers, and smaller sizes and 

lesser numbers. Emotional valence metaphors like ‘on a high’ and ‘feeling low’ may be 

surface-level representations of an association between upper space and positive valence 

(good), and lower space and negative valence (bad). In the domain of time, people may 

associate frontward space with the future (consistent with expressions like ‘looking forward’) 

and backward space with the past (consistent with expressions like ‘put it behind you’). In 

all these examples, conceptual metaphors have primacy, and are expressed through 

linguistic metaphors.  

 

2.2. Experimental Evidence for Conceptual Metaphors 

As we have seen, proponents of CMT argue that linguistic metaphors reflect conceptual 

metaphors that structure our conceptualization of the world. This chapter reports non-

linguistic evidence for the conceptual nature of the linguistic metaphors described in the 

previous chapter, which are explored in Paper 1 (size-based metaphors of numerical 

quantity) and Paper 2 (vertical metaphors of numerical quantity and emotional valence). 

Because these experiments are non-linguistic, they also reveal evidence for associations 

that are not expressed through language, but that can nonetheless be described as 
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metaphoric. These non-linguistic metaphors are explored in Paper 1 (horizontal metaphors 

of numerical quantity) and Paper 2 (horizontal metaphors of numerical quantity and 

emotional valence, horizontal and vertical metaphors of time).  

The CMT claim that language represents deeper conceptual metaphors was 

originally supported through reference to language itself: the systematicity with which 

metaphorical mappings (e.g., between vertical space and numerical quantity) are attested 

in language, and the productivity of these mappings to generate novel expressions, was 

interpreted as evidence for conceptual metaphors. Rightly, this line of reasoning was 

criticised for its circularity, as language was being interpreted as ‘revealing’ conceptual 

metaphors, but was also being put forward as evidence for the reality of conceptual 

metaphors in the first place (Murphy, 1996, 1997). Since then, researchers have probed 

conceptual metaphors through experimental, non-linguistic methods (see Gibbs, 1994; 

Landau et al., 2010; Winter & Matlock, 2013). Also, researchers focused on numerical 

cognition whose hypotheses have often not always been directly inspired by CMT have 

nevertheless reported evidence that can be interpreted as supporting the core claims of 

CMT.  

Experiments show evidence for a vertical conceptual metaphor of numerical 

magnitude, where people often think about numerical magnitude as increasing upward 

through space, consistent with linguistic metaphors that describe numbers in terms of 

vertical space. For example, people asked to verbalise numbers as randomly as possible 

choose greater numbers when they are moved upward in a body-lifting device than when 

they are moved downward (Hartmann et al., 2012), and when they look upward rather than 

downward (Winter & Matlock, 2013). Other studies show that when adults are tasked with 
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categorising numbers as odd or even (Hartmann, Gashaj, et al., 2014), and when children 

are asked to select the greater of two numbers (Cooney et al., 2021), both groups are 

quicker when the response button for the greater number is positioned higher than the 

response button for the lesser number. Moreover, when people are asked to place the 

quantity words ‘least’, ‘less’, ‘more’, and ‘most’ on a piece of paper, they tend to place the 

words vertically, ascending upward from ‘least’ to ‘most’ (Woodin & Winter, 2018). People’s 

gaze also tends to shift upward when people count aloud in an ascending sequence 

(Hartmann et al., 2016) and when processing greater as opposed to lesser numbers 

(Felisatti et al., 2022).  

 Experimental evidence also shows that people tend to conceptualise numerical 

magnitude in terms of physical size, associating lesser and greater numbers with smaller 

and larger sizes, respectively, consistent with size-number linguistic metaphors. For 

example, in magnitude comparison tasks, participants are quicker to select the greater of 

two numbers when the greater number is written in a larger typeface (Henik & Tzelgov, 

1982), and to select the dot display containing more dots when the display with more dots 

spans a larger area (Hurewitz et al., 2006). Lesser and greater numbers have also been 

linked to manual actions associated with the manipulation of smaller and larger objects, 

respectively. For instance, people tend to increase the distance between their thumb and 

forefinger when reaching to grasp wooden blocks inscribed with greater numbers, 

regardless of the actual size of the blocks (Andres et al., 2008). Participants also initiate a 

precision grip (thumb and forefinger approaching one other) more quickly when responding 

to lesser numbers, whereas they initiate a power grip (firm, whole-hand) more quickly when 

responding to greater numbers (Lindemann et al., 2007). A random number generation task 
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showed that merely observing hand-opening movements caused participants to verbalize 

greater numbers compared to when they observed hand-closing movements (Badets et al., 

2012). Even infants have been found to associate closed hand shapes with lesser numbers 

(Decarli et al., 2022).   

  Consistent with linguistic metaphors of emotional valence, studies also support the 

idea that emotional valence tends to be associated with vertical space, with people 

associating upper space with positive valence and lower space with negative valence. A 

seminal study conducted by Meier and Robinson (2004) showed that people were quicker 

to respond to positively valenced words such as ‘pride’ when they appeared in a higher 

position on a computer screen, and to negatively valenced words such as ‘liar’ when they 

appeared in a lower screen position. Another study showed that participants were quicker 

to judge the valence of words with vertically oriented response buttons when the upper 

button was used to indicate positive valence and the lower button to indicate negative 

valence (Castaño et al., 2018). In addition, Casasanto and Dijkstra (2010) showed that 

participants recalled more positive memories when moving marbles upward from a lower 

box to a higher box than when they moved marbles in the reverse, downward direction (see 

also Seno et al., 2013). Similarly, Globig et al. (2019) found that people recalled more 

positively valenced words from a list of nouns when they moved their head upward, and 

more negatively valenced words when moving their head downward. Finally, Sasaki et al. 

(2015) showed that participants rated images more positively after dragging a dot to an 

upper location of a screen.  

 If linguistic metaphors are surface-level expressions of conceptual metaphors, it 

stands to reason that there may be conceptual metaphors that are not instantiated 
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linguistically. Hence, conceptual metaphor may be a more prevalent strategy with which 

people conceptualise different domains than language alone would suggest. In CMT, the 

term ‘metaphor’ is still used to describe these instances, despite language not being 

involved, as a target domain is still being conceptualised in terms of a source domain. For 

example, there are no linguistic metaphors in which people describe numerical magnitude 

in horizontal terms – for example, English speakers do not usually state that a number is 

‘lefter’ or ‘righter’ than another. Despite this lack of linguistic representation, experiments 

show that people conceptualise numerical magnitude using the horizontal axis along a 

‘mental number line’. The Spatial-Numerical Association of Response Codes (SNARC) 

effect demonstrates that people tend to respond more quickly to lesser numbers with a left-

sided response, and to greater numbers with a right-sided response (e.g., Aleotti et al., 2020; 

Dehaene et al., 1993; Fischer & Shaki, 2014), which has also been replicated in an online 

context (Cipora et al., 2019). While this effect was initially shown to be related to left- and 

right-handed responses, Dehaene (1993, Experiment 6) showed that when participants’ 

hands were crossed over, they responded more quickly to lesser numbers with their right 

hand (on the left side) and to greater numbers with their left hand (on the right side). Other 

studies show that processing a greater number followed by a lesser number induces leftward 

eye movements (Loetscher et al., 2008), and leftward saccades can be used to predict that 

the next number verbalised by a participant in a random number generation task will be of 

a lesser magnitude than the previous one (Loetscher et al., 2010). When counting in an 

ascending sequence, people’s gaze position also tends to shift rightward (Hartmann et al., 

2016). Moreover, in a free placement task, participants tend to place the numbers ‘2’, ‘4’, 

‘7’, and ‘9’ from left to right across a piece of paper (Woodin & Winter, 2018). Finally, a study 
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required participants to reproduce the location of a numeral they had just seen within a 

rectangular space, finding that greater numbers were reproduced in a more rightward 

position on average than lesser numbers (Aulet et al., 2021).  

  Like numbers, emotional valence may be conceptualised in horizontal terms, even 

though this conceptualisation is not usually expressed through linguistic metaphors. In 

particular, Casasanto’s (2009) body-specificity hypothesis predicts that people associate 

positive valence with the side of space corresponding to the dominant side of their body, 

whereas negative valence is associated with the non-dominant side. Motivating this 

hypothesis, Casasanto found that right-handers tend to sort items framed as ‘good’ into a 

right-side box on a piece of paper and ‘bad’ items into a left-side box, whereas left-handers 

tend to do the opposite. Casasanto and Henetz (2012) obtained similar results for children 

as young as five years old, also finding that right-handed children attribute more positive 

traits to animals presented on the right, whereas left-handed children evaluate animals 

presented on the left more positively. In another study, strongly right-footed participants 

were quicker to categorise the valence of positive words with their right foot, and negative 

words with their left foot (de la Vega et al., 2015). Li (2020) also found general support for 

the body-specificity hypothesis in patients with unilateral stroke and individuals who had 

suffered the loss of a limb. Despite the lack of linguistic metaphors that express this 

horizontal conceptualisation of emotional valence, the use of ‘right’ as a synonym for 

‘correct’ may derive from the predominance of right-handers in society and the resultant 

dominance of the association between positive valence and right-side space. In addition, 

etymological analysis shows that ‘sinister’, a word with negative connotations, derives from 

the Latin word for ‘left’ (Casasanto, 2009). The Bible also states that Jesus sits at the right 
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hand of God (Plevnik, 1991), a place of honour and stature, whereas being at God’s left 

hand is often seen as a place of disrepute (Marshall, 1968). Therefore, although this 

conceptual metaphor is not expressed through linguistic metaphors, we find evidence of this 

conceptual metaphor in other domains. 

 Similar to numerical quantity and emotional valence, people tend to conceptualise 

time in horizontal terms, despite not expressing this association through linguistic 

metaphors. For example, it is unacceptable in English to talk about earlier times as ‘lefter’ 

than later ones, or to reschedule a meeting ‘rightward’ in time. Analogous with the SNARC 

effect, the Spatial-Temporal Association of Response Codes (STEARC) effect shows that, 

when Westerners4 are asked to indicate whether a sound was heard earlier or later than 

expected based on the timing of previous sounds, they are faster at responding to ‘earlier’ 

sounds with a left-side button and to ‘later’ sounds with a right-side button (Ishihara et al., 

2008; Vallesi et al., 2008, 2011). Comparable results have been reported for short and long 

stimuli durations (Conson et al., 2008) and sequential time-related concepts such as days 

of the week (Gevers et al., 2003, 2004). In addition, in a free response task, participants 

tend to arrange time-related words (‘past’, ‘future’, ‘earliest’, ‘earlier’, ‘later’, ‘latest’) in a left-

to-right direction across a piece of paper (Woodin & Winter, 2018; see also Leone et al., 

2018). These results show that Western people often conceptualise time as passing from 

left to right across a horizontally oriented mental timeline. The idea of a mental timeline with 

a rightward direction is coherent with the observation in the visual semiotics literature that 

 
4 As discussed in chapter 2.5, some non-Western cultures have been shown to 
conceptualise time in the opposite, rightward direction (Fuhrman & Boroditsky, 2010; 
Tversky et al., 1991).  
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‘given’ information (i.e., something the reader already knows) in a text usually appears on 

the left, whereas ‘new’ information (i.e., something the reader does not yet know) tends to 

appear on the right (Van Leeuwen & Kress, 1995). 

Regarding the vertical axis, there is debate about whether Western5 people think 

about time flowing from bottom to top – another representation that is not instantiated in 

English. One study reported that Westerners are quicker at responding to a square 

positioned in upper space that is paired with a future-related word, and to a lower square 

paired with a past-related word (Ruiz Fernandéz et al., 2014). Eye-tracking studies have 

also reported that downward versus upward saccades are triggered when Western people 

hear past- versus future-related words (Stocker et al., 2016), or think about the past versus 

the future (Hartmann, Martarelli, et al., 2014). Another study showed that Western people 

sometimes organise time concepts (past, present, and future) chronologically upwards 

(Leone et al., 2018). However, the response medium in all these studies was a screen, 

which could not detect sagittal associations due to its two-dimensionality. Because more 

distant objects along the sagittal plane appear higher than objects that are closer (Ooi et al., 

2001; Yang & Purves, 2003), a near-past and distant-future association could resemble a 

low-past and high-future association on a two-dimensional screen (Stocker et al., 2016). 

Thus, the putatively ‘vertical’ associations reported may actually be sagittal representations 

in disguise (Winter et al., 2015). Indeed, one study showed that Western participants are 

quicker at categorising verbal stimuli as past- versus future-related when experiencing 

 
5 The terms ‘Western’ and ‘Westerners’ are used deliberately, as some studies suggest that 
Mandarin Chinese speakers have vertical time representations (e.g., Boroditsky, 2001; 
Boroditsky et al., 2011; Miles et al., 2011). 
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backward and forward motion, whereas vertical movement did not have a significant effect 

(Hartmann & Mast, 2012). Null or inconsistent vertical effects have also been reported by 

other studies (e.g., Dalmaso et al., 2022; Fuhrman et al., 2011; Ishihara et al., 2008; Miles 

et al., 2011; Woodin & Winter, 2018). As a consequence, it is unclear whether Westerners 

do in fact conceptualise time along the vertical axis; at any rate, vertical representations of 

time are reported less consistently than horizontal ones.  

 

2.3. Metaphoric Gestures 

In the previous section, we saw some conceptual metaphors (horizontal metaphors of 

numerical quantity, time, and emotional valence; vertical metaphors of time) are not 

expressed via linguistic metaphors at all, implying that linguistic metaphors are just one 

outlet through which conceptual metaphors may be expressed. This chapter introduces 

gesture as another communicative strategy via which conceptual metaphors can be 

expressed. These metaphoric gestures are the focus of Paper 1, which looks at size-based 

and horizontal metaphoric gestures of numerical magnitude. Paper 1 explores metaphoric 

gestures that are produced alongside linguistic metaphors, where the gesture reflects the 

semantic content of the metaphor. It also investigates whether speakers perform gestures 

that express a metaphor other than the one mentioned in their speech. Both these types of 

metaphoric gesture are discussed in this chapter, in addition to metaphoric gestures that 

are produced in the absence of metaphorical language. Moreover, this chapter explores 

metaphoric gestures as a source of additional evidence for the conceptual metaphors 

studied in Paper 2: vertical and horizontal metaphors of numerical magnitude, time, and 

emotional valence. As discussed in Chapter 1, metaphoric gestures are also a subtype of 
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iconic gestures, where the source domain iconically depicted in the gesture stands 

metaphorically for a target domain.  

Some scholars have argued that linguistic metaphors are so conventionalised that 

interlocutors may sometimes understand them as literal rather than as metaphorical (e.g., 

Black, 1993; Hanks, 2006). For instance, when describing a number as ‘small’, speakers 

may not be consciously thinking of the spatial meaning of ‘small’, but may regard this 

linguistic metaphor as “just the way to say it” (Cameron, 2003: 100). However, the 

performance of a metaphoric gesture that matches the meaning of the metaphor may 

suggest that the speaker is indeed interpreting the linguistic metaphor in a genuinely 

metaphorical sense (e.g., Cienki & Müller, 2008; Goldin-Meadow et al., 1993; Müller, 2008). 

In other words, metaphoric gestures may indicate that the metaphor used in someone’s 

speech is conceptually active (see Müller, 2008; Woodin, 2019). For example, Figure 2 

shows a speaker gesturing by moving his hands close to each other, with the space between 

his flat palms metaphorically depicting the ‘small’ size of the number. The presence of this 

metaphoric gesture along the linguistic metaphor ‘small number’ may suggest that this 

metaphor is conceptually active for the speaker. Metaphoric gestures are sometimes 

interpreted as stronger evidence for conceptual metaphors than linguistic metaphors 

because metaphoric (and iconic) gestures may be produced less deliberately and more 

spontaneously than language, providing a window into how the speaker is conceptualising 

the topics being discussed (McNeill, 1992, 2000, 2005). 
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Figure 2. RT presenter performs a metaphoric gesture while using the linguistic metaphor 

‘small number’. This gesture may indicate that the linguistic metaphor ‘small number’ is 

conceptually active for this speaker. White arrows have been added to this image to illustrate 

the movement direction of the gesture. Source: RT, accessed via the TV News Archive: 

https://tinyurl.com/ycxzhwhs.  

 

 The following discussion should, however, be prefaced by acknowledging that the 

relationship between language and thought may be more complicated than the line of 

reasoning presented so far implies. As de Ruiter (2007) discusses, gestures may not be 

unadulterated expressions of thought, but may be influenced by factors such as the 

language one speaks (e.g., Kita & Özyürek, 2003), the concurrent planning of speech and 
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gesture (e.g., Melinger & Levelt, 2004), and concerns about how to make one’s gestural 

communication maximally interpretable by one’s addressee (e.g., Bavelas et al., 2002). 

Other research on multimodal construction grammar (e.g., Hinnell, 2018; Steen & Turner, 

2013; Zima & Bergs, 2017) has discussed the idea that certain speech-gesture 

combinations may be stored as a single multimodal construction in the brain, rather than 

directly expressing the conceptualisation processes underlying language production. 

Furthermore, it should be acknowledged that some gestures are highly conventionalized, 

such as emblems like the ‘OK’ gesture (e.g., Kendon, 2004), but the focus here is on 

metaphoric and iconic gestures that communicate imagistic content, which McNeill (1992) 

argues are unconventionalized. However, it is likely that even metaphoric and iconic 

gestures differ in their degree to which they are conventionalized, although we cannot say 

for sure how conventionalized they are. Nonetheless, this thesis subscribes to the notion 

that metaphoric and iconic gestures are expressions of psychological processes, 

notwithstanding the idea that there are other relevant factors that may influence these 

gestures.  

Gesture studies have discussed examples of metaphoric gestures pertaining to 

numerical magnitude. For example, Winter et al. (2013) discuss a size-based gesture 

performed by a speaker accompanying the phrase ‘tiny number’ in which the speaker 

gestures with her forefinger and thumb held close together, as if holding the number 

between her fingertips. The same speaker also uses the metaphor ‘huge amount’, and in 

doing so performs a size-based gesture in which she moves her hands away from each 

other along the horizontal axis, with the space between her open palms representing the 

size of the ‘huge’ quantity (similar to the gesture shown in Figure 1, see §1). Winter et al. 
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also discuss examples of vertical gestures in which people gesture with a downward 

movement when saying ‘low number’ and with an upward movement when saying ‘high 

number’. They show that speakers may perform vertical gestures even when they do not 

use vertical linguistic metaphors. For example, one speaker gestures with a downward 

movement when using the phrase ‘less than’, evidencing an association between lower 

space and lesser quantities despite not expressing this association linguistically. Also 

discussed by Winter et al. are gestures that reveal a different conceptual metaphor to the 

one expressed verbally, with one speaker gesturing with a rightward movement along the 

horizontal axis while describing numbers using the vertical metaphor ‘going up’. As 

discussed in chapter 2.2, this horizontal conceptual metaphor is not usually expressed 

linguistically, but these metaphoric gestures suggest that it can still be conceptually active 

during language production, and can be expressed simultaneously with other conceptual 

metaphors (e.g., vertical number metaphors).  

 Researchers have also reported evidence for metaphoric gestures of emotional 

valence. For instance, Woodin (2019) found that speakers tend to perform gestures with 

upward and downward movements respectively when using the linguistic metaphors ‘raise 

the standard’ and ‘lower the standard’, which describe valence changes – improvement 

(positive) and deterioration (negative) of quality – in vertical terms. Figure 3 shows an 

example of one of these gestures, where the speaker uses the phrase ‘raise the standards’ 

while moving his hand upward, the open palm of this hand facing downward. For the 

horizontal axis, consistent with the body-specificity hypothesis, Casasanto and Jasmin 

(2010) reported that left-handed political candidates gesture more frequently with their left 

hand during positively valenced clauses, and with their right hand during negatively 
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valenced clauses. The opposite pattern was found for right-handed candidates. As 

discussed in chapter 2.2, this horizontal conceptual metaphor of emotional valence is 

generally unproductive in language (aside from, e.g., ‘right’ being a synonym for ‘correct’; 

Casasanto, 2009), so gesture may be the only outlet available for this conceptual metaphor 

to be expressed during verbal communication, offering a non-verbal indication that it is 

conceptually active. 

 

 

Figure 3. Michael Froman performs a metaphoric gesture while using the linguistic 

metaphor ‘raise the standards’. This gesture may indicate that Froman is conceptualising 

emotional valence in terms of vertical space. A white arrow has been added to this image 

to illustrate the movement direction of the gesture. Source: Bloomberg, Charlie Rose, 

accessed via the TV News Archive: https://tinyurl.com/yuk6yx2e.  
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 Investigating metaphoric gestures of time, Cienki and Müller (2008) discuss a 

speaker who gestures from left to right when talking about two events that were earlier 

(preparing to take an exam) and later (taking the exam) in time (see also Walker & 

Cooperrider, 2016). Speakers also sometimes gesture with a horizontal movement even 

when using sagittal linguistic metaphors, such as when describing earlier times using the 

word ‘back’ with an accompanying leftward gestural movement (Casasanto & Jasmin, 

2012). Alternatively, speakers sometimes combine the horizontal and sagittal axes in a 

diagonal movement, gesturing with a leftward-backward movement when discussing the 

past, and a rightward-forward movement when talking about the future (Walker & 

Cooperrider, 2016). Studies tend to show that vertical gestures are less common than 

horizontal or sagittal ones and/or are excluded from the main analyses (Casasanto & 

Jasmin, 2012; Walker & Cooperrider, 2016), and in general, these vertical gestures have 

received less attention because vertical conceptual metaphors of time are not as well-

attested when compared with horizontal conceptual metaphors.  

 Gestures that depict the metaphor used in speech are often considered to be 

metaphoric. However, Bouissac (2008) argues that these gestures only imitate speech, 

making them iconically imitative of speech, but not metaphoric. In instances where a 

linguistic metaphor is used, the linguistic metaphors themselves could prime the 

performance of metaphoric gestures in some instances. However, this cannot be the full 

story, because there are examples of metaphoric gestures that are performed without 

speakers expressing these metaphors linguistically, and indeed where linguistic 

representation is not conventional in English (Casasanto & Jasmin, 2010, 2012; Cienki & 

Müller, 2008; Walker & Cooperrider, 2016; Winter et al., 2013; see also Calbris, 1990; 
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Cienki, 1998). For instance, Walker and Cooperrider (2016) cite an example of a speaker 

saying ‘looking to the future’ while moving his right hand in a rightward direction, where 

speech does not contain spatial language, but the gesture nonetheless has a horizontal 

movement.   

 According to Cienki and Muller (2008), there are four ways in which speech and 

gesture correspond to conceptual metaphors (1–4). These four categories have been 

supplemented by two more categories (5–6) proposed by Winter et al. (2013). The six 

categories are as follows:  

1. Both speech and gesture express the conceptual metaphor, e.g., Michael Froman 

gesturing upward while saying ‘raise the standards’ (see Figure 3).  

2. Only speech expresses the conceptual metaphor, e.g., speakers using the phrase 

‘high number’ while not gesturing, or performing a gesture that is incompatible with 

the metaphor or any other conceptual metaphor (e.g., Woodin, 2019). 

3. Only gesture expresses the conceptual metaphor, e.g., speakers gesturing with their 

left hand during positively valenced clauses and with their right hand during 

negatively valenced clauses, while not expressing this horizontal metaphor verbally 

(indeed, there are no conventional linguistic metaphors available to express this 

conceptual metaphor) (Casasanto & Jasmin, 2010).  

4. Speech and gesture express different conceptual metaphors, e.g., speakers 

gesturing with a horizontal movement when describing earlier times with the sagittal 

term ‘back’ (Casasanto & Jasmin, 2012). 
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5. Gesture expresses different metaphors consecutively, e.g., speakers performing a 

rightward gesture and then performing an outward ‘expansion’ gesture reflecting 

large physical size (Winter et al., 2013). 

6. Gesture expresses multiple metaphors at the same time, e.g., speakers gesturing 

with a leftward-backward movement when discussing the past, and a rightward-

forward movement when discussing the future (Walker & Cooperrider, 2016). 

 

2.4. Conceptual Metaphors in Cultural Artifacts 

The previous chapters have framed language and gesture as two outlets through which 

conceptual metaphors are expressed. Another outlet via which conceptual metaphors are 

represented is cultural artifacts, such as number lines, timelines, and data visualizations. 

These cultural artifacts represent size-based (Paper 1) and horizontal (Papers 1 and 2) 

number metaphors, vertical number metaphors (Paper 2), and horizontal time metaphors 

(Paper 2). Paper 2 explores the idea that these conceptual metaphors laid the groundwork 

for the conventions that have emerged in the field of data visualization design, with regard 

to the representation of numerical magnitude and time. It also tests whether horizontal and 

vertical conceptual metaphors of emotional valence influence how people interpret data 

visualizations, despite valence metaphors not conventionally being represented in this 

medium.  

 Cultural artifacts representing conceptual metaphors have their roots in cultural 

practices that have existed for millennia. Precursors to metaphoric cultural artifacts have 

been discovered that date back to 75,000 BP (beads) and 28,000 BP (a stick with notches 

carved into it), which appear to be items with which past cultures counted numerical 
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information (discussed by Coolidge & Overmann, 2012; Overmann, 2013). According to 

Zhang and Norman (1995, p. 274), the “first numeration systems invented in nearly all 

nations of antiquity were […] systems represented by simple physical objects, such as 

stones, pebbles, sticks, tallies, etc.”. These nascent numerical representations were 

necessarily spatial, as they predate symbolic communication of numerical information 

afforded by the invention of numerals circa 3200 BCE. Other spatial-numerical 

representations include finger counting, written tallies, and abaci (De Cruz, 2008). 

Representing concepts externally in a physical, spatial medium offloads mental 

computations onto the physical world, perhaps making these concepts easier to process, 

remember, manipulate, and communicate.  

 Counting beads and message sticks are only spatial insofar as mapping concepts 

onto physical objects inherently involves a spatial relationship between the objects. In 

contrast, many cultural artifacts intentionally represent properties of concepts with spatial 

parameters (see Figure 4). For example, pie charts (Fig. 4A) map quantity onto size, with 

larger slices representing larger quantities, while vertical and horizontal bar charts map 

quantity onto upward (Fig. 4B) and rightward (Fig. 4C) extent (see Fischer et al., 2005). 

Similar to horizontal bar charts, number lines (Fig. 4D) represent differences in quantity 

along the horizontal axis, as do timelines (Fig. 4E) in the representation of time (Tversky, 

2011; Woodin & Winter, 2018). Calendars (Fig. 4F) represent days progressing from left to 

right and weeks from top to bottom, while analogue clocks (Figure 4G) represent time as 

passing in a circular direction, rotating rightward (see Duffy, 2014). In time series charts 

(Figure 4H), horizontal representations of time and vertical representations of quantity are 

used in the same chart, showing changes in quantity (y-axis) across time (x-axis). These 
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cultural artifacts are consistent with size-based metaphors of numerical magnitude (pie 

charts), horizontal metaphors of numerical quantity (horizontal bar charts, number lines), 

vertical metaphors of numerical quantity (vertical bar charts, time series graphs), and 

horizontal metaphors of time (timelines, calendars, clocks6, time series graphs). 

 

 

Figure 4. Examples of cultural artifacts that represent numerical quantity and time spatially: 

pie charts (A), vertical bar charts (B), horizontal bar charts (C) number lines (D), timelines 

(E), calendars (F), analogue clocks (G), and time series charts (H). 

 

Designing data visualizations to be consistent with conceptual metaphors may make 

these visualizations easier to understand (see Parsons, 2018). For example, a graph 

 
6 Clocks do not show an axial horizontal representation, but the hands on a clock 
nonetheless turn in a rightward direction: from the perspective of the hands themselves, 
facing outward from the centre, an anticlockwise turn is in a leftward direction, and a 
clockwise turn is in a rightward direction. 
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showing numerical quantity increasing up the y-axis may be easier to interpret than a graph 

that shows numerical quantity increasing from top to bottom. This argument can be 

understood through the lens of cognitive fit theory, which concerns the cognitive effort 

needed to interpret different presentation formats of information (Vessey, 1991). According 

to cognitive fit theory, the strategy people use to understand information is based on a 

mental model of what they expect to see (Padilla et al., 2018), which may be motivated in 

part by conceptual metaphors. For instance, a metaphorical association between upward 

space and greater quantities may motivate an expectation that quantities will increase up 

the y-axis. When a graph subverts this expectation – for example, by reversing its y-axis so 

greater numbers appear lower down – graph users may have to mentally transform the 

graph so it conforms with their mental model, in this case by re-ordering the y-axis. This 

mental transformation may incur a processing cost, making the graph more difficult to 

understand and potentially eliciting incorrect conclusions about the information depicted. 

Initial evidence confirms that inverting the y-axis makes graphs more difficult to interpret 

(Pandey et al., 2015). The potential value of factoring conceptual metaphors into the design 

of cultural artifacts may explain the conventions that have emerged in fields like data 

visualization (see Cox, 2004; Fishwick, 2006; Tversky, 2011). 

 

2.5. Origins of Conceptual Metaphors 

So far, I have argued that conceptual metaphors have primacy and are then expressed 

through language, gesture, and cultural artifacts, rather than linguistic metaphors creating 

the associations from scratch. This begs the question of from where conceptual metaphors 

originate, if not from language. This chapter argues that the conceptual metaphors 
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investigated in Papers 1 and 2 often originate via the mechanism of Hebbian learning – 

although there may be a different mechanism for the size-based conceptual metaphors of 

numerical magnitude studied in Paper 1. Furthermore, as we will see, investigating the 

origins of conceptual metaphors casts more doubt on the vertical conceptual metaphor of 

time studied in Paper 2. This chapter also makes the argument that the expression of 

conceptual metaphors through language, gesture, and cultural artifacts can motivate or 

reinforce these same conceptual metaphors.  

Where do conceptual metaphors come from? One possibility is that they are acquired 

by observing domains that are correlated in experience and learning to associate these 

domains with one other (e.g., Casasanto, 2014; Pitt & Casasanto, 2020). One mechanism 

by which these associations might be formed is through Hebbian learning, a term that 

describes the idea that ‘neurons that fire together wire together’ (Hebb, 1949; see Winter et 

al., 2015 for a discussion in relation to conceptual metaphors of numerical quantity). The 

human brain is geared toward pattern recognition, which allows us to make associations 

and make predictions based on these associations. When one domain (e.g., numerical 

magnitude) is associated with another (e.g., space), neurons encoding both of these 

domains fire in unison every time we experience this association. Through repeated 

neuronal firing, both groups of neurons become ‘wired’ together, and thereafter, 

experiencing one domain in isolation triggers the firing of neurons associated with the other 

domain. When one domain is abstract and the other concrete, this process leads to the 

formation of what we call conceptual metaphors.  

Hebbian learning may be implicated in the emergence of vertical conceptual 

metaphors of numerical quantity. It is thought that vertical conceptual metaphors emerge 
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via exposure to environmental correlations: as noted by Lakoff (1987), adding water to a 

glass makes the water level of the glass rise, while tipping water out of the glass makes the 

level fall. Similarly, adding stones to a pile increases its height, whereas the opposite 

happens if we remove stones from the pile. By noticing this correlation, we come to 

associate upper space with greater quantities, and lower space with lesser quantities. The 

vertical valence metaphor may also stem from noticing correlations in experience and 

Hebbian learning taking place. For instance, people are likely to assume a ‘low’, slumped 

body posture when experiencing negative emotions (i.e., when we are ‘feeling down’), 

whereas they may assume a ‘high’, upright posture when happy and confident (i.e., when 

‘on a high’) (Lakoff & Johnson, 1999). Moreover, to be smaller and so in a lower position 

than another person is usually to be physically inferior, whereas to be taller and so in a 

higher position usually allows one to exert more control (see discussion in Winter, 2014). 

Observing this correlation in others and ourselves may lead us to associate upper space 

with positive valence, and lower space with negative valence.  

The formation of conceptual metaphors of emotional valence may also involve 

Hebbian learning. The horizontal valence metaphor may stem from the positively valenced 

experience of motor fluency with the dominant side of the body (Casasanto, 2009). 

Supporting this idea, Casasanto and Chrysikou (2011) found that patients with a disabled 

left hand who were right-handed prior to having a stroke continue to associate positive 

valence with right-side space, while previously right-handed patients with a disabled right 

hand come to associate positive valence with left-side space. These authors also reported 

that right-handers switched from right-is-good to left-is-good mappings after wearing a 

cumbersome glove on their right hand for about twelve minutes (for a review, see 
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Casasanto, 2011). Moreover, Chen and Lin (2021) found that right-handed people express 

higher intention to purchase food presented with tableware to its right, whereas this effect 

reverses when their right hand is under high motor resource load. Therefore, a bodily-

experienced correlation between fluency and either side of the body leads people to 

associate the right or left side of space with positive valence, and vice versa for negative 

valence. 

Horizontal representations of time and numerical quantity may be motivated by 

culture-specific reading and writing conventions, which are another source from which 

Hebbian associations may be formed. This putative origin of horizontal mappings is 

supported by evidence showing that Westerners asked to arrange cards in a temporal 

sequence prefer a light-to-right mapping (Bergen & Chan Lau, 2012; Boroditsky & Gaby, 

2010; Tversky et al., 1991), while speakers of Hebrew and Arabic (which are both written 

from right to left) prefer a leftward mapping (Fuhrman & Boroditsky, 2010; Tversky et al., 

1991). In another study, Casasanto and Bottini (2014a) showed that Dutch participants’ 

reaction times were consistent with a left-to-right mental timeline when judging phrases 

written in standard orthography, whereas their mental timelines were reversed after brief 

exposure to mirror-reversed orthography. Autry et al. (2020) also demonstrated that the 

tendency to place stickers depicting a temporal sequence (breakfast, lunch, dinner) in a 

rightward direction is stronger in older, English-speaking kindergarteners (mean age = 6.05 

years) than younger, English-speaking pre-schoolers (mean age = 3.87 years), and is 

correlated with emergent literacy skills. Similarly, another study reported that the SNARC 

effect is reversed in Arabic monoliterates, weakened in Arabic-English biliterates, and 

absent in illiterate Arabic speakers (Zebian, 2005), showing a graded influence of literacy 
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on horizontal conceptual metaphors of numerical quantity. Other research has corroborated 

the idea that the SNARC effect is culturally relative (e.g., Chatterjee et al., 1999; 

Padakannaya et al., 2002; Shaki & Fischer, 2008; Shaki et al., 2009; Azhar et al., 2021; see 

Göbel et al., 2011 for a review).  

Regarding the vertical conceptual metaphor of time, chapter 2.2 discussed the idea 

that it could be explained by a transformation of the sagittal axis onto a two-dimensional 

plane (Stocker et al., 2016), making it a sagittal mapping in disguise rather than a vertical 

mapping proper (Winter et al., 2015) (see §2.2). If true, the ultimate source of these 

putatively vertical (but actually sagittal) mappings may be the embodied experience of 

moving through space, or observing objects travelling through space, and experiencing a 

positive correlation between distance travelled and time taken (Casasanto, 2014). 

Experiencing this correlation could motivate a Hebbian association between time and 

sagittal space. Regarding what correlations could directly motivate a Hebbian association 

between lower space and the past, and upper space and the future, physical growth 

(correlated with the passing of time) is associated with higher vertical positions (e.g., 

Cooperrider et al., 2022; Dancygier & Sweetser, 2014; Forker, 2020; see also Safar, 2020), 

as can be observed in the growth of a plant or a teenager during a growth spurt.  

When it comes to size-based conceptual metaphors, numerical quantities may 

become associated with larger sizes because more numerous sets often span a greater 

extent, which may lead us to conflate numerosity with physical size (see Hurewitz et al., 

2006), creating a Hebbian association between physical size and numerical magnitude. 

Alternatively, de Hevia (2021) argues that this association may be innate, and hence may 

be heritable rather than being acquired through Hebbian learning. In making this argument, 
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de Hevia cites research showing that neonates up to three days old, who have had 

extremely limited experience with which to form new associations, nevertheless evidence 

the association between size and number. These neonates preferred to look at a large rather 

than a small object after experiencing an increase in number (hearing six syllables, then 

eighteen syllables), and vice versa for decreases in number. If this association is functional 

from birth, it would speak to the evolutionary advantage of being able to make approximate 

assessments of number based on size, due to these domains being highly correlated. 

 As discussed, once established, conceptual metaphors come to be represented 

through linguistic metaphors (§2.1), metaphoric gestures (§2.3), and/or cultural artifacts, 

such as data visualizations (§2.4). These outward expressions of conceptual metaphors 

then become new correlations that serve as new input for the formation of conceptual 

metaphors, or the reinforcement of existing ones in what Winter (2014) and Winter and 

Matlock (2017) characterise as a cultural feedback loop. For example, histograms in which 

‘more’ is represented by bars with a larger area (see Tversky, 2011) may reinforce the 

association between size and number. Moreover, the thumbs up/down gesture might 

reinforce the association between upper space and positive valence, and the cultural 

convention of raising one’s right hand when taking an oath may reinforce the association 

between right-side space and positive valence in right-handers, or even motivate this 

association in left-handers (see Casasanto, 2017; Casasanto & Bottini, 2014b). Linguistic 

metaphors like ‘Petrol prices are stratospheric’ or ‘The pound has hit an all-time low’ may 

also reinforce conceptual metaphors – in this case, the vertical conceptual metaphor of 

numerical quantity. In other instances, linguistic metaphors may strengthen particular 

conceptual metaphors at the expense of others. For example, Dutch speakers tend to 
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discuss musical pitch in vertical terms (‘low’ and ‘high’), while adult Farsi speakers tend to 

discuss pitch in thickness terms (‘thick’ and ‘thin’) (Dolscheid et al., 2013). Despite these 

differences, research with prelinguistic infants shows that both vertical and thickness 

conceptual metaphors are present cross-culturally, with Dutch infants tending to look longer 

at stimuli that are congruent with both verticality and thickness metaphorical mappings 

(Dolscheid et al., 2012). Therefore, the conceptual metaphor expressed in one’s native 

language using linguistic metaphors may be strengthened over time and become the 

dominant conceptual metaphor in that particular culture. It is plausible that metaphoric 

gestures and cultural artifacts have a similar strengthening effect on the conceptual 

metaphors they represent. Hebbian learning may be at the heart of the strengthening of 

conceptual metaphors described here, with repeated exposure to linguistic metaphors, 

metaphoric gestures, and cultural artifacts ‘wiring together’ groups of neurons associated 

with different domains more strongly. 

 

2.6. Number Metaphors and Numerical Communication 

Numerical magnitude has featured prominently in the discussion of conceptual metaphors 

so far, and is a primary topic of interest in this thesis, being investigated in both Papers 1 

and 2. Paper 3 explores numerical communication more generally, looking into the 

frequency with which different numbers are used in English, and tying these findings to 

research in numerical cognition. This chapter discusses additional research into number 

metaphors as a way of contextualising the research presented in Paper 3, and making 

explicit the connection of Paper 3 to the other papers presented in this thesis. Specifically, 
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this chapter introduces the communicative practice of rounding, which is one of the factors 

investigated in Paper 3 that affect number frequencies.  

As discussed in previous chapters, empirical evidence shows that people often 

conceptualise numbers on a mental number line, which is oriented from left to right in 

Western cultures. This mental number line is furthermore proposed to be logarithmically 

scaled (e.g., Dehaene, 1992). Therefore, the space between greater numbers on this 

number line is smaller than the space between smaller numbers – there is more 

compression on the number line at greater magnitudes (see Figure 5). The logarithmic 

scaling of the mental number line may explain other experimental findings in numerical 

cognition. For example, the size effect shows that, for a given difference in magnitude, 

comparing greater numbers is harder than comparing lesser numbers (e.g., Merten & 

Nieder, 2009; Moyer & Landauer, 1967; Nieder & Miller, 2003). One possible explanation 

for this finding is that greater numbers are harder to discriminate because they are closer 

together on the mental number line, so a greater difference in magnitude is needed to 

compare the magnitudes of greater numbers. This notion aligns with the Weber-Fechner 

law: as the intensity of a stimulus (in this case, the magnitude of a number) increases, a 

greater difference in intensity is needed for us to notice the increase (DeWind et al., 2015; 

Shepard et al., 1975). The Weber-Fechner law shows that our ability to quantify sets 

becomes more imprecise at higher magnitudes. Other potential evidence for logarithmic 

scaling of the mental number line comes from random number generation tasks showing 

that lesser digits (1, 2, or 3) are used more often than greater digits (4, 5, or 6). In these 

tasks, the use of smaller digits is associated with leftward attentional biases, as if looking at 

the location of numbers on the mental number line (Loetscher & Brugger, 2007). Smaller 
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numbers may be selected more often in these tasks because they are further apart on the 

mental number line, and so are represented more distinctly (see Dehaene, 1992).  

 

 

Figure 5. A comparison of number lines up to 10 that are linearly scaled (A) versus 

logarithmically scaled (B). On the logarithmic number line, greater numbers are closer 

together than lesser numbers – they are logarithmically compressed. 

 

The logarithmic representation of numbers may affect the frequency with which 

different numbers are used. More specifically, it may influence the linguistic practice of 

rounding. In decimal systems (i.e., based on the number ten, tenths, and powers of ten), 

round numbers are multiples of ten and sometimes five (e.g., Dorogovtsev et al., 2005; 

Sigurd, 1988). Rounding is when the nearest round number is used in place of the real 

number (Cummins, 2015, p. 20). For example, rather than say there are 491 animals at 

Twycross Zoo, a speaker may round this number up to 500. Alternatively, round numbers 

may be used as a benchmark indicating a level of completion (Dehaene, 1997, Ch. 4; 

Gunasti, 2016). For instance, 491 animals may be framed as being ‘almost 500’, while 506 

animals might be framed as ‘over 500’. In other contexts, a round number may be used 
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when the exact value is unknown (Ruud et al., 2014), such as when guessing the number 

of pebbles on a beach. If our mental representation of numbers becomes less precise at 

higher magnitudes, due to a logarithmic representation of numbers, we may round to a 

greater extent at higher magnitudes – for instance, rounding 77 up to 80, but rounding 177 

up to 200 (rather than 180). Hence, the increasing imprecision of numerical cognition at 

higher magnitudes may yield an increasingly imprecise use of numbers at higher 

magnitudes, evident in rounding practices.  

 

2.7. Iconicity in Multimodal Communication 

This literature review has thus far focused on metaphor. As discussed in Chapter 1, 

metaphor is related to the phenomenon of iconicity – the phenomenon whereby 

communicative forms resemble their meanings (see Peirce, 1931). Paper 4 explores the 

historical evolution of iconicity, its expression via words, gestures, non-linguistic 

vocalizations, and prosodic modulations, and its role in language evolution. The focus of this 

chapter is on the expression of iconicity in different modalities: auditory (words, 

vocalizations, prosody) and visuospatial (gestures). 

Historically in linguistics, iconicity has been downplayed as a feature of language, 

with an emphasis placed on so-called ‘arbitrariness’, a term often used to refer to the lack 

of a resemblance between the form of a word or sign and its meaning (e.g., Levelt et al., 

1999; Newmeyer, 1992; Pinker & Bloom, 1990). For example, Saussure (1966) notes that 

the English word ‘tree’ is very different from the Latin word ‘arbor’, yet both words have the 

same meaning (see also Locke, 1689). The mappings between these words and their 

meanings are not iconic, and so must be established by language-specific convention. If a 
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word is not iconic, the assumption is that the choice to use the word is unmotivated and 

random, and so is described as ‘arbitrary’ (but see Paper 4, §6 for an argument that this 

term is not accurate). Hockett (1960) even proposes arbitrariness as a defining feature of 

human languages that sets them apart from animal communication systems. Indeed, the 

historical treatment of signed languages as pantomimes or elaborate systems of manual 

gestures, rather than as true languages, has been attributed partly to their evident iconicity 

(see Goldin-Meadow & Brentari, 2017). For instance, the American Sign Language sign 

‘book’ depicts its meaning with the hands held open, facing upward and adjacent to one 

another, clearly representing the pages of an open book. Despite the lack of attention paid 

to iconicity historically, scholars have begun to argue that iconicity is another significant 

design feature of languages, including spoken languages (e.g., Dingemanse et al., 2015; 

Lockwood & Dingemanse, 2015; Perniss et al., 2010; Perniss & Vigliocco, 2014; Vinson et 

al., 2021).  

Iconicity is prevalent in spoken languages. In English, onomatopoeic words like 

‘splash’, ‘bang’ and ‘peep’ resemble the sounds they denote: something falling into or 

striking a liquid (e.g., a swimmer diving into a pool), a sudden loud, sharp noise (e.g. an 

explosion), and a brief, high-pitched noise (e.g., a whistle), respectively (see Bladon, 1977; 

Taylor, 2007). Some spoken languages also have a grammatical category called 

ideophones, alternatively known as mimetics or expressives (Akita & Pardeshi, 2019; 

Dingemanse, 2018; Voeltz & Kilian-Hatz, 2001), which feature words that iconically 

represent sound and other modalities. For example, in Japanese, the ideophone ‘nyaa’ 

mimics the sound made by a cat (Kita, 1997) and ‘dosadosa’ refers to a thudding sound 

(Akita, 2017), while other ideophones denote non-auditory events that may nonetheless 
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generate sound (e.g., ‘nurunur’: tactile sensation caused by a slimy object) or may not 

generate sound at all (e.g., ‘kutakuta’: being very tired) (Kita, 1997). Even in spoken 

languages without a dedicated class of ideophones, like English (Nuckolls, 1999), some 

sounds are used systematically for certain kinds of meanings. For example, Winter et al. 

(2022) show that /r/ systematically appears in words for ‘rough’ meanings in English and 

other languages in a sample of 332 spoken languages from 84 phyla. The authors link the 

‘rough’ meaning of /r/ to the ‘rough’ sound of its trilled variant. This phoneme is no longer 

trilled in most English dialects, but the association between /r/ and roughness remains a 

feature of the lexicon. Sidhu et al. (2021) also report that phonemes associated with 

roundness (/b/, /u/, /m/) tend to appear in English words for round objects (e.g., ‘ball’ /bɔːl/, 

‘hoop’ /huːp/, ‘moon’ /muːn/), while phonemes associated with spikiness (/t/, /k/, /ɪ/) tend to 

appear in English words for spiky objects (e.g., ‘cactus’ /kæktəs/, ‘spike’ /spaɪk/, ‘pitchfork’ 

/pɪtʃfɔːk/) (see also D’Onofrio, 2014; McCormick et al., 2015; Westbury et al., 2018).  

 Iconicity is also present in aspects of communication that are not conventionalised 

words, such as iconic gestures (e.g., McNeill, 1992, 2000, 2005). For example, Figure 6 

shows TV personality Steve Higgins performing an iconic gesture with his left hand that 

depicts a “swinging punching bag”, with the arc of the movement back and forth depicting 

the “swinging” motion. To give another example, a speaker might depict ‘cooking’ by 

gesturing as if cooking with a frying pan. Speakers may also communicate iconically with 

vocal prosody, which encompasses modulations of pitch, speed, rhythm, and timbre (e.g., 

Ćwiek & Fuchs, 2019; Nygaard et al., 2009; Perlman, Clark, et al., 2015). For example, 

Winter et al. (2022) describe how the /r/ phoneme in US potato crisp brand Ruffles was 

trilled in its historical marketing slogan, emphasising the ‘roughness’ of the word to reflect 
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the ridged texture of the crisp. Therefore, although the trilled /r/ variant is not used in US 

English accents, the /r/ phoneme can be prosodically modulated to enhance its iconic 

connection to roughness. Moreover, English speakers sometimes lengthen the vowel in 

‘long’, pronouncing it as ‘loooong’ to represent the length of time denoted (e.g., Guerrini, 

2020). Finally, speakers use iconic, non-linguistic vocalizations that depict sound using 

imitative, non-verbal vocal noises (Edmiston et al., 2018; Lemaitre et al., 2016; Sarvasy, 

2016). For instance, Lemaitre et al. (2014) report that a speaker of English depicted the 

unrolling of kitchen roll with the vocalization ‘fffff’, and then depicted detaching it from the 

cardboard tube with the vocalization ‘rrrrrrrr’. Perlman and Cain (2014) also discuss an 

example in which a speaker refers to an ‘elephant’ using a vocalization that imitates the roar 

of an elephant.  
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Figure 6. Steve Higgins performs an iconic gesture depicting the “swinging” motion of a 

punching bag. White arrows have been added to this image to illustrate the movement 

direction of the gesture. Source: NBC, The Tonight Show Starring Jimmy Fallon, accessed 

via the TV News Archive: https://tinyurl.com/pxd5fpkh.  

 

Multiple iconic strategies – words, gesture, prosody, and vocalization – can be 

employed at the same time. For example, Figure 7 shows an example in which TV 

personality Beth Troutman talks about an “itty-bitty man” in a photograph who is standing 

on the top of a large rock, a distance away from the camera. ‘Itty-bitty’ /ɪtɪbɪti/ is an 

conventionalized expression containing the high front vowel /ɪ/, which tends to appear in 

words denoting ‘small’ meanings (e.g., Blasi et al., 2016; Ultan, 1978; Winter & Perlman, 

2021). The high frequency of this vowel iconically depicts the high-pitched sounds that 
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smaller entities tend to make (Fitch, 1994; Ohala, 1994; Winter et al., 2021). When saying 

“itty-bitty”, Troutman performs an iconic gesture where her forefinger and thumb approach 

one another, as if she is holding the “itty bitty man” between her fingers, or otherwise 

representing the size of the man with the space between these fingers (see Hassemer & 

Winter, 2018; Winter et al., 2013). At the same time, Troutman uses iconic prosody by 

raising her vocal pitch, enhancing the iconic relation between pitch and physical size that 

was already expressed through the use of the phrase “itty-bitty”. In this example, then, iconic 

words, gesture, and prosody are all utilised at the same time. 

 

 

Figure 7. Beth Troutman uses the iconic expression “itty-bitty” while raising her vocal pitch 

(iconic prosody) and pinching her thumb and forefinger together (iconic gesture). This 

example shows how multiple iconic strategies can be utilised at the same time to create a 
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depictive performance. Source: ABC, Right This Minute, accessed via the TV News Archive: 

https://tinyurl.com/y9kjpom9.  

 

We can see, then, that speakers have different iconic strategies (words, prosody, 

vocalization, gesture) in different modalities (auditory, visuospatial) available to express 

sensorimotor information. Speakers sometimes utilise more than one outlet at the same 

time, creating an imagined experience (see Pascual, 2014) that allows their audience to 

picture “what it would be like to hear, see, or feel what the original speaker [or signer] did” 

(Wade & Clark, 1993, p. 188). In this way, speakers opportunistically use all the iconic 

strategies at their disposal for the purpose of depiction. 

 

2.8. Sensorimotor Simulation in Language Comprehension 

The use of iconicity to depict sensorimotor information leads us to a discussion of 

sensorimotor simulation and the part it plays in language comprehension in this chapter. 

The function of sensorimotor simulation in the comprehension and production of iconic 

communicative forms is central to the argument made in Paper 4, which connects this 

psychological mechanism to historical processes of language change and the evolution of 

iconic words over time.  

 Sensorimotor simulation is the mental reactivation of previously experienced 

perceptions and actions (e.g., Barsalou, 1999, 2007; Decety & Jeannerod, 1995). It is often 

seen as a more automatic, less conscious version of mental imagery (e.g., Bergen, 2012; 

Kosslyn, 1994; Pearson et al., 2015). Sensorimotor simulations allow people to imagine 

scenes they have not previously experienced directly by combining aspects of their 
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simulations creatively, allowing them to imagine an infinite number of experiences 

(Barsalou, 1999; Barsalou & Prinz, 1997). These sensorimotor simulations are proposed to 

involve similar but weaker patterns of neural activation as those involved during actual 

perception and action, such that, for example, simulating an action potentiates the 

performance of that action in experimental tasks, as we will see below. 

Evidence for sensorimotor simulation comes from non-linguistic tasks in which 

participants view objects and have to make a judgment about these objects using a motor 

response. For example, Tucker and Ellis (1998) showed people images of a teapot and 

asked participants whether the object was upright or upside-down. Left-handed responses 

were facilitated when the teapot’s handle was presented on its left side, and vice versa for 

right-handed responses. The authors argue that viewing the teapot caused participants to 

mentally simulate manipulating it with their left hand, which activated parts of their brain 

associated with performing that action, facilitating a left-handed response (see also Iani et 

al., 2019). Similarly, Tucker and Ellis (2001) found that participants were faster when 

responding to a visually presented object (e.g., a hammer versus a grape) with a hand grip 

similar to that which they would use to grasp the object (e.g., a more open versus more 

closed hand shape) (see also Heurley et al., 2020). The potentiation of manual actions by 

visually presented objects has been shown to persist even 700ms after the object has 

disappeared from view (Derbyshire et al., 2006).  

Sensorimotor simulations may be recruited in language comprehension, such that 

reading words automatically activates parts of the brain associated with the meaning of 

those words. For example, when participants read action words like ‘kick’, ‘lick’, and ‘pick’, 

fMRI scans show increased blood flow (interpreted as increased activation) in the motor 
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cortex in a somatotopic fashion in which parts of the brain associated with the body parts 

used in the performance of the corresponding actions are activated (Hauk et al., 2004). 

Moreover, understanding nouns and verbs has been shown to involve activation of visual 

and action areas of the brain, respectively (Pulvermüller et al., 1999; see also Moseley et 

al., 2013), just as nouns tend to denote visual objects (e.g., Jones & Smith, 1993) and verbs 

tend to denote actions (e.g., Glenberg & Gallese, 2012). Event-related potentials also 

display different cortical activity for words denoting either sound or action concepts (Popp et 

al., 2016).  

 Some research suggests that comprehending iconic words may activate 

sensorimotor simulations more strongly than non-iconic words. In particular, neurological 

studies show that comprehending Japanese ideophones activates areas of the brain 

recruited in sensorimotor processing more strongly than non-ideophones (Kanero et al., 

2014) and non-words (Osaka, 2009, 2011; Osaka et al., 2004; Osaka & Osaka, 2009). This 

finding was also corroborated with a multi-language stimulus set (Revill et al., 2014). 

Moreover, fMRI scans have shown that hearing iconic Japanese words for animal sounds 

activates brain areas implicated in the processing of environmental (versus linguistic) 

sounds more strongly than hearing non-iconic animal names (Hashimoto et al., 2006). 

Affective iconic words have also been found to generate a blood-oxygen-level-dependent 

(BOLD) response in the left amygdala, which is implicated in the multimodal representation 

of emotions (Aryani et al., 2019).  
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2.9. Sensorimotor Simulation in Iconic Language Production 

Based on the link between sensorimotor simulation and the comprehension of iconic 

vocabulary, this chapter explores the idea that sensorimotor simulation is involved in not 

only the comprehension of iconic language, but also its production. This idea is central to 

Paper 4, which posits that sensorimotor simulation triggers speakers to produce iconic 

gestures, vocalizations, and prosodic modulations of existing words, which express the 

content of the speaker’s simulation. Iconic forms of expression that are communicatively 

useful are conventionalized and gradually become part of the lexicon. 

The notion that sensorimotor simulation is involved in the production of iconic 

utterances has been most directly explored in relation to gestures. Hostetter and Alibali’s 

(2008, 2018) Gesture as Simulated Action (GSA) framework posits that sensorimotor 

simulation underlies the production of representational gestures, which includes iconic, 

metaphoric, and deictic (pointing) gestures (see McNeill, 1992). The main argument of the 

GSA framework is that simulating visuospatial or motoric information causes activation in 

the premotor cortex (Rizzolatti et al., 1996), which may then spread to the motor cortex, 

causing the performance of manual gestures. These gestures depict the sensorimotor 

simulation that gave rise to the gesture in the first place. For instance, in Figure 8, US talk 

show host Jimmy Fallon gestures as if revving the engine of a motorbike. According to the 

GSA framework, Fallon mentally simulated the action of revving a motorbike, triggering 

patterns of premotor activation similar to those involved in the physical action of revving a 

motorbike. This premotor activation was sufficiently strong that it spread to Fallon’s motor 

cortex, causing him to produce a ‘revving’ gesture that expressed the motorbike-revving 

content of his simulation.  
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Figure 8. US talk show host Jimmy Fallon performs an iconic gesture depicting the revving 

of a motorbike while referring to the film name “Vroom”, which references the sound of a 

vehicle’s engine being revved. A white arrow has been added to this image to illustrate the 

movement direction of the gesture. Source: NBC, The Tonight Show Starring Jimmy Fallon, 

accessed via the TV News Archive: https://tinyurl.com/y8sd22ta.   

 

 Hostetter and Alibali (2008, 2018) present evidence for the predictions of their 

framework. One of these predictions is that if sensorimotor simulation motivates the 

production of representational gestures, we should observe more gestures when 

communication relies more on simulations than amodal, propositional (i.e., non-imagistic) 

codes. Supporting this prediction, one study showed that speakers were more likely to 

gesture when retelling a vignette after watching a cartoon of the vignette compared to 
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speakers who had only listened to a verbal description, presumably because the cartoon 

group had more vivid sensorimotor information available to access (Hostetter & Skirving, 

2011). In another study, speakers gestured more often when their spatial skills were better 

than their verbal skills, perhaps because these speakers relied more on visuospatial 

simulations when communicating (Hostetter & Alibali, 2007). Speakers have also been 

shown to gesture more frequently during a visuospatial task (arranging shapes to make a 

picture) than a propositional task (arranging words to make a sentence) (Hostetter & 

Sullivan, 2011). Together, these studies are compatible with the notion that gesture 

production increases as communication relies more on simulation processes, providing 

support for the GSA framework. 

As well as gesture, Perlman and Gibbs (2013) argue that simulation can influence 

speech prosody. Evidence indirectly supports this argument. For example, studies have 

shown that speakers talk faster when describing faster events (Perlman, 2010) and read 

stories about smaller entities such as grasshoppers with a higher pitch than stories about 

larger entities such as elephants (Perlman, Clark, et al., 2015). Participants also produce 

longer utterances when describing the movement of a dot they had previously seen move 

slowly across a screen compared to when the dot moved quickly (Shintel et al., 2006). 

Altogether, these studies suggest that people modify their speech prosody to reflect their 

sensorimotor imagery, just like people do with their gestures (Hostetter & Alibali, 2008, 

2018). Moreover, as mentioned already in Chapter 2.6, speakers can produce imitative 

vocalizations that appear to depict the contents of their sensorimotor imagery (e.g., 

Blackwell et al., 2015; Hudson, 1985; Perlman & Lupyan, 2018), similar to the depictive 

function of iconic gestures. In fact, iconic vocalizations have been described as vocal 
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gestures due to their shared role with manual gestures (Clark et al., 2013; Okrent, 2002; 

Perlman, 2010). Thus, iconic gesture, prosody, and vocalization may be three 

communicative strategies through which sensorimotor simulations are expressed. 

 

2.10. Sensorimotor Simulation in Conceptual Metaphor 

In this final chapter of the literature review, I argue that sensorimotor simulation is the 

psychological basis not just of iconicity, but also of conceptual metaphor (see Gibbs & 

Matlock, 2008). Despite sensorimotor simulation being discussed explicitly in Paper 4 in 

relation to iconicity specifically, many instances of iconicity discussed in Paper 4 can be 

interpreted as a kind of metaphor (see Marks, 2014). In addition, the ideas in this chapter 

are relevant to contextualising the studies on conceptual metaphor and numerical 

communication presented in Papers 1, 2, and 3. Although these papers do not explicitly 

investigate these ideas, this chapter adds additional context that can inform the 

interpretation of their conclusions, which is discussed in more detail in Chapter 7.  

 In their GSA framework, Hostetter and Alibali (2008, 2018) propose sensorimotor 

simulation as the mechanism underlying representational gestures, which include 

metaphoric gestures, as well as iconic ones. The proposal of a common mechanism for 

iconic and metaphoric gestures is logically sound because, as discussed in Chapter 1, 

metaphoric gestures are a kind of iconic gesture (see Bouissac, 2008). When a person 

communicates iconically, they mentally simulate the literal meaning of what is being 

expressed. When a person communicates metaphorically, their simulation corresponds to 

the source domain of a conceptual metaphor, which stands metaphorically for a target 

domain. For example, a speaker might gesturally depict the size of a fish she caught by 
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moving her open palms away from each other, with the space between the palms 

representing the size of the fish. In comparison, if the gesture were not about a fish, but 

rather about ‘huge numbers’ (see Figure 1, §1), the speaker might still be simulating 

properties related to physical size, but size would be the source domain that is used to 

conceptualise the target domain of numerical quantity. Hence, sensorimotor simulation 

would be involved in the production of this metaphoric gesture. 

 Sensorimotor simulation may also be involved in the production of metaphoric 

prosody and vocalizations (see Perlman & Gibbs, 2013). For example, Chapter 2.8 

discussed how English speakers lengthen the vowel in ‘long’, articulating this word as 

‘loooong’ to depict the length of time denoted, which is iconic as the vocalization literally 

lasts for a ‘long’ time (e.g., Guerrini, 2020). Alternatively, speakers might opt for the 

elongated ‘loooong’ pronunciation to describe the length of a snake, which can be 

interpreted as a metaphor, as duration (source domain) is used to represent size (target 

domain) (Perlman & Gibbs, 2013). In both cases, the speaker may simulate the same 

temporal information, which elicits the same prosodic modulation (i.e., elongation of the 

vowel). However, in the first case, duration literally represents duration, whereas in the 

second case, duration metaphorically represents length. In a similar way, a speaker may 

simulate the loud sound of a car crash, and then express this simulation using a loud 

vocalization like ‘bam!’, with volume iconically representing the loudness of the crash. 

Speakers can also use volume metaphorically: Chapter 1 discussed how speakers use 

louder vocalizations to depict larger objects and quieter vocalizations to depict smaller 

objects (Perlman, Paul, et al., 2015). In both instances, the speaker’s sensorimotor 



 55 

simulation would correspond to volume, but in the second instance, the source domain 

volume would be used to metaphorically represent the target domain physical size.  

Simulating a conceptual metaphor’s source domain may be the cognitive basis of 

what it means for a linguistic metaphor to be conceptually active (see Woodin, 2019 for a 

similar argument). As discussed in Chapter 2.3, linguistic metaphors may be so 

conventionalized that people do not interpret them as metaphorical (e.g., Black, 1993; 

Hanks, 2006). Muller (2008) thus proposes metaphoric gestures as “activation indicators” 

(Müller, 2008, p. 197), showing that speakers are ‘thinking metaphorically’. Metaphoric 

gestures may evidence conceptual activation because these gestures may reveal that the 

speaker is simulating the source domain of the linguistic metaphor, which cues them to 

perform the metaphoric gesture. As well as gesture, metaphoric prosody and metaphoric 

vocalizations may be activation indicators. For example, if the linguistic metaphor ‘small 

number’ is conceptually active, the speaker may be simulating physical size, which may 

cause them to perform a pinch gesture to depict holding the ‘small’ number between the 

forefinger and thumb (see Winter et al., 2013 for a discussion of size-based metaphoric 

gestures). While using this linguistic metaphor, the speaker may also be simulating pitch 

information (e.g., Perlman et al., 2015), which may cause them to raise the pitch of their 

voice. The use of both metaphoric gesture and metaphoric prosody may show that the 

linguistic metaphor ‘small number’ is conceptually active.  

Müller (2008) defines conceptual activation in terms of Cameron’s (1999, p. 19) 

notion of spreading activation through different neurological pathways. Because more or 

fewer pathways may be activated at one time, Müller (2008, pp. 197–198) argues that 

conceptual activation is a graded phenomenon, with the production of more (or fewer) 
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activation indicators demonstrating that the linguistic metaphor is more (or less) 

conceptually active. In other words, there are “degrees of metaphoricity” (Woodin, 2019). 

Hence, the use of a metaphoric gesture (e.g., a pinch gesture) together with the use of 

metaphoric prosody (e.g., a higher vocal pitch) may show that the linguistic metaphor is 

more conceptually active than if just one of these activation indicators were used. In this 

simulation-based account, Cameron’s (1999, p. 19) idea of spreading activation can be 

reinterpreted as the simulation of different kinds of information – in this case, visuospatial 

and auditory – which are expressed with different metaphoric strategies: gestural and 

prosodic. 

Sensorimotor simulation might explain other findings I have discussed in this 

literature review – for example, cognitive fit theory (Vessey, 1991) and the interpretation of 

data visualizations described in Chapter 2.4. Cognitive fit theory postulates that people 

interpret graphs with a mental model of what they expect to see (see Padilla et al., 2018). 

Within the framework proposed here, this mental model can be reinterpreted as a 

sensorimotor simulation that is generated in anticipation of seeing a visualization. This 

simulation may be influenced by conceptual metaphors. If the visualization contradicts the 

simulation (i.e., if conceptual metaphors are subverted, for instance by reversing the 

direction of the y-axis), the graph user may have to transform their simulation or generate a 

new one to interpret the visualization. This transformation or regeneration may incur a 

processing cost, whereas visualizations that align with the graph user’s sensorimotor 

simulation may be quicker and easier to interpret. Also, when people design data 

visualizations, they may generate a sensorimotor simulation that they try to reproduce 

visually. As this simulation is influenced by conceptual metaphors, the visualization 
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designed will tend to conform with these metaphors. For these reasons, sensorimotor 

simulation, as a process involved in the production and comprehension of conceptual 

metaphors, may have been critically involved in the formation of the graphical conventions 

that have emerged in this field (see Cox, 2004; Fishwick, 2006; Tversky, 2011).  

More speculatively, sensorimotor simulation may also be recruited for numerical 

cognition, particularly for the horizontal mental number line that is logarithmically scaled, 

involving compression at higher magnitudes (Dehaene, 1992, 2007), as is described in 

Chapter 2.6. Comparing the magnitudes of numbers may thus be at least partly a 

visuospatial task, involving the scanning of sensorimotor simulations and comparing the 

position of numbers. Because greater numbers are closer together on the mental number 

line, they are more difficult to visually discriminate, potentially explaining the size effect, 

which shows that magnitude comparison is harder for greater numbers (e.g., Merten & 

Nieder, 2009; Moyer & Landauer, 1967; Nieder & Miller, 2003). Simulation may also explain 

why people use more smaller digits than larger ones in random number generation tasks 

Simulation may also explain why people use more smaller digits than larger ones in random 

number generation tasks: people may select from a mentally simulated distribution of 

numbers on a logarithmically compressed mental number line, on which smaller numbers 

are further apart and so are represented more distinctly (see Dehaene, 1992). Finally, 

simulation may explain why people often look to the left when using smaller digits, as if 

looking at smaller, more leftward digits on a mentally simulated number line (Loetscher & 

Brugger, 2007). However, it should be noted that there are other explanations for some of 

these phenomena that do not necessarily involve simulation. For example, as discussed in 

Paper 3, smaller numbers may generally be used more frequently than larger numbers 
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because smaller quantities are encountered more often and are more easily countable, 

which may influence the numbers people use in random number generation tasks 

(Cummins, 2015, p. 32).  

*  *  * 

 This literature review began with the idea that linguistic metaphors of numerical 

quantity, time, and emotional valence reflect conceptual metaphors that structure our 

thinking about each concept. Experimental, non-linguistic evidence for these conceptual 

metaphors was presented, which uncovered evidence for conceptual metaphors that are 

not instantiated in the English language. The conceptual metaphors discussed have the 

source domain space, including vertical, horizontal, and size-based mappings. The review 

then explored the expression of these conceptual metaphors via gestures and cultural 

artifacts, such as data visualizations, before discussing the influence of conceptual 

metaphor on graph interpretation and graphical conventions. The review then mooted 

Hebbian learning as the mechanism through which conceptual metaphors are formed, 

where associations are learnt by observing correlations in experience. Then, the review 

discussed the idea that the mental number line is logarithmically compressed at higher 

magnitudes, and explored the relevance of this idea to numerical communication (i.e., 

rounding). After this, the review investigated iconicity in the vocal (onomatopoeia, 

ideophones, sound symbolism, non-linguistic vocalization, prosody) and manual (gesture) 

channels, and described how people combine these iconic strategies. Evidence for the 

proposed role of sensorimotor simulation in the comprehension and production of iconic 

forms was then presented. Finally, the review made the argument that sensorimotor 
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simulation is implicated in conceptual metaphor, and the implications of this view were 

discussed for the other topics presented in this thesis.  

 The papers in this thesis investigate metaphor and iconicity in various kinds of 

multimodal communication, including gestures (Papers 1 and 4), data visualization (Paper 

2), vocalization (Paper 4), and prosody (Paper 4). In its treatment of metaphor, this thesis 

explores metaphors of time (Paper 2), emotional valence (Paper 2), and numerical 

magnitude (Papers 1 and 2), before investigating numerical cognition and communication 

more generally (Paper 3). The thesis makes both empirical contributions (Papers 1, 2, and 

3) and theoretical contributions (Paper 4).  

 Paper 1 (§3) investigates the conceptual basis of linguistic metaphors that refer to 

numerical quantity in terms of physical size (e.g., ‘tiny number’, ‘huge number’). This 

multimodal corpus study shows that speakers tend to perform gestures that represent the 

metaphor used in their speech, hinting that speakers are not only talking about numbers 

using size-based language, but are also conceptualising numbers metaphorically in terms 

of physical size. This study provides the first large-scale empirical evidence that spatial-

numerical associations that have been found in laboratory settings characterise numerical 

communication ‘in the wild’.  

Paper 2 (§4) investigates whether the interpretation of line graphs is influenced by 

conceptual metaphors of emotional valence. The experiment reported suggests that it is, 

showing that line graphs whose design aligns with metaphors of emotional valence, where 

‘more’ of a positive quantity (e.g., vacation days) is depicted by higher y-axis positions, are 

more easily interpretable than line graphs that do not align with these metaphors (e.g., ones 

where the y-axis is reversed). We also consider how conceptualisations of numerical 
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quantity and time influence graphical conventions in the design of data visualizations. This 

paper has an important applied perspective in that we use our findings to make direct 

recommendations for data visualization practices.  

Paper 3 (§5) explores the frequency with which people use different numbers in 

spoken and written English, and the main factors that influence these frequencies. This 

quantitative corpus study reveals the numbers people deem important to communicate 

about, in what contexts, and why, showing that number frequencies can be explained by 

four key factors: magnitude, roundness, cultural salience, and register. This paper is not 

directly connected to metaphor and iconicity but delves deeper into the topics of numerical 

communication and cognition that are the focus of Papers 1 and 2. This study is significant 

in that it is the most exhaustive, largest-scale analysis of number use in attested language 

to date.  

Paper 4 (§6) puts forward a model of language evolution in which iconicity stands 

front and centre. In this theoretical paper, we contend that sensorimotor simulations drive 

the production of iconic forms in interactions. Via conventionalization, these iconic forms 

rejuvenate iconicity in the lexicon, which counteracts other system-wide pressures (e.g., 

toward efficiency) for iconicity to decline over time through ‘deiconizing’ processes of 

language change (e.g., phonetic reduction). This paper is notable for presenting a model of 

language evolution in which iconicity has primacy, and for relating processes of language 

evolution to cognition (i.e., sensorimotor simulation). 

 

 

  



 61 

3. PAPER 1 

Woodin, G., Winter, B., Perlman, M., Littlemore, J. & Matlock, T. (2020). ‘Tiny numbers’ are 

actually tiny: Evidence from gestures in the TV News Archive. PLOS One, 1–21. 

https://doi.org/10.1371/journal.pone.0242142  

• Conceptualization: Bodo Winter, Marcus Perlman, Jeannette Littlemore, Teenie 

Matlock.  

• Data curation: Greg Woodin, Bodo Winter, Teenie Matlock.  

• Formal analysis: Greg Woodin.  

• Investigation: Greg Woodin, Marcus Perlman, Jeannette Littlemore.  

• Methodology: Greg Woodin, Bodo Winter, Marcus Perlman, Jeannette Littlemore.  

• Project administration: Greg Woodin, Bodo Winter, Marcus Perlman.  

• Supervision: Bodo Winter, Marcus Perlman, Jeannette Littlemore, Teenie Matlock.  

• Validation: Bodo Winter, Marcus Perlman, Jeannette Littlemore, Teenie Matlock.  

• Visualization: Greg Woodin.  

• Writing – original draft: Greg Woodin.  

• Writing – review & editing: Greg Woodin, Bodo Winter, Marcus Perlman, Jeannette 

Littlemore, Teenie Matlock. 

Supplementary materials: https://osf.io/dncjg/  

 

 



RESEARCH ARTICLE

’Tiny numbers’ are actually tiny: Evidence from
gestures in the TV News Archive
Greg WoodinID

1*, Bodo Winter1, Marcus Perlman1, Jeannette Littlemore1,
Teenie Matlock2

1 English Language & Linguistics, University of Birmingham, Birmingham, United Kingdom, 2 Cognitive and
Information Sciences, University of California, Merced, CA, United States of America

* gawoodin@gmail.com

Abstract

We report a large-scale, quantitative investigation of manual gestures that speakers perform

when speaking metaphorically about numerical quantities. We used the TV News Archive–

an online database of over 2 million English language news broadcasts–to examine 681 vid-

eos in which 584 speakers used the phrase ’tiny number’, ’small number’, ’large number’, or

’huge number’, which metaphorically frame numerical quantity in terms of physical size. We

found that the gestures speakers used reflect a number of different strategies to express the

metaphoric size of quantities. When referring to greater versus lesser quantities, speakers

were far more likely to gesture (1) with an open versus closed hand configuration, (2) with

an outward versus inward movement, and (3) with a wider distance between the gesturing

hands. These patterns were often more pronounced for the phrases containing more

extreme adjectives (’tiny/huge number’). However, we did not find that speakers performed

two-handed versus one-handed gestures. Nor did we find that speakers performed right-

handed versus left-handed gestures, when referring to greater versus lesser quantities.

Overall, this work supports the claim that metaphoric thought is involved in the production of

verbal metaphors that describe numerical magnitudes. It demonstrates that size-based

numerical associations observed in previous lab experiments are active in real-life commu-

nication outside the lab.

1. Introduction

English speakers often talk about quantities in terms of physical size [1, 2] For instance, num-
bers of different magnitudes are typically described using size terms such as ’tiny’, ’small’,
’large’, and ’huge’, and changing quantities can be characterised as ’shrinking’ or ’growing’.
Using words or phrases from one domain (e.g., physical size) to describe another (e.g., numeri-
cal quantity) reflects what is referred to in cognitive linguistics as conceptual metaphor [3–5].
Conceptual metaphor theory views everyday linguistic expressions such as ’tiny number’ as
surface-level manifestations of mental schemas that people use to conceptualise numerical
quantities.

Behavioural experiments support the idea that there is a deep mental connection between
the conceptualisation of physical size and numerical quantity, as instantiated by linguistic
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metaphors. For instance, people are quicker to correctly judge which of two numbers is greater
when the greater number is presented in larger typeface [6]. People are also quicker to cor-
rectly judge which of two dot displays contains more dots when the more numerous display
covers more area [7]. Studies have linked these size-based spatial-numerical associations to
manual actions [8]. For example, people are faster at initiating a precision grip (forefinger and
thumb approaching one another, as if holding a small pellet) in response to lesser numbers,
and initiating a power grip (firm grip involving the full hand, as if holding a pipe) in response
to greater numbers [9]. Moreover, when people reach for blocks with numbers written on
them, they spontaneously widen their grip aperture between index finger and thumb if the
number is greater, regardless of the actual size of the blocks [10]. These studies show that
thinking about greater numbers is mentally connected with actions used for interacting with
larger objects, whereas thinking about lesser numbers is mentally connected with actions used
for interacting with smaller objects.

Further evidence for the idea that linguistic metaphors such as ’tiny number’ reflect a con-
ceptualisation of quantity in terms of size comes from the gestures that speakers perform with
their hands when talking about quantities. Winter and colleagues [11] discuss the gestures per-
formed by a speaker on a TV news programme while making the following comment: ’There
is a tiny number of people that are contributing a huge amount of money this election’. When
saying ’tiny number’, the speaker performed a gesture in which she drew her forefinger and
thumb close together, as if holding the ’tiny number’ between her fingers. When saying ’huge
amount’, she gestured outward from her body, with flat, open palms facing one another, as if
representing the large physical size of the ’huge amount’ with the space between her hands.
Gestures such as these can be used as a window into the mind [12–14], and their potential to
reveal metaphoric thought processes during language use has been shown for a number of
abstract conceptual domains [15–18].

In this paper, we use gesture as a means of exploring mental number space. Much of the
research on spatial-numerical association has focused on axial representations [2, 19, 20], but
here we focus on the gestures that occur with linguistic expressions of size, specifically the met-
aphoric phrases ’tiny number’, ’small number’, ’large number’, and ’huge number’. With ges-
tures being a flexible way of expressing mental content, there is an array of possible strategies
that speakers can use to express relative differences in size [21–24]. The experimental literature
showing that precision grips are associated with small quantities [8–10] leads us to predict that
speakers will use precision grips more often when talking about relatively smaller quantities.
In addition, the fact that larger visually presented areas are associated with relatively larger
quantities [6, 7] suggests that, when speakers demarcate a space between their hands, the dis-
tance between their hands should be wider when talking about greater quantities. Moreover,
we may find that speakers will move their hands away from each other when talking about
greater quantities, and toward each other when talking about smaller quantities.

The number of hands the speaker uses to gesture may also be associated with metaphoric
size. For instance, while the distance between the thumb and index finger of a single hand can
be used to depict smaller quantities, both hands may be needed to designate a wider space for
representing greater quantities. In parallel to the use of precision-grip gestures–as if manipu-
lating a small object–to represent lesser quantities, if greater quantities are conceptualised as
physically larger, gestures may reflect two-handed manual actions associated with interacting
with large physical objects. The use of both hands to represent greater numerical quantities
may be comparable to the phenomenon of articulatory plurality in signed languages. Börstell
and colleagues [25] showed in three historically unrelated signed languages (American Sign
Language, Israeli Sign Language, Swedish Sign Language) that signs for plural concepts are
more likely to be two-handed than one-handed. Here, we explore whether a similar effect can
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be observed for the manual gestures English speakers use when talking about numerical quan-
tities, specifically, whether speakers are more likely to use two-handed gestures when talking
about relatively greater magnitudes.

When speakers gesture with only one hand, the hand they opt to use may also reflect the
way they conceptualise quantities of different magnitudes. There is evidence that English
speakers think of numbers in terms of a mental number line, with lesser numbers being associ-
ated with leftward space and greater numbers with rightward space (e.g., the SNARC effect)
[19, 20]. In line with this evidence, Daar and Praat [26] found that, when participants are given
a free choice about whether to respond to numbers with their left or right hand, they are more
likely to use their right hand in response to greater numbers. Furthermore, in a similar task
involving the manual selection of number blocks, participants preferentially selected lesser
numbers using their left hand [27]. Based on these results, speaker may be more likely to ges-
ture with their left hand when talking about lesser quantities, and with their right hand when
talking about greater quantities.

In addition to their binary magnitude, the four size-based metaphoric descriptions we
investigate differ with respect to their position on the scalar dimension of size. Specifically,
’tiny number’ and ’huge number’ are more extreme than ’small number’ and ’large number’.
Thus, we were also able to examine whether the patterns of gesturing (e.g., open hand configu-
rations for greater quantities) are more pronounced with the extreme phrases.

Our investigation of size gestures used to represent numerical quantities is important for
several reasons. First, in contrast to experiments on numerical cognition, which typically
require participants to respond to stimuli under highly constrained, laboratory-controlled
conditions, gesture allows us to test the association between physical size and numerical quan-
tity in a more ecologically valid medium: verbal communication. Gesture is a highly flexible
modality of expression, especially in comparison to lab experiments, where speakers are typi-
cally forced to respond by pressing fixed response keys [2, 28]. During verbal communication,
there is no requirement that speakers gesture at all, and the form and movement of these ges-
tures is limited only by the mechanical constraints of the human body. Thus, the study of co-
speech gestures can elucidate whether mental associations between space and number are evi-
dent in a less constrained and more naturalistic setting.

A second motivation behind our study is methodological. We demonstrate the value of a
procedure for studying a large number of gestures produced in relation to specific verbal
expressions. Gesture research is time-consuming and finding naturally-occurring gestures that
evidence a specific phenomenon is difficult. Many gesture researchers annotate multimodal
discourse for features of interest, scanning primary [29] or secondary [30] data for gestures rel-
evant to their research topic. Even in studies where conversation between participants is elic-
ited on a specific topic [31], unavoidably there are parts of the conversation that are irrelevant
to the study’s aims. In this study, we were able to examine hundreds of gestures that speakers
produced when using specific verbal expressions (e.g., ’tiny number’) by using the TV News
Archive (https://archive.org/details/tv), a huge online database of television news shows, as
well as public lectures and governmental programming. The archive, searchable by closed-cap-
tion transcripts, allowed us to automatically identify clips from news broadcasts featuring
speakers–typically politicians, pundits, newscasters, and authors–using size-based metaphors
to refer to quantity. All our data are therefore immediately relevant to our research questions,
facilitating a bottom-up approach that is especially suited to the analysis of gestures occurring
with particular linguistic expressions.

Another methodological advantage of using the TV News Archive as a data source is that it
allows the collection of a large sample of videos and speakers. In combination, the number of
videos (N = 681) and unique speakers (N = 584) in our dataset exceeds most previous gesture
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studies [18, 32, 33]. The quantitative focus of our study stands in contrast to observational ges-
ture research, which has tended to focus on detailed qualitative analysis of particular examples
[15, 28]. With this paper, we contribute to recent advances in large-scale, quantitative gesture
research, particularly a recent study in this journal [34], which used the UCLA Red Hen Lab
corpus to study hundreds of gestures related to time expressions [35]. In comparison to the
Red Hen corpus, an advantage of the TV News Archive is that all its videos are immediately
accessible to researchers, making our coding decisions fully transparent and reproducible [36].
Therefore, all videos used in this study and future studies conducted with the TV News
Archive can be viewed and re-analysed by other scientists, without requiring registration or
payment.

2. Methodology

2.1. The dataset

We began by downloading a list of URLs for 3200 videos selected at random from the TV
News Archive that contained the phrases ’tiny number’, ‘small number’, ‘large number’, and
’huge number’ (800 videos per phrase), including plural phrases (e.g., ’huge numbers’) and
phrases interrupted by fillers (e.g., ’tiny erm number’). To do this, we used the statistical pro-
gramming language R, version 3.5.1 [37], in the integrated development environment RStudio,
version 1.1.456 [38], with the packages ’tidyverse’, version 1.2.1 [47], ’rvest’, version 0.3.3 [39],
’XML’, version 3.98–1.20 [40], and ’jsonlite’ [41]. The end result of this extraction was a
spreadsheet with a list of video URLs that could be used to access the corresponding video in
the TV News Archive. The scripts used to extract video URLs from the TV News Archive and
the spreadsheet containing the URLs are publicly available at https://osf.io/dncjg/.

2.2. Video exclusion

Many videos did not lend themselves to informative gesture analysis. Videos were excluded
from the final analyses for the following reasons:

• The video did not play or had no sound.

• The video was a duplicate copy of another video in the dataset.

• The speaker did not use the relevant phrase. These videos included false positives produced
by the TV News Archive’s search engine and closed captioning system, inflections (e.g.,
’smaller number’), videos where the words in the target phrase occurred in separate clauses
(e.g., ’number one: voter turnout was small; number two: the election was rigged’) or not as
part of its own noun phrase (e.g., ’how large numbers will be’), and videos where the target
phrase was interrupted by a non-filler lexical item (e.g., ’large negative numbers’).

• The target phrase was preceded by another size adjective (e.g., ’small tiny numbers’).

• The target phrase was negated (e.g., ’it is not a tiny number’).

• There was not a sufficiently clear view of the speaker’s hands to determine whether or not
they gestured, or, if the gesture was visible, what hand configuration they used.

• The audio and video were desynchronized to the extent that it was difficult to determine
whether the speaker’s gesture co-occurred with their use of the target phrase.

• The speaker spoke a language other than English that was translated into English via
voiceover.
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• It was not physically practical for the speaker to gesture or change their hand configuration
(e.g., they were holding a large object such as a clipboard or microphone) or their hands
were engaged in some other task (e.g., shuffling papers).

After these exclusions were made, a total of 681 videos including 584 unique speakers
underwent statistical analyses. Only 52 speakers appeared in more than one video, which
amounted to 97 videos in total (14.2% of the whole dataset). 36 repeat speakers appeared twice,
and 8 appeared three times. Table 1 shows the number of appearances for speakers that
appeared in our dataset more than three times. The contribution of multiple data points by
repeat speakers was factored into the design of our statistical models (see §2.5).

In the final dataset, ’tiny number’ contributed 167 videos and 146 unique speakers, ’small
number’ contributed 170 videos and 157 unique speakers, ’large number’ contributed 151 vid-
eos and 144 unique speakers, and ’huge number’ contributed 193 videos and 179 unique
speakers. Speakers referred to a wide range of actual quantities using these expressions, includ-
ing ’millions’, ’two tenths of one percent’, ’one hundred’, ’forty percent’, and so on.

2.3. Manual gesture annotation

The first author manually coded the data, first by indicating whether or not the speaker ges-
tured (subsequently referred to as Gesture Co-occurrence). To be counted as a gesture, we
used the criterion that the speaker must produce a seemingly communicative movement that
occurred at least partly in time with their use of the target phrase. While conservative, the crite-
rion of temporal co-occurrence avoided the problem of subjectivity that arises when a gesture
occurs in close proximity to a verbal expression that seems semantically related but whose
semantic relation cannot be determined objectively. Instances where the speaker’s hands were
returning to rest position, or where the target phrase was uttered during the post-stroke hold
of a gesture, with no additional movement, were not counted as gestures.

The first author then determined the features of gestures using the following categories:
Hand Configuration, Palm Orientation, Closed Handshape, Number of Hands, Hand Choice,
Hand Distance, and Horizontal Movement. The first category, Hand Configuration, coded for
whether the speaker gestured with an open or closed hand configuration. Open hand configu-
rations involved the fingers being extended, such as when performing a palm-up open-hand
gesture [42–44]. Open-hand gestures were further coded for Palm Orientation–whether the
speaker’s palms were facing predominantly upward, downward, inward (facing one another,
toward the midline of the speaker’s body), forward (away from the speaker), or backward
(toward the speaker). The coding decisions for Palm Orientation were not connected to any
specific hypothesis and so were not used in any inferential tests, but we report the overall
results for Palm Orientation to provide a comprehensive description of the data. Closed hand

Table 1. Speakers that appeared in dataset more than three times and the number of times they appeared.

Speaker Appearances

Jim Cramer 11

Donald Trump 8

Barack Obama 7

Bernie Sanders 6

Lawrence Lessig 6

Richard Wolff 6

Peter Lavelle 5

Joan Cashin 4

https://doi.org/10.1371/journal.pone.0242142.t001
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configurations included gestures where the speaker draws the fingers on a single hand close
together. These close-hand gestures were also coded for their specific Closed Handshape. As
shown in Fig 1, these handshapes included three variants of precision grip-type gestures:
’pinch’ gestures (with the index finger and thumb touching or approaching each other), ’lob-
ster claw’ gestures (with the index finger and thumb held further apart), and ’ring’-type ges-
tures (with the forefinger and thumb touching and the middle, ring, and pinkie fingers
extended, similar to the ‘OK’ emblem) [42]. Closed handshapes also included ’bunch’ gestures
(what Kendon calls a ’grappolo’ [42], which involves all fingers being held together), clenched
fists, and pointing gestures.

While coding the data, it became apparent that a small but significant subset of gestures
were more curved inward and tense than open-hand gestures but were not sufficiently closed
to constitute closed-hand gestures. We coded these curved gestures as a separate, in-between
category. Because they were an intermediate case, we decided to exclude them from the statisti-
cal model that tested Hand Configuration, but we still report the number of occurrences of
curved gestures across the four phrases in our descriptive analyses.

We also coded for several other properties of the gestures. Number of Hands coded for
whether gestures were performed with one hand or two hands. For one-handed gestures,
Hand Choice coded for whether the gesture was performed with the left hand or right hand.
For two-handed gestures, Hand Distance coded the distance between the speaker’s hands
using the following categories: 1) narrow: the distance between the speaker’s hands was less
than the width of their head, 2) medium-width: the distance between the speaker’s hands was
equal to or more than the width of their head but less than the width of their torso, and 3)
wide: the distance between the speaker’s hands was equal to or more than the width of their
torso. We used this categorical coding distance (using the speaker’s body as a frame of refer-
ence) due to the fact that the camera position in the TV News Archive is not constant, making
it impossible to measure gesture in terms of a more continuous measurement, such as the
number of pixels between both hands. Finally, for two-handed gestures, Horizontal Movement
coded for whether the speaker gestured with an inward movement (hands moving toward one
another), or with an outward movement (hands moving away from one another).

2.4. Inter-rater reliability

A second coder (the third author of this paper) independently coded a subset of the videos to
test for inter-rater reliability. First, 156 videos (22.9% of dataset) were used as a training set.

Fig 1. Illustrations of four different closed handshapes. The left three gestures involve precision grips (index finger
and thumb approaching or touching each other). In what we call a ‘pinch’, the index finger and thumb are touching
each other, or are held apart with a very narrow gap. In ‘lobster claw’ gestures, the index finger and thumb are held
visibly apart. The ‘ring’ gesture is similar to the pinch, but with the middle, ring, and pinkie finger extended. For the
‘bunch’, speakers bring all fingers together, as if scraping together a heap of rice on a table.

https://doi.org/10.1371/journal.pone.0242142.g001
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During the training stage, disagreements between Coder 1 and Coder 2 were discussed and the
coding scheme was updated (see OSF repository for coding scheme: https://osf.io/dncjg/). Fol-
lowing the training stage, 176 videos (25.8% of dataset) were coded by Coder 2. These 176 vid-
eos were coded for Gesture Co-occurrence, Hand Configuration, Palm Orientation, Closed
Handshape, Number of Hands, Hand Choice, Hand Distance, and Horizontal Movement. We
then calculated the inter-rater reliability (IRR) of coding decisions made by Coder 1 and
Coder 2 with Cohen’s kappa [45, 46] using the R package ’irr’, version 0.84.1 [55]. The IRR
results are shown in Table 2. Note that if a category was assigned a certain code for a particular
video (e.g., Gesture Co-occurrence coded as ’no’), or if the coders could not agree on a code
for this category (e.g., Coder 1 believed there was a gesture but Coder 2 did not), other catego-
ries were not coded (e.g., Hand Configuration). Because of this, the total number of videos
coded for all columns to the right of Gesture Co-occurrence was fewer than 176.

We performed a weighted test for Hand Configuration to account for the fact that a dis-
agreement over whether a hand is open or closed is a greater difference than a disagreement
over whether a hand is curved or closed, or whether a hand is curved or open (curved gestures
were in-between closed and open hand configurations). Similarly, we performed a weighted
test for Hand Distance to account for the fact that a disagreement over whether a gesture is
narrow or wide is a greater difference than a disagreement over whether a gesture is medium-
width or narrow, or whether a gesture is medium-width or wide. We performed unweighted
tests for the other categories because these coding decisions were not ordered.

For all columns except Closed Handshape, the IRR between Coder 1 and 2 was at
least ’substantial’, with ’almost perfect’ agreement for Gesture Co-occurrence, Hand Configu-
ration, Number of Hands, and Hand Choice. Given the lower coding reliability for Closed
Handshape, we still report the descriptive statistics, but we do not perform any inferential
tests.

Using a sample of videos from the current study and another investigation in progress com-
prising 69 videos in total, we addressed the concern that being able to hear the phrase used by
the speaker may have affected gesture annotations. For example, if the coder knows that the
phrase is ’huge number’, this may bias them to analyse a hand configuration as open, rather
than closed. To address this concern, we performed a round of blind coding. Blind coding was
performed by a third coder (Samantha Ford) who viewed muted videos that were cut to the
target phrase only, with the faces of speakers obscured to prevent lip reading. This round of
coding focused on Gesture Co-occurrence and Hand Configuration, using a simplified version
of the coding scheme that categorised gestures as either closed-hand or open-hand but not
curved, as curved gestures were not included in our statistical models. For Gesture Co-occur-
rence, the IRR agreement was 92.8% (Cohen’s κ = 0.666), indicating substantial agreement.
For Hand Configuration, the IRR agreement was 94.6% (Cohen’s κ = 0.838), indicating almost
perfect agreement. Our main results are reported using the codes supplied by Coder 1.

Table 2. Inter-rater reliability between Coder 1 and Coder 2 of coding decisions relating to our hypotheses.

Gesture Co-
occurrence

Hand
Configuration

Palm
Orientation

Closed
Handshape

Number of
Hands

Hand
Choice

Hand
Distance

Horizontal
Movement

No. of videos 176 127 88 31 129 68 53 54

Agreement 94.8% 96.1% 76.1% 67.7% 95.3% 95.6% 77.4% 87%

Cohen’s kappa 0.855 0.94 0.649 0.547 0.906 0.912 0.737 0.799

Level of
agreement

Almost perfect Almost perfect Substantial Moderate Almost perfect Almost
perfect

Substantial Substantial

https://doi.org/10.1371/journal.pone.0242142.t002
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2.5. Statistical analyses

All data were analysed with statistical programming software R, version 3.5.1 [37], in the inte-
grated development environment RStudio, version 1.1.456 [38]. The package ’tidyverse’, ver-
sion 1.2.1 [47] was used for data processing and visualisation; ’ggmcmc’ [48] and ’scales’,
version 1.0.0 [49] were used for data visualisation; ’brms’ [50, 51] was used for Bayesian multi-
level models; and ’irr’, version 0.84.1 [52] was used to calculate inter-rater reliability. All data
and analysis code are publicly available at https://osf.io/dncjg/. Statistical analyses were con-
ducted to test the predictions summarised in Table 3.

We used Bayesian logistic regression to test the hypotheses with categorical and binary
dependent variables: Hand Configuration (closed versus open; curved gestures were not
included in this model), Horizontal Movement (inward versus outward), Number of Hands
(one-handed versus two-handed), and Hand Choice (left hand versus right hand). We used
Bayesian ordinal regression to test the Hand Distance hypothesis, because this dependent vari-
able had three ordered levels (narrow versus medium versus wide).

In all models, the sole predictor was Phrase (’tiny number’, ’small number’, ’large number’,
’huge number’). This predictor was Helmert coded. Helmert coding compares each level of a cat-
egorical predictor variable to the mean of subsequent levels of that variable, allowing us to make
the following comparisons: (1) ’small number’ versus ’tiny number’, (2) ’large number’ versus
’small number’ and ’tiny number’, and (3) ’huge number’ versus ’large number’, ’small number’,
and ’tiny number’. This coding scheme allowed us to observe whether certain types of gestures
(e.g., open-hand) became more frequent as the phrases referred to increasingly large quantities.

Random intercepts were included in all models to account for by-speaker variation in ges-
tures. We did not include random slopes because most speakers did not appear in our dataset
more than once, so they did not have repeated measures for the main predictors of interest
(i.e., the predictors were almost exclusively between speakers, rather than within speakers).

We used default priors from the package ’brms’ [50, 51] for intercept and standard devia-
tion. We set weakly informative priors on fixed slopes (normal distribution centred at 0 with a
standard deviation of 1) and random slopes (half-normal distribution centred at 0 with a stan-
dard deviation of 1). As our inference criterion, we observed whether the 95% credible inter-
vals of the posterior distributions for each predictor included zero. Credible intervals that did
not contain zero were interpreted as providing strong evidence for the effect of each predictor
on the dependent variable. We also report the probability of each effect being above zero.

3. Results

Fig 2 shows an example of a speaker performing a gesture in a video from our dataset. Fig 3
shows the proportions of videos for each phrase in which speakers did or did not gesture. The

Table 3. Summary of predictions for gestures we expected to observe alongside expressions referring to lesser and
greater quantities; size of quantities increases from ’tiny number’ to ’small number’ to ’large number’ to ’huge
number’.

Predictions

Smaller quantities Greater quantities

Hand Configuration closed open

Hand Distance smaller distance between hands larger distance between hands

Horizontal Movement inward movement outward movement

Number of Hands one two

Hand Choice left right

https://doi.org/10.1371/journal.pone.0242142.t003
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proportions displayed in the figure are based on all videos, excluding two videos in which the
speaker’s hands were in different configurations (left hand open, right hand closed).

Overall, more videos contained gestures (78.4%, N = 534) than did not contain gestures
(21.6%, N = 147), including the two videos excluded from the figure. The expression ’tiny
number’ had the highest rate of gesture co-occurrence (90.4%, N = 151), with comparatively
few videos not containing gestures (9.6%, N = 16). For the other three phrases, gesture co-
occurrence was lower but still relatively high: of these three phrases, ’huge number’ had the

Fig 2. U.S. Senator Elizabeth Warren performs a pinch gesture with a closed hand configuration while using the
target phrase ’tiny number’, republished from CNBC (NBC Universal) under a CC BY license, with permission
from CNBC (NBC Universal), original copyright 2013.

https://doi.org/10.1371/journal.pone.0242142.g002

Fig 3. Proportion of videos with the phrases ’tiny number’, ’small number’, ’large number’, and ’huge number’ that occurred without a gesture or with a
gesture in a curved, closed, or open hand configuration.

https://doi.org/10.1371/journal.pone.0242142.g003
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highest rate of gesture co-occurrence (gesture: 77.7%, N = 150; no gesture: 22.3%, N = 43), fol-
lowed by ’small number’ (gesture: 74.1%, N = 126; no gesture: 25.9%, N = 44), and then ’large
number’ (gesture: 70.9%, N = 107; no gesture: 29.1%, N = 44).

3.1. Hand configuration

We now look at whether speakers performed gestures with closed or open hand configura-
tions. In the following analysis, we exclude two gestures where the speaker’s hands were in dif-
ferent configurations (left hand open, right hand closed). The proportions reported in the
following paragraph are based solely on closed-hand and open-hand gestures.

As shown in Fig 3, ’tiny number’ is the only phrase that was accompanied by closed-hand
gestures in a majority of videos (60.7%, N = 85), with fewer open-hand gestures (39.3%,
N = 55). In contrast, ’large number’ was mostly accompanied by open-hand gestures (93.3%,
N = 98), with comparatively few closed-hand gestures (6.7%, N = 7). For ’huge number’, open-
hand gestures were similarly dominant (88.6%, N = 132), with comparatively few closed-hand
gestures (11.4%, N = 17). For ’small number’, open-hand gestures still predominated (73.9%,
N = 88), but closed-hand gestures were relatively more frequent (26.1%, N = 31) compared to
the phrases referring to large quantities. In fact, there were more closed-hand gestures for
’small number’ than for ’large number’ and ’huge number’ put together.

The posterior distributions of the Bayesian logistic regression model (see §2.3 for model
specification) provide strong evidence for an effect of Phrase (’tiny number’, ’small number’,
’large number’, ’huge number’) on Hand Configuration (closed versus open). For all compari-
sons, credible intervals did not include zero. In addition, the percentage of posterior samples
that were above zero for each comparison was exactly or near 100%. First, open-hand gestures
were more frequent alongside ’small number’ than ’tiny number’ (Helmert-coded odds = 2.29
to 1, log odds = 0.83, Bayesian 95% credible interval = [0.51, 1.23], posterior
samples > 0 = 100%). Second, open-hand gestures were more frequent alongside ’large num-
ber’ than ’tiny number’ and ’small number’ (odds = 2.34 to 1, log odds = 0.85, 95% CI = [0.55,
1.20], post > 0 = 100%). Third, open-hand gestures were more frequent alongside ’huge num-
ber’ than ’tiny number’, ’small number’, and ’large number’ (odds = 1.3 to 1, log odds = 0.26,
95% CI = [0.11, 0.44], post > 0 = 99.9%). Thus, the Helmert coded predictor shows that there
were progressively more open hand configurations for progressively greater quantities.

Other gestures not included in the above analysis were coded as ’curved’, being midway
between closed and open hand configurations. The following proportions are based solely on
curved gestures. Most curved gestures appeared alongside the phrase ’tiny number’ (52.6%,
N = 10), followed by ’small number’ (31.6%, N = 6), ’large number’ (10.5%, N = 2), and then
’huge number’ (5.3%, N = 1). Thus, although these gestures were not very frequent overall,
they seemed to be more commonly associated with lesser quantities.

For closed-hand gestures, we annotated the specific type of Closed Handshape. The follow-
ing proportions are based solely on closed-hand gestures. For the expressions referring to
smaller quantities, pinch gestures were the most prevalent gesture type (’tiny number’: 45.8%,
N = 38; ’small number’: 48.4%, N = 15), followed by lobster claw gestures (’tiny number’:
24.1%, N = 20; ’small number’: 29%, N = 9), and then bunch gestures (’tiny number’: 14.5%,
N = 12; ’small number’: 19.4%, N = 6). Less prevalent or absent were ring-type gestures (’tiny
number’: 7.2%, N = 5; ’small number’: 0%, N = 0), pointing gestures (’tiny number’: 4.8%,
N = 4; ’small number’: 0%, N = 0), and clenched fist gestures (’tiny number’: 3.6%, N = 3;
’small number’: 3.2%, N = 1). The counts for ’large number’ are low and so do not present any
interpretable pattern (7 gestures across 5 categories). However, the counts for ’huge number’
reveal that pointing gestures predominated (41.2%, N = 7), followed by clenched fist gestures
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(29.4%, N = 5). Gestures in the other categories were at similarly low levels (ring-type: N = 2;
bunch: N = 1; lobster claw: N = 1; pinch: N = 1).

For open-hand gestures, we also coded for Palm Orientation. The following proportions
are based solely on open-hand gestures, minus 9 videos we excluded for containing gestures
where the speaker’s palms were oriented differently from one another (e.g., left palm down-
ward, right palm inward). For three of the four phrases, inward facing palms (facing each
other, toward midline of speaker’s body) were the most common orientation: ’tiny number’
(59.3%, N = 32), ’small number’ (55.8%, N = 48), and ’huge number’ (51.9%, N = 67). For
’large number’, inward facing palms were less common (40%, N = 38). The general dominance
of inward facing palms makes sense given that this gesture type is a prototypical size gesture,
where the distance between the palms represents the size of the referent [53]. Compared to
inward facing palms, upward facing palms were less common across the four phrases, with
’large number’ (20%, N = 19) having a slightly higher proportion of this palm orientation than
’huge number’ (17.8%, N = 23), which had a higher proportion of upward facing palms than
both ’tiny number’ (14.8%, N = 8) and ’small number’ (14%, N = 12). For the phrases that
referred to greater quantities, backward facing palms were more common (’large number’:
13.7%, N = 13; ’huge number’: 10.1%, N = 13) than for the phrases that referred to lesser quan-
tities (’tiny number’: 5.6%, N = 3; ’small number’: 4.7%, N = 4). Similarly, for the greater quan-
tity phrases, downward facing palms were more common (’large number’: 15.8%, N = 13;
’huge number’: 15.5%, N = 20) than for the lesser quantity phrases (’tiny number’: 11.1%,
N = 6; ’small number’: 11.6%, N = 10). Lastly, ’small number’ had a higher proportion of front-
ward facing palms (14%, N = 12) than ’large number’ (10.5%, N = 10) and ’tiny number’ (9.3%,
N = 5) with the lowest proportion of frontward facing palms accompanying ’huge number’
(4.7%, N = 6).

3.2. Number of hands

We now look at whether speakers were more likely to gesture with one hand or two hands
when using the target expressions. The following proportions are based on all videos in which
both speakers’ hands were visible and free to gesture. Fig 4 shows the results from this analysis.
Descriptively, ’tiny number’ had the highest proportion of one-handed gestures (71.4%, 45 ges-
tures), with fewer two-handed gestures (28.6%, 18 gestures). The proportions of one-handed
and two-handed gestures were similar for ’small number’ (one hand: 17.3%, 9 gestures; two
hands: 80.4%, 43 gestures), ’large number’ (one hand: 19.6%, 10 gestures; two hands: 80.4%,
41), and ’huge number’ (one hand: 19.2%, 14 gestures; two hands: 80.8%, 59 gestures).

The posterior distributions of the Bayesian logistic regression model do not provide evi-
dence for an effect of Phrase (’tiny number’, ’small number’, ’large number’, ’huge number’)
on Number of Hands (one versus two). First, the model did not reveal a reliable difference
between ’small number’ and ’tiny number’, with a credible interval that included zero
(odds = 1.48 to 1, log odds = 0.39, 95% CI = [-0.11, 0.97], post > 0 = 93.7%). Similarly, the
model did not indicate that there was a reliable difference between ’large number’ and the
phrases ’tiny number’ and ’small number’ (odds = 1.07 to 1, log odds = 0.07, 95% CI = [-0.24,
0.39], post > 0 = 65.7%). Finally, the model did not indicate that there was a reliable difference
between ’huge number’ compared to ’tiny number’, ’small number’, and ’large number’
(odds = 1.03 to 1, log odds = 0.03, 95% CI = [-0.17, 0.24], post > 0 = 62.3%).

3.3. Hand distance

For two-handed gestures, we now look at the distance between the speaker’s hands at the end
of the gesture stroke. The following proportions are based on all two-handed gestures, minus 6
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gestures we excluded because it was not possible to determine the distance between the speak-
er’s hands (e.g., the speaker’s hands disappeared offscreen before the end of the gesture stroke).
As shown in Fig 5, the phrases that referred to lesser quantities had a higher proportion of nar-
row gestures (’tiny number’: 70.8%, 34 gestures; ’small number’: 68.2%, 30 gestures) than ’large
number’ (41.5%, 17 gestures) and especially ’huge number’ (30.8%, 20 gestures). In compari-
son, the lesser quantity expressions had a lower proportion of medium-width gestures (’small
number’: 22.7%, 10 gestures; ’tiny number’: 18.8%, 9 gestures) compared to ’huge number’
(29.2%, 19 gestures) and especially ’large number’ (36.6%, 15 gestures). Similarly, the lesser
quantity expressions had a lower proportion of wide gestures (’tiny number’: 10.4%, 5 gestures;
’small number’: 9.1%, 4 gestures) compared to ’large number’ (22%, 9 gestures) and especially
’huge number’, for which wide gestures was the most common hand distance (40%, 26
gestures).

The posterior distributions for the Bayesian ordinal regression model (outlined in §2.3)
provide some evidence for an effect of Phrase (’tiny number’, ’small number’, ’large number’,
’huge number’) on Hand Distance (narrow versus medium versus wide). As a caveat, the
model indicated that there was not a reliable difference between ’small number’ and ’tiny num-
ber’ (odds = 1.07 to 1, log odds = 0.07, 95% CI = [-0.51, 0.67], post > 0 = 59.6%). However,
there was strong evidence that wider gestures were more frequent alongside ’large number’
than alongside ’tiny number’ and ’small number’ (odds = 1.59 to 1, log odds = 0.5, 95% CI =
[0.15, 0.85], post > 0 = 99.7%). There was also strong evidence that wider gestures were more
frequent alongside ’huge number’ than alongside ’tiny number’, ’small number’, and ’large
number’ (odds = 1.65 to 1, log odds = 0.5, 95% CI = [0.27, 0.82], post > 0 = 100%). In sum,
there was a trend for speakers to gesture with a larger distance between their hands when
using the phrases referring to greater quantities (’large number’, ’huge number’) than when
using the phrases referring to lesser quantities (’tiny number’, ’small number’). Speakers

Fig 4. Proportion of videos in which both speakers’ hands were visible and free to gesture per phrase (’tiny number’, small number’, ’large
number’, ’huge number’) that contained one-handed versus two-handed gestures.

https://doi.org/10.1371/journal.pone.0242142.g004
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tended to perform gestures with a particularly large distance between the hands for ’huge
number’.

3.4. Horizontal movement

We now examine whether speakers performed two-handed gestures with an inward move-
ment (hands moving toward each other) or an outward movement (hands moving away from
each other) when using the target expressions. The proportions reported in this section are
based solely on two-handed gestures, minus 92 two-handed gestures in which the speaker’s
hands did not move in a horizontal direction, and 14 two-handed gestures where both hands
moved horizontally in the same direction (see OSF repository for distribution of the excluded
gestures across the four phrases: https://osf.io/dncjg/).

As shown in Fig 6, ’tiny number’ (inward: 56.2%, 9 gestures; outward: 43.8%, 7 gestures)
and ’small number’ (inward: 62.5%, 15 gestures; outward: 37.5%, 9 gestures) were accompa-
nied mostly by inward-moving gestures. In contrast, ’large number’ (inward: 16%, 4 gestures;
outward: 84%, 21 gestures) and ’huge number’ (inward: 9.1%, 3 gestures; outward: 90.9%, 30
gestures) were accompanied mostly by outward-moving gestures.

Overall, the posterior distributions of the Bayesian logistic regression model provide strong
evidence for an effect of Phrase (’tiny number’, ’small number’, ’large number’, ’huge number’)
on Horizontal Movement (inward versus outward). As with Hand Distance, ’tiny number’ and
’small number’ did not appear to be reliably different (odds = 0.83 to 1, log odds = -0.18, 95%
CI = [-1.02, 0.61], post > 0 = 32.5%). However, the model indicated that outward-moving ges-
tures were more frequent alongside ’large number’ than ’tiny number’ and ’small number’
(odds = 2.36 to 1, log odds = 0.86, 95% CI = [0.34, 1.53], post > 0 = 100%). Furthermore, the
model indicated that outward-moving gestures were more frequent alongside ’huge number’

Fig 5. Proportion of two-handed gestures per phrase (’tiny number’, small number’, ’large number’, ’huge number’) that were inward
moving versus outward moving.

https://doi.org/10.1371/journal.pone.0242142.g005
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than ’tiny number’, ’small number’, and ’large number’ (odds = 1.9 to 1, log odds = 0.64, 95%
CI = [0.25, 1.16], post> 0 = 100%). The results of this model thus confirm the pattern depicted
in Fig 6: the phrases referring to lesser quantities (’tiny number’ and ’small number’) were
accompanied mostly by inward-moving gestures, whereas the phrases referring to greater
quantities (’large number’ and ’huge number’) were accompanied mostly by outward-moving
gestures. In addition, ’huge number’ was accompanied by a higher proportion of outward-
moving gestures than ’large number’.

3.5. Hand choice

Finally, we investigate whether speakers gestured with their left hand or right hand when using
the target expressions. The following proportions are based on all one-handed gestures in
which the speaker’s hands were both visible and free to gesture. Because there were relatively
few of this type of gesture, the counts reported here are low, but there was a clear trend for
right-handed gestures to predominate, overall. As shown in Fig 7, descriptively, ’large number’
had the highest proportion of right-handed gestures (80%, N = 8) and the lowest proportion of
left-handed gestures (20%, N = 2). Similarly, ’tiny number’ had a high proportion of right-
handed gestures (77.8%, N = 14) and a low proportion of left-handed gestures (22.2%, N = 4).
For ’huge number’, right-handed gestures were slightly less frequent but still predominated
(71.4%, N = 10), while left-handed gestures were slightly more frequent but still low in fre-
quency (28.6%, N = 4). Finally, ’small number’ had the lowest proportion of right-handed ges-
tures (55.6%, N = 5) and the highest proportion of left-handed gestures (44.4%, N = 4).

The posterior distributions of the Bayesian logistic regression model do not provide strong
evidence for an effect of Phrase (’tiny number’, ’small number’, ’large number’, ’huge number’)
on Hand Choice (left versus right). The credible intervals for each comparison included zero:
between ’small number’ and ’tiny number’ (odds = 0.61 to 1, log odds = -0.49, 95% CI = [-1.49,
0.48], post > 0 = 15.7%), between ’large number’ and the phrases ’tiny number’ and ’small
number’ (odds = 0.98 to 1, log odds = 0.26, 95% CI = [-0.43, 1.01], post> 0 = 76.1%), and
between ’huge number’ and the phrases ’tiny number’, ’small number’, and ’large number’

Fig 6. Proportion of two-handed gestures per phrase (’tiny number’, small number’, ’large number’, ’huge number’) in which the speaker’s hands were
separated by a narrow, medium, or wide distance.

https://doi.org/10.1371/journal.pone.0242142.g006
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(odds = 1.03 to 1, log odds = -0.01, 95% CI = [-0.46, 0.47], post> 0 = 47.1%). Therefore, we do
not find any support for the hypothesis that right-handed gestures more frequently accompany
phrases referring to greater quantities.

4. Discussion

We used the TV News Archive to conduct a large-scale, quantitative investigation of the ges-
tures that speakers produce when talking about numerical quantity. Specifically, we examined
whether their gestures reflect the size-based verbal metaphors they use when referring to quan-
tities of different magnitudes. Our search included four metaphoric expressions: ‘tiny number’,
‘small number’, ‘large number’, and ‘huge number’. This search returned 681 videos that met
our inclusion criteria (speakers visible, hands free, etc.), with 534 gestures performed by 461
speakers coded in total.

Gesture co-occurrence rates ranged from 77.7% for ’large number’ to 90.4% for ’tiny num-
ber’, demonstrating that speakers were much more likely to gesture than not across the four
phrases. Of the gestures that occurred, our results showed that speakers used a wide array of
strategies for signalling relative differences in size via gesture: changing their hand configura-
tion, changing the space spanned between their hands, and moving their hands inward or out-
ward. These results indicate that the associations between precision grips and small quantities
[8–10], and between larger visually presented areas and greater quantities [6, 7] observed in
laboratory experiments, extend to communicative actions produced spontaneously during ver-
bal communication.

The predominance of open-hand gestures for three of the four phrases in the dataset may
indicate that open hand configurations are the gestural norm or default, perhaps because the
hands may tend to be in an approximately open hand configuration while at rest, making it
easier to perform an open-hand gesture than a closed-hand one. To override this default, a suf-
ficiently strong association between a numerical quantity and closed-hand actions may be
required [9, 10, 54], which appears to be triggered most reliably when speakers use the phrase
’tiny number’, even more so than the less extreme expression ’small number’.

Fig 7. Proportion of videos in which both speakers’ hands were visible and free to gesture per phrase (’tiny number’, ’small number’, ’large number’,
’huge number’) that contained left-handed versus right-handed gestures.

https://doi.org/10.1371/journal.pone.0242142.g007
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Of the precision grip-type gestures that occurred alongside the expressions referring to
lesser quantities (’tiny number’, ’small number’), pinches were most frequent, followed by lob-
ster claw gestures. In contrast, bunch gestures occurred comparatively less frequently. Interest-
ingly, the ring gesture (where the middle, ring, and pinkie finger are extended) was much less
frequent than the pinch and the lobster claw, both of which involve curling in the middle, ring,
and pinkie finger. These results are in line with Hassemer and Winter’s [21, 22] analysis of pre-
cision grips, according to which curling in all fingers other than the profiled index finger and
thumb is crucial for the expression of size information, particularly for small referents.
Another potential explanation is that the ring gesture is similar to the ’OK’ emblem [42], and
so it may be avoided because of its association with this highly conventionalised meaning,
which is unrelated to size.

When speakers referred to greater quantities (’large number’, ’huge number’), they also
tended to gesture with a wider distance between their hands, and were more likely to gesture
with an outward movement, than when they referred to lesser quantities (’tiny number’, ’small
number’). While we treated the distance between speakers’ hands and their movement direc-
tion separately in our analysis, they are often two facets of the same gesture: speakers tended to
move their hands apart to a wide distance when talking about greater quantities, and move
their hands to a narrow distance when talking about lesser quantities. Specifically, 77.4%
(N = 24) of inward-moving gestures were narrow, whereas 12.9% (N = 4) were medium-width,
and 9.7% (N = 3) were wide. In contrast, just 21% (N = 13) of outward-moving gestures were
narrow, 32.3% (N = 20) were medium-width, and 46.8% (N = 29) were wide.

We did not find any overall two-handed bias for greater quantities, as we expected based on
the observation that two-handed actions are more compatible with larger physical quantities,
as well as the sign language phenomenon of articulatory plurality [25]. We also did not find
any evidence that speakers were more likely to produce right-handed gestures for greater
quantities, which we predicted based on the experimental finding that quantities are mentally
represented with lesser quantities on the left to and greater quantities on the right [19, 20], in
addition to previous research demonstrating patterns in the hand chosen to respond to differ-
ent numerical magnitudes [26, 27]. Our results suggest that these experimental findings may
not apply to gestures produced spontaneously when speakers use size-based expressions.
Instead, consistent with the verbal metaphors that speakers used, speakers appeared to be con-
ceptualising the numbers primarily in terms of physical size, rather than the horizontal axis.

Our results support the core claim of Conceptual Metaphor Theory that verbal metaphors
reflect mental schemas that people use to conceptualise different aspects of the world [3–5]. At
least with respect to the numerical quantity metaphors in our dataset, the patterns we observed
in speakers’ gestures suggested that these metaphors are not mere figures of speech, but rather
represent a deeper, size-based conceptualisation of numerical quantities. The foregrounding of
verbal metaphors through gesture can thus be seen as an additional source of evidence that
metaphors are conceptually ’active’ during the production of an utterance [18–21]. This is
especially important given that expressions such as ’large number’ are highly conventionalised.
Conventionalisation is framed as a serial killer of metaphoricity–as conventionalisation
increases, the likelihood that speakers will recognise an expression’s metaphoric properties is
thought to decrease [55–58]. Despite conventionalisation, the gestures observed in our dataset
suggest that the particular metaphors we investigated were conceptually active for many
speakers.

Because speakers used explicitly size-based language, we cannot rule out the possibility that
language itself is the primary driver of the gestures we observed, without there being any
deeper conceptual mapping. According to Bouissac [59], a gesture co-occurring with a meta-
phoric expression may redundantly imitate speech, which would make the gesture iconically
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depictive of the concept expressed in speech, but not metaphoric. However, to the extent that
size-based words such as ’tiny’ and ’huge’ are used to describe an abstract domain (i.e., numer-
ical quantity) in expressions such as ’tiny number’ and ’huge number’, the whole phrase can be
seen as metaphoric. In that case, the iconic gestures corresponding to these words would still
occur within an overall abstract context and are metaphoric at least to this degree. Further-
more, while lexical priming of gestures is a possibility for the present dataset, other research
has provided evidence for the existence of conceptual metaphors in language-independent
tasks that do not use verbal metaphors as prompts [60–62]. Finally, gesture research has
shown that speakers sometimes produce metaphoric gestures while not expressing these meta-
phors verbally [28, 63, 64]. These three points notwithstanding, future research with the TV
News Archive can address this concern empirically by investigating the gestures that correlate
with expressions that do not relate directly to size, such as ’more’, ’less’, or number words.

Taken together, our results show how cognitive associations previously observed in experi-
ments extend to language use outside the laboratory–in a database of television news shows,
public lectures, and governmental programming, featuring politicians, pundits, newscasters,
and authors. This methodological contribution is important for several reasons. First, as exper-
imental methods in research on spatial associations inherently constrain participants’ behav-
iour and thus are subject to task demands. In contrast, gesture is a much freer form of
expression. A further limitation of lab-based studies on spatial-numerical associations [20, 65]
is that a small set of stimuli is typically explored–often for instance, the numbers 1 to 9. For the
verbal metaphors investigated here, speakers referred to a wide range of numerical magni-
tudes; for instance, ’millions’, ’two tenths of one percent’, ’one hundred’, ’forty percent’, and so
on. That we found congruent gestures across most of these different quantities shows that the
large experimental body of spatial-numerical associations extends to vast numerical ranges
spanning many orders of magnitude.

The TV News Archive also offers the advantage that it enables the collection of far more
data, especially a higher number of speakers, than would usually be feasible in an experimental
setting. Moreover, if time-consuming stages of the analysis procedure could be automated,
such as the initial exclusion of unusable videos, still larger databases could be constructed (see
[66]), and large portions of the analysis itself could be automated using the Python-operated
OpenPose software [67, 68] (see [69, 70]). Finally, the data in the Archive are openly accessible,
allowing completely reproducible analyses to be conducted. Therefore, we believe the TV
News Archive to be a promising tool for gesture research, for use alongside the popular UCLA
Red Hen Lab corpus [35].

However, while our data are arguably more ecologically valid than results obtained via
experimentation, it is not clear to what extent gestures produced in televised contexts reflect
natural communication. For instance, some politicians and newsreaders that appear in our
dataset are likely to have received body language training [71], and may be engaged in non-
standard communicative practices such as reading from a script or speaking to a camera,
which may affect their gestures. We thus argue for the triangulation of results from different
research paradigms when making broad claims about cognition based on gestures.

To conclude, in this study, we have provided large-scale, quantitative evidence to show how
conceptual associations between size and numerical quantity cited in the research literature
are commonly foregrounded through speakers’ gestures when they use different metaphors in
their speech. In particular, greater quantities are often conceptualised as physically larger than
lesser quantities, and speakers can represent this conceptualisation through the different kinds
of gestures that they produce, using their hand configuration, the movement of their hands,
and the distance between them. The gestural patterns we observed support the idea that verbal
metaphors such as ’tiny number’ are psychologically real: ’tiny numbers’ are actually tiny, at
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least in the minds of speakers. These results show how lab-based research on spatial-numerical
associations and other conceptual metaphors can benefit from investigating language and ges-
ture, providing converging evidence for the same underlying conceptual mappings. More
broadly, our analyses show how speakers’ gestures can provide a window into their internal
mental processes, making these processes visible to the researcher. Thus, by applying quantita-
tive methods to large samples of different speakers across different contexts, we can use gesture
to observe trends in the way the human mind works.
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 Additional comments 

1. The two-handed gestures discussed on page 11 either had symmetrical or 

asymmetrical hand configurations. We did not make this distinction in our analysis of 

two-handed gestures, because the existing research literature led us to predict that 

two-handed gestures would be preferred for larger quantities, while one-handed 

gestures would be preferred for smaller quantities, irrespective of their hand 

configuration. However, our data (https://osf.io/dncjg/) can be explored to look at 

whether hand configurations for two-handed gestures were more likely to be 

symmetrical or asymmetrical, and whether this distinction has an effect on our results. 

2. On page 15, we use the word ‘default’ to denote the default for gestures in general, 

for primarily mechanical reasons: “because the hands may tend to be in an 

approximately open hand configuration while at rest, making it easier to perform an 

open-hand gesture than a closed-hand one” (p. 15). Because open-hand gestures 

are arguably easier to perform, it may be used ‘by default’ unless this default is 

overridden. We suggest that the default may be overridden if there is a sufficiently 

strong activation between a numerical quantity and closed-hand actions, causing 

speakers to produce a different kind of gesture to the default (e.g., a closed-hand 

gesture).   

3. On page 16, we talk about expressions like ‘large number’ being highly 

conventionalized, with gestures being treated as a way of deeming whether these 

expressions are conceptually active, as metaphoric gestures are seen as less 

conventionalized. However, we should acknowledge that some gestures are highly 

conventionalized, like the ‘OK’ gesture, and it is possible that metaphoric gestures 
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differ in the degree to which they are conventionalized. In fact, the systematicity with 

which we observe certain gestures in our dataset (e.g., pinch gestures for ‘small’ 

meanings) indicates a degree of conventionalization. There is an argument to be 

made, then, that these expressions are stored together with the corresponding 

gesture in a multimodal construction unit in the brain (e.g., Hinnell, 2018; Steen & 

Turner, 2013; Zima & Bergs, 2017), at least for some of the speakers, rather than 

necessarily expressing the conceptualisation processes underlying their language 

production. 

4. On page 17, we talk about the possibility of speakers receiving body language 

training. The relevance of ‘body language training’ to gesture is that we present 

gesture as a means of examining the conceptualisation processes that underlie 

communication, because gesture is argued to be unconventionalized, produced ‘on 

the fly’ in a spontaneous manner. If speakers have been coached to gesture in a 

certain way, the gestures they produce may not be spontaneous. This argument is 

not as pertinent to speech itself, because, as we acknowledge, words may be so 

conventionalized that they may not reflect cognition, which partly motivated our 

decision to look at gestures in the first place. Of course, we do not know the effect of 

body language training on co-speech gesture for the speakers in our dataset, and we 

can only speculate as to its influence more generally. It is my personal belief that it 

probably does not exert too much effect, because attempting to control one’s 

gestures while producing speech requires substantial effort. Moreover, most of the 

videos in the dataset appear to be fairly spontaneous speech rather than, for 

example, highly practised speeches.  
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Conceptual Metaphor and Graphical Convention
Influence the Interpretation of Line Graphs

Greg Woodin ,Member, IEEE, Bodo Winter, and Lace Padilla ,Member, IEEE

Abstract—Many metaphors in language reflect conceptual metaphors that structure thought. In line with metaphorical expressions
such as ‘high number’, experiments show that people associate larger numbers with upward space. Consistent with this metaphor, high
numbers are conventionally depicted in high positions on the y-axis of line graphs. People also associate good and bad (emotional
valence) with upward and downward locations, in line with metaphorical expressions such as ‘uplifting’ and ‘down in the dumps’.
Graphs depicting good quantities (e.g., vacation days) are consistent with graphical convention and the valence metaphor, because
‘more’ of the good quantity is represented by higher y-axis positions. In contrast, graphs depicting bad quantities (e.g., murders) are
consistent with graphical convention, but not the valence metaphor, because more of the bad quantity is represented by higher (rather
than lower) y-axis positions. We conducted two experiments (N = 300 per experiment) where participants answered questions about
line graphs depicting good and bad quantities. For some graphs, we inverted the conventional axis ordering of numbers. Line graphs
that aligned (versus misaligned) with valence metaphors (up = good) were easier to interpret, but this beneficial effect did not outweigh
the adverse effect of inverting the axis numbering. Line graphs depicting good (versus bad) quantities were easier to interpret, as were
graphs that depicted quantity using the x-axis (versus y-axis). Our results suggest that conceptual metaphors matter for the
interpretation of line graphs. However, designers of line graphs are warned against subverting graphical convention to align with
conceptual metaphors.

Index Terms—Conceptual metaphor theory, more is up, mental number line, cognition, linguistics, emotional valence, line graph, axis rever-

sal, handedness, empirical evaluation

Ç

1 INTRODUCTION

MANY data visualizations tap into existing cognitive
associations. For example, it is conventional for num-

bers plotted on the y-axis of graphs to increase in magnitude
from the bottom to the top of this axis [1], [2]. Consistent
with this graphical convention, a large body of scientific
research demonstrates that people tend to associate upward
vertical locations with larger numerical quantities [3], [4],
[5]. For instance, when participants are asked to spontane-
ously generate random sequences of numbers, they produce
larger numbers when moved upward in a body-lifting
device than when moved downward [6]. This empirical
finding suggests that the upward ordering of numbers
along the y-axis of graphs may not be arbitrary. Rather, this
vertical orientation may have become established as con-
ventional because it aligns with our vertical conceptualiza-
tion of numerical quantities, making the resultant graphs
easier to interpret [7], [8].

Cognitive associations where one concept (e.g., numerical
quantity) is conceptualized in terms of another (e.g., vertical

space) have been termed conceptual metaphors [9], [10], [11].
Conceptualmetaphor theory is a framework based in cognitive
science, linguistics, and psychology. The central tenet of con-
ceptualmetaphor theory is thatmetaphors in language are sur-
face-level representations of deeper conceptualmetaphors that
structure the way we think about various concepts, including
numerical quantity [3], [4], [12] and time [13], [14], [15]. For
example, it is conventional for English speakers to describe
numbers metaphorically as ‘low’, ‘high’, ‘plummeting’, or
‘soaring’ [11]. This linguistic pattern reflects the conceptual
metaphor where larger quantities are associated with higher
vertical positions.Aswell as language, the conventional design
of data visualizations (e.g., the y-axis ordering of numbers)
may reflect certain conceptualmetaphors.

In the present study, we explored a subset of conceptual
metaphors that may underlie graphical conventions in line
graphs, focusing on metaphoric representations of numerical
quantity and time. We investigated how the interpretation of
line graphs is affected by the subversion of graphical conven-
tions. We also explored whether line graph interpretation is
influenced by conceptual metaphors of emotional valence [19],
[20], [21], a term referring to whether concepts are perceived
to be good or bad [22], [23], [24]. Emotional valence is relevant
to the interpretation of data visualizations because, in many
cases, the quantity depicted in a graph can be understood as
good (e.g., vacation days) or bad (e.g.,murders).

Our interest in emotional valence was inspired by a par-
ticular data visualization, widely discussed in the media
[25], [26], blogs [27], [28], and scientific literature [1], [29],
[30]. A graph designed in 2014 showed that gun deaths had
increased since the introduction of Florida’s Stand Your
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Ground law in 2005, which permitted state residents to use
deadly force in self-defence (see Fig. 1, A). The y-axis of this
graphwas inverted so that numbers increased from top to bot-
tom rather than from bottom to top. While this inversion of
death counts subverted graphical convention (the y-axis order-
ing of numbers), it aligned with experimental evidence show-
ing that negatively valenced (bad) concepts (e.g., more deaths)
are associated with lower vertical locations [19], [20], [21]. A
previous study conducted by Pandey et al. [1] found that
inverting the y-axis of graphs had an adverse effect on graph
interpretability. However, this study did not consider the emo-
tional valence of the quantities depicted in these graphs.

Motivated by the Stand Your Ground visualization (and
other visualizations; see Fig. 1), we conducted a pair of experi-
ments investigating the factors that may affect the interpreta-
tion of line graphs depicting time series. We determined
whether conceptual metaphors of emotional valence affect the
interpretation of line graphs, and, if so, whether the extent of
this influence is sufficient to justify departing from graphical
convention (i.e., by inverting the axes of graphs). In doing so,
we offer recommendations for designers with regard to how to
spatially organise line graphs. The key contributions of this
work are to:

! Provide a summary of existing research into a subset
of conceptual metaphors that are relevant to the data
visualization community (numerical quantity, time,
and emotional valence)

! Explore the effect that subverting graphical convention
has on the interpretation of line graphs (preregistered,
conceptual replication-extension of Pandey et al. [1])

! Investigate the influence of conceptual metaphors of
emotional valence on the interpretation of line graphs

! Determine whether designing line graphs to align
with conceptual metaphors of emotional valence is
justified, given that subverting graphical convention
may adversely affect graph interpretability [1]

In the following sections, we begin by providing an over-
view of research into certain conceptual metaphors and

their potential relevance to the design of data visualizations.
We then describe two experiments. The first experiment
focused on conceptual metaphors of emotional valence rele-
vant to the ordering of numbers along the y-axis. The sec-
ond experiment broadened this scope to include emotional
valence metaphors relevant to the ordering of numbers
along the x-axis. Our findings provide evidence that, all else
being equal, designing line graphs to align with conceptual
metaphors of emotional valence does have a beneficial effect
on graph interpretability. However, the beneficial effect of
this valence alignment on graph interpretability does not
outweigh the adverse effect of subverting graphical conven-
tion. Based on this result, we recommend that line graphs
should be designed to align with conceptual metaphors of
emotional valence only if doing so does not contradict other
well-established graphical conventions.

2 BACKGROUND

As argued byParsons [7], data visualizations can bemade eas-
ier to understand by designing themwith human psychology
inmind, particularly by using knowledge of conceptual meta-
phors to inform design choices. Research in cognitive science,
linguistics, and psychology has produced a plethora of evi-
dence for the effect of conceptual metaphors on perception
and behaviour (e.g., [6], [20], [31]). Scholars have previously
discussed conceptual metaphors in the context of visualiza-
tion research [2], [32], [33]. However, Parsons [7] notes that
these scholars typically have not used metaphor research to
offer actionable suggestions for visualization design (but see
[8] for an exception). In the present study, we addressed this
lack with an empirical investigation of a subset of conceptual
metaphors that may influence the interpretation of line
graphs.We also explored the relationship between conceptual
metaphor and graphical convention, and the implications of
this relationship for the design of line graphs. The relevance
of conceptual metaphors to the data visualization community
in general can be understood through the lens of cognitive fit
theory, which provides a framework for understanding how
people interpret visualizations.

Fig. 1. Real-world data visualization examples that depict ‘bad’ (i.e., negatively valenced) quantities. A: Stand Your Ground visualization, designed by
Christine Chan, published by Reuters [16]. B: Iraq’s Bloody Toll visualization, designed by Simon Scarr, published by South China Morning Post [17].
C: Clinton and Trump Are Historically Disliked visualization, designed by Harry Enten, published by FiveThirtyEight [18].
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2.1 Cognitive Fit Theory
Cognitive fit theory describes the mental effort required to
understand data visualizations [34]. This theory proposes that
people interpret visualizations with a mental model of what
they expect to see, which informs the strategy used to inter-
pret these visualizations [30]. For instance, the mental model
used to interpret line graphs may include the expectation that
numbers on the y-axis will increase from bottom to top. The
Stand Your Ground visualization depicted in Fig. 1 (A) viola-
tes this expectation, reversing the direction of the y-axis so the
trend line resembles blood dripping down a wall. This viola-
tion of expectationmay force graph users to perform amental
transformation of the visualization, re-ordering the numbers
on the y-axis to match their mental model. Such mental trans-
formations are likely to increase cognitive processing costs,
making the graphmore difficult to interpret. For some graphs,
the user may even arrive at an incorrect conclusion about the
trend that the visualization depicts [29], [35], [36].When view-
ing the Stand Your Ground visualization, for example, the
graph usermaymistakenly believe that gun deaths decreased
rather than increased following the introduction of the Stand
Your Ground law. Mental models may be informed by both
graphical conventions and conceptualmetaphors [7]. The first
category of conceptual metaphor we discuss in this paper is
relevant to the representation of numerical quantity and emo-
tional valence along the y-axis of graphs – vertical metaphors.

2.2 Vertical Metaphors: Quantity and Valence
Research shows that people tend to associate upward vertical
locations with larger numerical quantities and downward
vertical locations with smaller numerical quantities [3], [6],
[37]. Participants respond more quickly to larger numbers
with a response button positioned higher in space and to
smaller numbers with a response button positioned lower in
space [3]. When participants are asked to spontaneously gen-
erate random sequences of numbers, they produce larger
numbers when looking upward rather than downward [4],
and when being moved upward rather than downward in a
body-lifting device [6]. Gaze position also tends to shift
upward when people count aloud in an ascending sequence
[37]. This vertical conceptualization of numerical quantities is
evident in the linguistic metaphors that English speakers use
to talk about them. For example, speakers often describe num-
bers as ‘low’ or ‘high’, and may refer to ‘plummeting shares’
and ‘soaring costs’ [11].

Prior work suggests that the metaphoric association of
larger numerical quantities with upward locations may
form the basis for the conventional ordering of numbers
upward along the y-axis of graphs [7], [8]. The benefit of
graphical conventions aligning with conceptual metaphors
may be that the resultant graphs fit a pre-existing mental
model for thinking about numerical quantity and other con-
cepts, decreasing cognitive processing costs and making
these graphs intuitive and easy to understand [7].

There are, however, instances in which different concep-
tual metaphors make competing recommendations for how
graphs should be designed. For example, the Stand Your
Ground visualization (see Fig. 1, A) subverts the metaphoric
association between larger numerical quantities and upward
locations that is enshrined in graphical convention. However,

this subversive design choice aligns with the vertical meta-
phor of emotional valence where positively valenced (good)
concepts (e.g., fewer deaths) are associatedwith upward loca-
tions, whereas negatively valenced (bad) concepts (e.g., more
deaths) are associatedwith downward locations. Evidence for
this vertical metaphor of emotional valence shows that posi-
tively valenced words (e.g., ‘pride’) are evaluated more
quickly when they appear in a higher position on a computer
screen. Conversely, negatively valenced words (e.g., ‘liar’)
elicit faster responses when they appear in a lower screen
position [20]. Furthermore, participants recollect more posi-
tively valenced autobiographical memories when moving
marbles upward from a lower box to a higher box than when
performing the reverse vertical action [21], [38]. This concep-
tual metaphor is evident in linguistic expressions such as ‘in
high spirits’, ‘down in the dumps’, ‘uplifting’, and ‘downbeat’
[11]. Conceptual metaphors of emotional valence are poten-
tially important for graph comprehension because many
quantities depicted in graphs have strong emotional connota-
tions, such as income (increase = good) and infection rates
(increase = bad) [39]. The fact that quantities depicted in
graphs are often emotionally connotative raises the question
ofwhether designers should factor vertical valencemetaphors
into the design of their visualizations.

The principal aim of the experiments reported in this paper
was to establish whether conceptual metaphors of emotional
valence influence the interpretation of line graphs. If they do,
we investigated whether the influence of emotional valence is
strong enough to justify inverting the y-axis of graphs, a design
choice that subverts the conventional vertical ordering of num-
bers. A study conducted by Pandey et al. [1] has already shown
that reversing the quantity axis of graphs – such that larger
numerical quantities are represented by downward locations
– has an adverse effect on the accuracy of responses to these
graphs. Our experiments partly functioned as a preregistered,
conceptual replication of this previous investigation, while
also considering the effect of emotional valence. We showed
participants line graphs with or without an inverted axis and
asked these participants what the trend (i.e., the change in the
quantity depicted in the graph over time) showed. We took
the accuracy of responses to this question as a proxy for the
interpretability of the graphs. Errors were taken to indicate
that the graph in question contradicted the mental model that
participants used to interpret the graph, in line with cognitive
fit theory. We also extended this line of questioning to other
conceptualmetaphors, specifically ones that are relevant to the
horizontal axis – horizontal metaphors.

2.3 Horizontal Metaphors: Quantity and Valence
Numerical quantities are not only conceptualized using the
vertical axis, but also using the horizontal axis. The Spatial-
Numerical Association of Response Codes (SNARC) effect
shows that smaller numbers elicit faster left-hand responses,
whereas larger numbers elicit faster right-hand responses
[40], [41], [42]. Similarly, in random number generation tasks,
leftward eye movements can be used to reliably predict that
participants will generate a smaller number than the previous
number in the sequence [5]. In addition, participants asked to
place numbers anywhere on a piece of paper tend to orient
the numbers horizontally from left to right [43]. These results

WOODIN ETAL.: CONCEPTUAL METAPHOR AND GRAPHICALCONVENTION INFLUENCE THE INTERPRETATION OF LINE GRAPHS 1211

Authorized licensed use limited to: UNIVERSITY OF BIRMINGHAM. Downloaded on September 17,2022 at 07:50:17 UTC from IEEE Xplore.  Restrictions apply. 



have been interpreted as evidence for the existence of amental
number line in which people imagine numbers as increasing in
magnitude from left to right. This horizontal conceptualiza-
tion of numerical quantity may be the reason why certain
graphs, such as horizontal bar charts, conventionally label
numbers from left to right across the x-axis [44].

Unlike vertical metaphors, horizontal associations are
typically not evident in language (e.g., we do not describe
numbers as being ‘lefter’ or ‘righter’ than one another) [4],
[45] and so are not always described as conceptual meta-
phors. However, we treat them as such because they deal
with the same kind of cognitive process as prototypical con-
ceptual metaphors that do have linguistic representations
[45], [46]. To investigate horizontal metaphors of numerical
quantity, in the present study we used line graphs that plot-
ted quantity along the x-axis. We examined whether revers-
ing the conventional direction of this axis – so that the
numbers increased in magnitude from right to left – affected
graph interpretability.

Like numerical quantity, emotional valence may also be
conceptualized horizontally. When participants are asked
to sort different items into boxes positioned on the left and
right of a piece of paper, right-handers tend to sort posi-
tively valenced (good) concepts into the right-side box and
negatively valenced (bad) items into the left-side box. Con-
versely, left-handers tend to do the opposite [47], [48], [49].
This finding is indicative of a conceptual metaphor where
the dominant side of the body (and therefore that side of
space) is associated with positive valence and the non-dom-
inant side with negative valence. Complicating matters,
because most people are right-handed, an association of
right-side space with positive valence is evident in cultural
practices (e.g., raising one’s right hand when taking an
oath) and language (e.g., the ‘correct’ answer is the ‘right’
one). The representation of right-handed conceptual meta-
phors in cultural practices and language may result in even
some left-handers learning the association between right-
ward space and positive valence [50], [51].

In the present study, we investigated whether horizontal
metaphors of emotional valence matter for the interpreta-
tion of line graphs that plot quantity along the x-axis. If so,
we explored whether this effect was relative to handedness,
or whether it was absolute (i.e., where both left- and right-
handers associate right-side space with positive valence). If
we found an effect of horizontal valence metaphors on
graph interpretability, we also wanted to know whether
this effect was significant enough to justify reversing the
conventional ordering of numbers along this axis (i.e.,
ordering numbers from right to left rather than left to right).
Previous findings presented by Pandey et al. [1] led us to
expect that subverting the conventional x-axis ordering of
numbers would have an adverse effect on graph interpret-
ability. However, Pandey et al. exclusively inverted the
y-axis of graphs, so our additional focus on x-axis inversion
constituted an extension of this previous study.

2.4 Time Metaphors
The graphs used in the present study were line graphs that
depicted changes in quantity over time, based on those
used by Pandey et al. [1]. In a time series graph, which is

one of the most frequently used types of data visualization
[52], time is usually depicted as passing from left to right
across the x-axis – earlier times are to the left, whereas later
times are to the right [53], [54], [55]. The spatial representa-
tion of time in line graphs is consistent with horizontal time
metaphors. For example, the Spatial-Temporal Association
of Response Codes (STEARC) effect indicates that Western
participants tend to associate leftward space with earlier
times and rightward space with later times. When partici-
pants are tasked with indicating whether the timing of a
sound is earlier or later than expected based on the tempo-
ral regularity of preceding sounds, participants respond to
earlier sounds more quickly with a left-side button and to
later sounds more quickly with a right-side button [31], [56]
(see also [57]).

There are also vertical metaphors associated with time,
with limited evidence suggesting that time is conceptual-
ized as passing upward through space. For instance, one
study showed that participants responded more quickly to
future-related words when they appeared higher on a com-
puter screen, and vice versa for past-related words [58] (see
also [59]). In the present study, our use of line graphs
depicting time series allowed us to test whether inverting
the time axis of these graphs adversely affected graph
interpretability. Our decision to invert the time axes of
graphs extended the methodology used by Pandey et al. [1],
who exclusively inverted the quantity axis of graphs.

2.5 Quantity Mapping
Our experimental stimuli included graphs in which quantity
was ‘mapped’ onto either the vertical or horizontal axis,
which we refer to as the graph’s quantity mapping. We were
therefore interested to see which quantity mapping would
elicit more accurate responses. Previous research suggests
that numbers are more readily conceptualized using the hori-
zontal axis [43], [60]. However, results reported by Fischer
et al. [44] suggest that vertically oriented bar charts are easier
to interpret than horizontally oriented ones. Because line
graphs conventionally depict quantity using the vertical axis,
we predicted that graphs observing this convention would be
easier to interpret. We predicted that graphs that subverted
this convention by depicting quantity using the horizontal
axis would be more difficult to interpret. Our choice to map
quantity onto either the y-axis or x-axis also allowed us to test
both horizontal and vertical representations of time.

2.6 Negativity Bias
A final possibility explored in our experiments was that the
emotional valence of the quantity depicted in a graph mat-
ters by itself, irrespective of whether the graph aligns with
valence metaphors. This possibility is suggested by the fact
that people are quicker to recognise pleasant and safe stim-
uli than unpleasant or threatening stimuli [61], [62], [63].
Researchers have argued that negatively valenced stimuli
contain more information than positively valenced stimuli,
requiring greater attention and cognitive processing. This
phenomenon has been termed the negativity bias [64], [65].
Based on the fact that positively valenced stimuli are proc-
essed more quickly and easily than negatively valenced stim-
uli, graphs depicting positively valenced quantities (e.g.,
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vacation days) may have a cognitive processing advantage
over graphs depicting negatively valenced quantities (e.g.,
murders).

3 EMPIRICAL EVALUATION

We now report two experiments in which participants were
asked questions about line graphs depicting a change in quan-
tity over time. Experiment 1 focused on vertical valence meta-
phors. Experiment 2 served as a replication of Experiment 1,
but also collected data from an equal number of left- and right-
handers, allowing us to test horizontal valencemetaphors.

3.1 Experiment 1
In this experiment, we tested the following hypotheses:

H1. Graphs without inverted axes will be easier to inter-
pret than graphs with an inverted axis (preregistered, con-
ceptual replication-extension of Pandey et al. [1]).

H2. Graphs that map quantity information onto the y-axis
will be easier to interpret than graphs that map quantity
information onto the x-axis (preregistered, conceptual repli-
cation of Fischer et al. [44] with line graphs rather than bar
charts).

H3. Graphs depicting a positively valenced quantity (vaca-
tion days) will be easier to interpret than graphs depicting a
negatively valenced quantity (murders).1

H4. Graphs aligning with vertical valence metaphors will
be easier to interpret than graphs that do not align with
these metaphors (see Table 1).

It should be stated from the outset that the experiments
we present in this paper cannot disentangle the relative
effects of graphical convention and conceptual metaphor
where both make identical recommendations for how
graphs should be designed. For example, both graphical
convention and conceptual metaphor dictate that numbers
should increase upward along the y-axis of graphs, and that
time should pass from left to right along the x-axis. If we
were to find that inverting these axes had an adverse effect
on graph interpretability, we would not be able to say
whether this adverse effect were due to graphical conven-
tion, conceptual metaphor, or both. Therefore, although pre-
vious research has led us (and others [2], [32], [33]) to
predict that conceptual metaphors shaped the formation of
graphical conventions relating to numerical quantity and
time, the present investigation is not intended to test this
prediction. The only conceptual metaphors we investigate
directly in this paper relate to emotional valence.

3.1.1 Procedure

The study was implemented using survey software Qual-
trics [65] and distributed via Amazon Mechanical Turk [67],
a crowd-sourcing marketplace where workers receive pay-
ment for completing tasks virtually. Our experimental pro-
cedure was inspired by Pandey et al. [1], particularly the
aspect of their study that concerned the inversion of graphi-
cal axes. Participants answered multiple-choice questions
about line graphs depicting made-up trends over time in fic-
tional cities. The names of these cities were randomly gener-
ated using an online town name generator (https://www.
namegenerator2.com/town-name-generator.php), with the
criterion that each name should be six characters long. For
example, one graph depicted the number of murders in Tor-
ley between 2015 and 2018 (see Fig. 2, left). Each graph
showed a trend for a different city. Participants were asked:
‘What can you say about the situation in this city?’ Partici-
pants then indicated whether they believed the situation to
be improving, declining, or neither improving nor declining
(three multiple-choice options). In the Torley graph (Fig. 2,
left), the number of murders in this city increased over time,
indicating that the situation was declining. In contrast, if the
graph showed a rising trend for the average number of
vacation days (see trial types in Fig. 2, middle), the correct
answer would be that the situation in the city was improv-
ing. The correct answer was never that the situation was
neither improving nor declining.

Of primary relevance to our hypotheses was whether
participants responded correctly or incorrectly. A higher
proportion of correct responses to a graph was taken to indi-
cate that this graph was easier to interpret than a graph that
elicited a lower proportion of correct responses. The laten-
cies of participants’ responses were also recorded and
investigated exploratorily.

The experiment proceeded as follows. In accordance with
approved IRB protocol, after giving consent, participants
were shown the instructions to the study (available at
https://osf.io/5acjs/). These instructions included an exem-
plar graph that depicted the number of cars over time in a fic-
tional city called Murell. Participants then answered an
attention check question, being asked to accurately recall a
particular word in the instructions they had just been shown.
Participants who responded incorrectly to the attention check
question were disqualified from completing the remainder of
the study. Participants then completed four main experimen-
tal trials (see Fig. 2, middle), after which they supplied their
demographic information.

3.1.2 Stimuli

We used a mixed between- and within-participants design.
As shown in Fig. 2 (right), the type of graph shown to each
participant was varied in a 3 " 2 design according to the fol-
lowing two factors:

! Axis Orientation: whether the graph (i) does not have
inverted axes (right, top row in Fig. 2), (ii) has an
inverted y-axis (middle row), or (iii) has an inverted
x-axis (bottom row);

! Quantity Mapping: whether the graph maps quantity
information onto its (i) y-axis (left column) or (ii)
x-axis (right column).

TABLE 1
Hypothesis 4: Vertical Valence Alignment

Stimuli Valence Aligning (y-axis)

non-inverted y-axis, positive valence yes
non-inverted y-axis, negative valence no
inverted y-axis, positive valence no
inverted y-axis, negative valence yes

1. Hypothesis 3 was not preregistered prior to Experiment 1 but we
include it here for consistency with Experiment 2 and as an additional
test of this hypothesis.
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Thesemanipulationswere conducted betweenparticipants
to prevent participants from being cued to focus on the
graph’s axes more than they would naturally. This 3 " 2
design resulted in there being six groups, which were run as
separate experiments on Amazon Mechanical Turk. Partici-
pants self-selected which group to participate in, rather than
there being a strict randomization procedure. Participants
were unaware of the group they were in as each person was
only able to view one experiment. Responses from each group
were collected until responses in each group reached the crite-
rion for our preregistered stopping rule (N = 50).

Within each group, each participant completed four trial
types, as shown in Fig. 2 (middle). Thismeant that each partic-
ipant contributed four data points to the final data set. To gen-
erate the four trials within each group, we manipulated the
following two factorswithin participants in a 2" 2 design:

! Trend: whether the quantity depicted in the graph
was (i) rising (middle, top row in Fig. 2) or (ii) falling
(bottom row) over time;

! Valence: whether the quantity depicted in the graph
was (i) positively valenced (left column) or (ii) nega-
tively valenced (right column).

We chose ‘vacation days’ as a positively valenced quantity
and ‘murders’ as a negatively valenced quantity. These two
concepts were selected from Warriner et al.’s [68] list of 13,195
English words normed for emotional valence. ‘Vacation’ was
the most positively valenced word in the data set, according to
the ratings. ‘Murders’ was the seventh most negatively
valenced word. The six words assigned more negatively
valenced ratingswere avoided on the basis that theywere emo-
tionally sensitive or offensive (‘pedophile’, ‘rapist’, ‘AIDS’,
‘torture’, ‘leukemia’, ‘molester’). The simple trend lines shown
in each graph all resembled the trend lines depicted in Fig. 2
andwere based on the stimuli used by Pandey et al. [1]. The full
range of graph stimuli shown to participants can be viewed at
https://osf.io/5acjs/.

In sum, each participant saw the four trial types show in
Fig. 2 (middle), presented in a randomized order. Each par-
ticipant saw two graphs in which the situation in the dis-
played city was improving, and two graphs in which the
situation was declining. Each of these graphs was labelled
with a different fictional city name.

3.1.3 Participants

Access to Amazon Mechanical Turk requires users to be 18
years or older, restricting our sample to adult participants.
Participation was restricted to US users of the platform, and
payment was $1 per participant based on the US state of
Illinois’s minimum wage laws. Three hundred MTurk users
volunteered to participate. Of this total, seven participants
were excluded for answering an attention check question
incorrectly prior to the study. Furthermore, three partici-
pants were excluded because their response time to one of
the four trials was more than two standard deviations above
the mean response time to all trials across all participants
(>55.9 seconds). In total, data from 290 participants were
included in the final analyses. For these participants, the
age range was 24-72 years old (M = 39, SD = 11). In terms of
gender, 130 participants were female (44.8 percent), 159 par-
ticipants were male (54.8 percent), and one participant (0.3
percent) was non-binary/third gender.

3.1.4 Statistical Analysis

All statistical analyses were conducted using statistical pro-
gramming language R, version 4.0.3 [69], inside the inte-
grated development environment RStudio 1.1.456 [70]. The
packages ‘plyr’ 1.8.6 [70] and ‘tidyverse’ 1.3.0 [72] were
used for data processing and visualization. The packages
‘ggmcmc’ 1.5.0 [73], and ‘tidybayes’ 2.3.1 [74] were used for
data visualization. The package ‘brms’ 2.14.4 [75], [76] was
used for Bayesian modelling.

The data and analysis scripts for this study are available at
the publicly accessible Open Science Framework repository:
https://osf.io/5acjs/. The hypotheses and planned analyses
for this studywere preregistered and can be found at the afore-
mentioned URL. We used Bayesian multi-level logistic regres-
sion to assess our hypotheses. The dependent variable in all
statistical models was Accuracy (incorrect versus correct).
Accuracy corresponded to whether the participant correctly
judged the situation in each city to be either improving or
declining by selecting the appropriate multiple choice option.
Valence was the only variable relevant to our hypotheses that
varied within participants (each participant answered ques-
tions about graphs depicting both positively and negatively
valenced quantities). To account for by-participant variation in

Fig. 2. Left: Example of a trial completed by participants. All graphs (four per group) can be viewed at https://osf.io/5acjs. Middle: Trend (rising versus
falling) and valence (positive versus negative) were varied within participants to create the four trial types shown to participants. Right: Each partici-
pant took part in one of six groups, each of which contained graphs that had been manipulated in a particular way. Axis Orientation (non-inverted ver-
sus y-axis inverted versus x-axis inverted) and Quantity Mapping (y-axis versus x-axis) were varied between participants to create these groups.
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Accuracy for Valence, random slopes and intercepts for
Valence were included in all models. We set weakly
informative priors centred at 0 with a standard deviation
of 2.

Thedata fromExperiment 1were analysedusing two statis-
tical models. Model 1 assessed hypotheses 1–3 and included
the variables Axis Orientation (inverted versus non-inverted),
Quantity Mapping (x-axis versus y-axis), and Valence (nega-
tive versus positive). These variables were treatment-coded (0,
1). Model 2 assessed hypothesis 4 and included the variables
Axis Orientation (inverted versus non-inverted) and Valence
(negative versus positive), as well as the interaction between
these variables. The variables inmodel 2were deviation-coded
(#0.5, +0.5) to facilitate interpretation of the main effects.
Hypothesis 4 was assessed in a separate model because this
hypothesis was relevant to only those graphs that plotted
quantity along the y-axis.

For each of these models, we observed whether the
95 percent credible intervals for each variable included
zero. Credible intervals that did not contain zero were inter-
preted as showing strong evidence for the effect of the vari-
able on accuracy.

3.1.5 Results

Table 2 shows the accuracy of responses to different graph
stimuli in Experiment 1. Fig. 3 shows the coefficients for
model 1 (top) and 2 (bottom). The blue posterior distributions
show the range of log odds that represent credible values of
the coefficient for each variable in the model. Values with a
higher probability density, represented by denser areas of the
distribution, are more credible than values with a lower prob-
ability density. The black lines beneath the distributions repre-
sent the 95 percent credible intervals for each variable.

Hypothesis 1 predicted that graphs without inverted
axes would be easier to interpret than graphs with either
the x- or y-axis inverted [1]. Consistent with this hypothesis,
participants were more likely to respond correctly to graphs
without inverted axes than to graphs with an inverted axis
(see Table 2, rows 1-2). As shown in Fig. 3 (model 1), the
credible interval for Axis Orientation did not include zero,
indicating that there was strong evidence for the effect of
this variable on the accuracy of responses.

Hypothesis 2 predicted that graphs plotting quantity infor-
mation along the y-axis would be easier to interpret than
graphs plotting quantity information along the x-axis [44].
Contradicting this hypothesis, participants were more likely

to respond correctly to graphs that represented quantity infor-
mation along the x-axis rather than the y-axis (see Table 2,
rows 3-4). As shown in Fig. 3 (model 1), the 95 percent credible
interval for Quantity Mapping did not include zero, indicat-
ing that this effect was strongly supported by the data.

Hypothesis 3 predicted that graphs depicting a positively
valenced quantity (vacation days) would be easier to interpret
than graphs depicting a negatively valenced quantity (mur-
ders). Consistentwith this hypothesis, participants weremore
likely to respond correctly to graphs depicting a positively
valenced quantity than a negatively valenced quantity (see
Table 2, rows 5-6). As shown in Fig. 3 (model 1), the 95 percent
credible interval for Valence did not include zero, indicating
that this effect was strongly supported by the data.

Hypothesis 4 predicted that graphs that aligned with ver-
tical valence metaphors would be easier to interpret than
graphs that did not align with these metaphors. Consistent
with this hypothesis, participants were more likely to
respond correctly to graphs that aligned with vertical
valence metaphors compared to graphs that did not (see
Table 2, rows 7-8). As shown in Fig. 3 (model 2), the 95 per-
cent credible interval for Axis Orientation " Valence did
not include zero, indicating that this effect was strongly
supported by the data.

The main effects for model 2 predicted responses to be
most accurate for non-inverted graphs depicting a positively
valenced quantity (95 percent CI = [3.77, 7.08]). Non-inverted
graphs depicting a negatively valenced quantity were pre-
dicted to elicit the second most accurate responses, although
accuracy was substantially lower (95 percent CI = [#0.29,
2.08]). Predicted accuracy for inverted graphs depicting a pos-
itively valenced quantity (95 percent CI = [#1.39, 0.06]) and
inverted graphs depicting a negatively valenced quantity (95
percent CI = [#1.16, 0.48]) were similar. These main effects
suggest that Axis Orientation (inverted versus non-inverted)
was the primary determinant of accuracy for graphs that
mapped quantity information onto the y-axis, rather than
Valence (negative versus positive) or Valence Alignment
(misaligning versus aligning).

3.1.6 Discussion

Our results showed that participants were more likely to
respond accurately to graphs without inverted axes compared

TABLE 2
Accuracy: Experiment 1

Graph Stimuli Accuracy (Experiment 1)

non-inverted 77.8% 308 vs 87
inverted 56.1% 431 vs 337

quantity on y-axis 55.0% 317 vs 259
quantity on x-axis 71.7% 419 vs 165

positive valence 72.9% 423 vs 157
negative valence 54.0% 313 vs 267

valence aligning: y-axis 66.7% 192 vs 96
valence misaligning: y-axis 43.4% 125 vs 163

Fig. 3. Estimates, standard errors, and posterior distributions (blue) with
95 percent credible intervals (black lines) for coefficients in Bayesian
logistic regression model 1 (all graphs) and 2 (graphs with quantity on
y-axis) in Experiment 1.

WOODIN ETAL.: CONCEPTUAL METAPHOR AND GRAPHICALCONVENTION INFLUENCE THE INTERPRETATION OF LINE GRAPHS 1215

Authorized licensed use limited to: UNIVERSITY OF BIRMINGHAM. Downloaded on September 17,2022 at 07:50:17 UTC from IEEE Xplore.  Restrictions apply. 



to graphs with an inverted axis. This finding conceptually rep-
licates the results reported by Pandey et al. [1] and extends
these results to graphs with an inverted x-axis (rather than an
inverted y-axis) and an inverted time axis (rather than an
inverted quantity axis). Participants were also more likely to
respond accurately to graphs that aligned with verical valence
metaphors compared to graphs that did not align with these
metaphors. This result indicates that valence alignment mat-
ters for the interpretation of graphs that map quantity infor-
mation onto the y-axis. Because our results show that
inverting the axes of graphs generally has an adverse effect on
response accuracy, a follow-up question is whether valence
alignment matters enough to justify inverting the y-axis of
graphs when these graphs depict negatively valenced quanti-
ties. Our results suggest not: responses to inverted graphs
depicting negatively valenced quantities were less likely to be
accurate than responses to non-inverted graphs depicting
negatively valenced quantities. Ultimately, axis orientation
with respect to the ordering of quantity along axeswas amore
important determinant of accuracy than valence alignment.

Our results also showed that participants were more likely
to respond accurately to graphs depicting a positively valenc-
ed quantity than graphs depicting a negatively valenced quan-
tity. This result is consistent with the cognitive processing
advantage reported for positively valenced stimuli compared
to negatively valenced stimuli [61], [62], [63]. In fact, for graphs
that mapped quantity onto the y-axis, the experimental condi-
tion most likely to elicit accurate responses – by a substantial
margin – was a non-inverted graph that depicted a positively
valenced quantity (as shown by the main effects). The success
of this experimental condition may be attributable to the addi-
tive effect of being non-inverted and depicting a positively
valenced quantity, as well as the multiplicative effect of this
experimental condition aligningwith valencemetaphors.

Participants were more likely to respond accurately to
graphs mapping quantity information onto the x-axis com-
pared to graphs mapping quantity information onto the y-axis.
This result is surprising because line graphs conventionally rep-
resent quantity information using the y-axis, so the subversion
of this convention may be expected to result in lower accuracy.
However, the plotting of quantity onto the x-axis is a salient
design choice that participants are likely to have spotted pre-
cisely due to its subversion of convention. The novelty of this
design choicemay have prompted participants to deliberate for
longerwhen responding to this type of graph to verify that their
answer was correct [77], [78]. In contrast, when the graph pre-
sented to participants mapped quantity onto its y-axis, consis-
tentwith graphical convention, participantsmay have been less
likely to initiate a lengthy verification procedure, leaving room
for errors to creep in. The latencies of participants’ responses
lend credence to this interpretation: participants spent less time
responding to graphs that plotted quantity information using
the y-axis (mean= 3.7 seconds) compared to graphs that plotted
quantity information using the x-axis (mean = 5.5 seconds).
However, it should be noted that there was little evidence for a
general speed-accuracy trade-off in either experiment (see addi-
tional analyses at https://osf.io/5acjs/).

3.2 Experiment 2
Experiment 2 served as a replication-extension of Experi-
ment 1. As a replication, we reproduced the experimental

procedure from Experiment 1 and observed whether the
new data exhibited the same patterns. As an extension, we
introduced a test of horizontal valence metaphors. We
investigated handedness-relative valence metaphors [47],
which suggest that people associate the dominant side of
their body (and therefore that side of space) with more posi-
tive valence, and vice versa. We also investigated the com-
peting hypothesis that the representation of right-handed
metaphors in cultural practices may lead even left-handers
to associate positive valence with right-side space, a non-
relative, ‘absolute’ metaphor [50], [51].

Experiment 2 tested the following two hypotheses in
addition to Hypotheses 1–4 tested in Experiment 1:

H5. Graphs that align with handedness-relative horizon-
tal valence metaphors will be easier to interpret than graphs
that do not align with these metaphors (see Table 3).

H6. Graphs that align with absolute horizontal valence
metaphors where ‘good’ is associated with rightward loca-
tions, irrespective of handedness, will be easier to interpret
than graphs that do not align with these metaphors.

3.2.1 Methodology

The procedure for Experiment 2 followed a similar method to
that detailed for Experiment 1. To assess our hypothesis
regarding handedness-relative metaphors of emotional
valence, eligibility criteria for participation specified that 50
percent of participants in each experimental condition (N =
25) should self-identify as left- and 50 percent as right-handed
based on demographic data that participants provided to
MTurk.

Three hundredMTurk users volunteered to participate. Of
this total, six participants were excluded for answering an
attention check question incorrectly prior to the study. Fur-
thermore, seven participants were excluded because their
response time to one of the trials wasmore than two standard
deviations above themean response time to all trials across all
participants (25.9 seconds). Thus, data from 287 participants
were included in the final analyses. The reported age range of
participants was 23-72 years old (M = 39, SD = 10). In terms of
gender, 175 participants were male (61 percent), 108 partici-
pants were female (37.6 percent), 2 participants were non-
binary/third gender (0.7 percent), and 2 participants pre-
ferred not to say (0.7 percent). In terms of handedness, 145
participants were right-handed (50.5 percent) and 142 partici-
pants were left-handed (49.5 percent).

Three statistical models were used to analyse the data.
Model 1 and 2 used in Experiment 1 were used again in
Experiment 2. Model 3 assessed hypotheses 5–6 and con-
tained the variables Axis Orientation (inverted versus non-

TABLE 3
Hypothesis 5 & 6: Horizontal Valence Alignment

Stimuli Valence Aligning (x-axis)

Left-handed Right-handed

non-inverted axis, positive valence no yes
non-inverted axis, negative valence yes no
inverted axis, positive valence yes no
inverted axis, negative valence no yes
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inverted), Valence (negative versus positive), and Handed-
ness (left versus right). This model also assessed the interac-
tion between Axis Orientation and Valence (hypothesis 6), as
well as the three-way interaction between Axis Orientation,
Valence, and Handedness (hypothesis 5). The variables in
model 3 were deviation-coded (#0.5, +0.5) to facilitate inter-
pretation of themain effects. Hypotheses 5–6were assessed in
a separate model because these hypotheses applied only to
graphs thatmapped quantity information onto the x-axis.

3.2.2 Results

Table 4 shows the accuracy of responses to different graph
stimuli in Experiment 1. Fig. 4 shows the coefficients for
model 1 (top), 2 (middle), and 3 (bottom). The blue posterior
distributions represent the credible values of the coefficients
for each variable and the probability density of these values.
The black line beneath these distributions represents the 95
percent credible intervals.

Hypothesis 1 predicted that graphs without inverted
axes would be easier to interpret than graphs with either
the x- or y-axis inverted [1]. Consistent with this hypothesis,
participants were more likely to respond correctly to graphs
without inverted axes than to graphs with an inverted axis
(see Table 4, rows 1-2). As shown in Fig. 4 (model 1), the 95
percent credible interval for Axis Orientation did not
include zero, indicating that this effect was strongly sup-
ported by the data.

Hypothesis 2 predicted that graphs mapping quantity
onto the y-axis would be easier to interpret than graphs
mapping quantity onto the x-axis [44]. Contradicting this
hypothesis, and in line with the results from Experiment 1,
participants were more likely to respond correctly to graphs
that represented quantity information along the x-axis than
the y-axis (see Table 4, rows 3-4). As shown in Fig. 4 (model
1), the 95 percent credible interval for Quantity Mapping
did not include zero, indicating that this effect was strongly
supported by the data.

Hypothesis 3 predicted that graphs depicting a positively
valenced quantity (vacation days) would be easier to inter-
pret than graphs depicting a negatively valenced quantity
(murders). There was a descriptive difference between
graphs that depicted a positively valenced quantity and

graphs that depicted a negatively valenced quantity (see
Table 4, rows 5-6). However, as shown in Fig. 4 (model 1),
the 95 percent credible interval for Valence marginally
included zero, albeit with the bulk of the credible interval
being above zero (lower bound = #0.10).

Hypothesis 4 predicted that graphs aligning with vertical
valence metaphors would be easier to interpret than graphs
misaligning with these metaphors. Consistent with this
hypothesis, participants were more likely to respond cor-
rectly to graphs that aligned with vertical valence meta-
phors than to graphs that did not (see Table 4, rows 7-8). As
shown in Fig. 4 (model 2), the 95 percent credible interval
for Axis Orientation " Valence did not include zero, indicat-
ing that this effect was strongly supported by the data.

The main effects for model 2 predicted accuracy to be
highest for non-inverted graphs depicting a positively
valenced quantity (95 percent CI = [4.53, 8.44]), followed
by non-inverted graphs depicting a negatively valenced
quantity (95 percent CI = [1.47, 4.71]). Accuracy for
inverted graphs depicting a negatively valenced quantity
(95 percent CI = [#0.83, 1.27]) and inverted graphs depict-
ing a positively valenced quantity (95 percent CI = [#1.73,
0.22]) were predicted to be substantially lower. These
main effects indicate that Axis Orientation (inverted ver-
sus normal) was the primary determinant of accuracy for
graphs that plotted quantity using the y-axis, rather than
Valence (negative versus positive) or Valence Alignment
(misaligning versus aligning).

Hypothesis 5 predicted that graphs that align with hand-
edness-relative horizontal valence metaphors would be eas-
ier to interpret than graphs that do not align with these
metaphors. There was a descriptive difference in accuracy
between graphs that did or did not align with handedness-

TABLE 4
Accuracy: Experiment 2

Graph Stimuli Accuracy (Experiment 2)

non-inverted 82.6% 317 vs 67
inverted 61.5% 470 vs 294

quantity on y-axis 59.7% 346 vs 234
quantity on x-axis 77.6% 441 vs 127

positive valence 71.6% 411 vs 163
negative valence 65.5% 376 vs 198

valence aligning: y-axis 64.5% 187 vs 103
valence misaligning: y-axis 54.8% 159 vs 131

valence aligning: x-axis (relative) 75.4% 214 vs 70
valence misaligning: x-axis (relative) 79.9% 227 vs 57

valence aligning: x-axis (absolute) 84.9% 214 vs 43
valencemisaligning: x-axis (absolute) 70.4% 200 vs 84

Fig. 4. Estimates, standard errors, and posterior distributions (blue) with
95 percent credible intervals (black lines) for coefficients in Bayesian
logistic regression model 1 (all graphs), 2 (graphs with quantity on
y-axis), and 3 (graphs with quantity on x-axis) in Experiment 2.
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relative horizontal valence metaphors (see Table 4, rows 9-
10). However, as shown in Fig. 4 (model 3), the 95 percent
credible interval for Axis Orientation " Valence " Hand
included zero, indicating that this effect was not strongly
supported by the data.

Hypothesis 6 predicted that graphs that align with abso-
lute horizontal valence metaphors, irrespective of partic-
ipants’ handedness, would be easier to interpret than
graphs that do not align with these metaphors. Consistent
with this hypothesis, graphs that aligned with the absolute
vertical valence metaphor were more likely to elicit correct
responses than graphs that did not align with this metaphor
(see Table 4, rows 11-12). As shown in Fig. 4 (model 3), the
95 percent credible interval for Axis Orientation " Valence
did not include zero, indicating that this effect was strongly
supported by the data.

The main effects for model 3 predicted accuracy to be
highest for non-inverted graphs depicting a positively
valenced quantity (95 percent CI = [2.64, 5.68]). The second
highest predicted accuracy was elicited by inverted graphs
depicting a positively valenced quantity (95 percent CI =
[1.85, 4.23]). Accuracy for inverted graphs depicting a nega-
tively valenced quantity (95 percent CI = [1.11, 2.61]) and
non-inverted graphs depicting a negatively valenced quan-
tity (95 percent CI = [0.39, 2.15]) were similar. These main
effects indicate that Valence (negative versus positive) was
the primary determinant of accuracy for graphs that plotted
quantity using the x-axis, rather than Axis Orientation
(inverted versus non-inverted) or Valence Alignment (mis-
aligning versus aligning).

3.2.3 Discussion

Consistent with Experiment 1 and with the results of Pandey
et al. [1], our results show that participantsweremore likely to
respond accurately to graphs without inverted axes than to
graphs with inverted axes. Participants were also more likely
to respond accurately to graphs that aligned with vertical
valence metaphors than to graphs that did not align with
these metaphors. For graphs that depicted quantity informa-
tion using the y-axis, axis orientationmatteredmore for graph
interpretability than alignment with vertical valence meta-
phors. For instance, accuracy was higher for non-inverted
graphs depicting a negatively valenced quantity than for
inverted graphs depicting a negatively valenced quantity,
despite the fact that the latter graph aligned with vertical
valence metaphors. Altogether, these results indicate that
alignment with valence metaphors matters for the interpreta-
tion of line graphs, but not enough to justify inverting the axis
of these graphs, which is likely to confuse graph users [1], [35].

Unlike Experiment 1, the credible interval for emotional
valence (negative versus positive) in Experiment 2 included
zero. However, the majority of this credible interval was
above zero, with the lower bound of the interval being #0.10.
Furthermore,while itwas not the primary test of our hypothe-
sis, the model assessing only horizontal valence metaphors
indicated that there was strong evidence for an effect of emo-
tional valence for graphs that depicted quantity using the
x-axis (95 percent CI = [0.81, 3.25]). Therefore, data across
both experiments could be interpreted together as showing an
effect of emotional valence on response accuracy, consistent

with research showing that positively valenced stimuli are
recognised more quickly than negatively valenced stimuli
[61], [62], [63].

As in Experiment 1, participants in Experiment 2 were
more likely to respond accurately to graphs that mapped
quantity information onto the x-axis rather than the y-axis (in
contrast to [44]). Participants also spentmore time responding
to these graphs (mean = 5.11 seconds) than to graphs that
depicted quantity information using the y-axis (mean = 3.79
seconds). This result lends further support to the notion that
participants made fewer mistakes when responding to x-axis
graphs because they spent longer verifying that their answers
to these graphswere correct [77], [78].

For graphs mapping quantity onto the x-axis, partici-
pants were more likely to respond accurately to graphs that
aligned with absolute valence metaphors (where ‘good’ is
associated with rightward space) rather than handedness-
relative valence metaphors (where ‘good’ is associated with
the side of space corresponding to the dominant side of
one’s body). This finding supports the idea that the repre-
sentation of the right-handed valence metaphor in cultural
practices and language causes an absolute association
between right-side space and positive valence that extends
even to left-handers [50], [51].

Our results also showed that emotional valence (negative
versus positive) mattered more than axis orientation for the
interpretability of graphs mapping quantity onto the x-axis.
In fact, accuracy was similar for x-axis graphs with non-
inverted axes (78.2 percent, 147 versus 41) compared to
x-axis graphs with an inverted axis (77.4 percent, 294 versus
86). A possible reason for the lack of an axis orientation
effect for x-axis graphs may be that the novel presentation
of quantity on the x-axis caused participants to pay more
attention to the direction of this axis. The lack of an axis ori-
entation effect may then have left more room for emotional
valence to influence responses.

4 GENERAL DISCUSSION

Our main results can be summarised as follows:

! Non-inverted line graphs are easier to interpret than
line graphs with an inverted axis, confirming and
extending results reported by Pandey et al. [1] to
graphs with an inverted x-axis, and graphs with an
inverted time axis (either the y-axis or x-axis).

! Line graphs that adhere to conceptual metaphors of
emotional valence [19], [20], [21] are easier to inter-
pret than line graphs that do not adhere to these con-
ceptual metaphors. However, the beneficial effect of
valence alignment on graph interpretability does not
outweigh the adverse effect of reversing graphical
axes.

! Line graphs depicting a positively valenced quantity
are easier to interpret than line graphs depicting a
negatively valenced quantity, both when quantity
was mapped onto the y-axis and the x-axis, consis-
tent with the negativity bias [61], [63], [65].

! Line graphs that plot quantity onto the x-axis are
easier to interpret than line graphs that plot quantity
onto the y-axis.
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Our results support the idea that conceptual metaphor the-
ory can be relevant to the design of data visualizations [7], [8] –
in this case, line graphs.However, our results leadus to recom-
mend that line graphs should be designed to align with con-
ceptual metaphors of emotional valence only if doing so does
not subvert other well-established design graphical conven-
tions. Our results also suggest that the inverted y-axis of the
Stand Your Ground visualization, which depicted gun deaths
in Florida [26], did indeed have the potential to mislead view-
ers of the visualization. Contrary to comments made by
graphic designer Christine Chan, while axis direction can “be
shown either way” [26], we recommend that designers hoping
to elicit the correct interpretation of the data being visualized
should not invert the y-axis.

There are, however, some visualizations in which y-axis
inversion seems to have been employed successfully [36].
For example, the infographic entitled Iraq’s Bloody Toll (see
Fig. 1, B), designed by Simon Scarr, was awarded the silver
prize at annual infographics conference Malofiej [17], [78].
This infographic depicts the number of deaths per month in
Iraq between 2003 and 2011, inverting its y-axis and filling
its bars in red to resemble blood running down the page. In
contrast to the Stand Your Ground visualization, the Iraq
infographic’s title and its use of thin red bars with rounded
end caps emphasise the metaphor of blood. In addition, the
use of bars in the Iraq infographic allows the viewer to see
that the bars originate at the top of the page, whereas the
Stand Your Ground graph is a line chart and so does not
provide an easy cue for determining axis orientation [36].
More research is needed, but y-axis inversion may be
acceptable if the axis inversion is made highly salient by
other design features of the visualization. However, doing
so necessarily involves risk as some viewers might not
notice the axis inversion.

In some cases, graph designersmay prefer to avoid plotting
quantity on the y-axis entirely if using the y-axis for quantity
conflicts with metaphors of emotional valence, and instead
may prefer to use the x-axis. In support of this recommenda-
tion, Tversky [2] has argued that the horizontal axis is more
neutral than the vertical one. Our results corroborate the rela-
tive neutrality of the horizontal axiswith respect to line graphs:
while we found an effect of valence alignment for the x-axis in
Experiment 2, this effect was not as strong as the effect of
valence alignment for the vertical axis in both Experiment 1
and 2 (as indicated by the distance of the 95 percent credible
intervals from zero, see Figs. 3 and 4).

Our results have potential applications to other graphs
where designers select the ordering of categorical variables,
such as stacked bar charts. When there is no strict conven-
tion for the ordering of y-axis categories, these categories
could be listed from smallest to largest from the bottom to
the top of the y-axis, or from the top to the bottom, presum-
ably without causing confusion. The interpretability of these
graphs might be enhanced when the category with the
‘most’ is positioned at the top of the graph, and the cate-
gory with the ‘least’ is positioned at the bottom, in line
with vertical quantity metaphors [3], [4], [6]. Alterna-
tively, the optimal ordering might depend on whether
the quantity is positively or negatively valenced [20],
[21], [38]. This is an intriguing avenue of research for
future studies to explore.

In general, more research needs to be conducted looking
at graphs showing different trends and quantities to deter-
mine the extent to which our results can be generalised. For
example, the graphs we showed to participants were based
on those used by Pandey et al. [1] and thus were highly
schematic, showing a simple, relatively linear line without
any other fluctuations. Real-life data are often more noisy
and complex than in the current work. Future research is
needed to determine whether our results generalise to dif-
ferent types of data, specifically data with more variability.
It also remains to be seen how non-linearities in the trend
line might affect conceptualisations of emotional valence.

In addition to the vertical axis, our data revealed an effect
of absolute horizontal metaphors of emotional valence that
was not relative to handedness. Interpretation of the line
graphs in this study thus did not appear to be influenced by
body-specificity [47], [48], [49]. This finding supports the
notion that even left-handersmay come to acquire an absolute
association between right-side space and positive valence due
to the representation of the right-handed valence metaphor in
cultural practices and language [50], [51].

Based on the support our results provided for the nega-
tivity bias, an additional recommendation we can make for
the design of line graphs is that, if it is possible to frame a
quantity in positively or negatively valenced terms (e.g., ‘10
percent less sad’ versus ‘10 percent happier’, or ‘30 percent
uncertain’ versus ‘70 percent certain’), the visualization
designer should use the positively valenced framing. For
example, it may be easier to interpret the graph shown in
Fig. 1 (C) if this graph displayed ratings of favourability
rather than unfavourability.

A possible criticism of our assessment of emotional valence
is that participants may not have universally agreed that
‘vacation days’ is a positively valenced concept – the judg-
ment of a stimulus as positively or negatively valenced is sub-
jective. For example, employers might view ‘vacation days’ as
negatively valenced due to its association with diminished
workplace productivity. Nonetheless, the fact that ‘vacation’
was rated as the most positively valenced word in the 13,915
words normed by Warriner et al. [67] leads us to assume that
the overwhelming majority of our participants assessed this
concept favourably. Because Warriner et al. used a sample of
US participants recruited via Amazon Mechanical Turk, the
majority of whom had English as their native language, simi-
lar to our sample, there is good reason to believe that our par-
ticipants shared similar views about the valence of ‘vacation
days’. Furthermore, the standard deviation of the ratings for
‘vacation’ (0.77) was substantially below the average standard
deviation for words in the Warriner et al. dataset as a whole
(1.68) (more extreme ratings tend to be less variable, see [79]),
indicating that attitudes toward ‘vacation’ were highly consis-
tent. The large samples in both our experiments ensured that
anomalous data from participants who felt differently did not
inordinately skew our results. Finally, because participants
answered questions about both vacation days andmurders, it
seems likely that vacation days would have been perceived as
more positively valenced than murders in relative terms. This
contrast in itself might be expected to affect results in the
directionwe observed.

Our finding that participants were more likely to respond
accurately to graphs that plotted quantity using the x-axis
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was contrary to our predictions. We speculated that the sub-
version of convention in these graphs was likely to have been
salient to participants, who then spent longer interpreting
these graphs to make sure their response was correct. This
finding differs from the y-axis advantage for bar charts
reported by Fischer et al. [44]. The discrepancy between these
two sets of results may be attributable to the fact that horizon-
tal bar charts are relatively ‘normal’, conventional visualiza-
tions, unlike line graphs that map quantity onto the x-axis,
which are unusual. Our results may also speak to the notion
of desirable difficulties, which posits that making learning more
challenging can be beneficial [77], [78].

This paper demonstrates the role that the field of concep-
tual metaphor researchmay have to play in the design of data
visualizations. Our results suggest that conceptual metaphor
theory matters for the interpretation of line graphs. However,
visualization designers arewarned against subverting graphi-
cal convention in order to align with conceptual metaphors
that are not conventionally instantiated graphically. Other-
wise, the resultant visualizationmay bemore liable tomislead
than to inform.
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Abstract 1 

This paper describes patterns of number use in spoken and written English and the main 2 

factors that contribute to these patterns. We analysed more than 1.7 million occurrences of 3 

numbers between 0 and a billion in the British National Corpus, including conversational 4 

speech, presentational speech (e.g., lectures, interviews), imaginative writing (e.g., fiction), 5 

and informative writing (e.g., academic books). We find that four main factors affect number 6 

frequency: (1) Magnitude – smaller numbers are more frequent than larger numbers; (2) 7 

Roundness – round numbers are more frequent than unround numbers of a comparable 8 

magnitude, and some round numbers are more frequent than others; (3) Cultural salience – 9 

culturally salient numbers (e.g., recent years) are more frequent than non-salient numbers; 10 

and (4) Register – more informational texts contain more numbers (in writing), types of 11 

numbers, decimals, and larger numbers than less informational texts. In writing, we find that 12 

the numbers 1–9 are mostly represented by number words (e.g., ‘three’), 10–999,999 are 13 

mostly represented by numerals (e.g., ‘14’), and 1 million–1 billion are mostly represented by 14 

a mix of numerals and number words (e.g., ‘8 million’). Altogether, this study builds a detailed 15 

profile of number use in spoken and written English. 16 

 17 

Keywords: number frequencies, numerical cognition, rounding, big data, register studies  18 
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1. Introduction 1 

People use some numbers more often than others. For example, English speakers tend to 2 

refer to numbers like 3, 100, and 2022 more often than to numbers like 43, 104, and 3022. 3 

More generally, smaller numbers may be used more often than larger numbers, round 4 

numbers (e.g., multiples of ten) more often than unround numbers, and culturally salient 5 

numbers (e.g., recent years) more often than non-salient numbers. People may also use 6 

numbers more often when communicating precise information, or in situations where 7 

presenting facts in an informative manner is important. Exploring the frequency with which 8 

different numbers are used can reveal the numbers people deem important to use to 9 

communicate about which quantities, in what contexts, and why. The present study 10 

investigates patterns of number use in spoken and written English and explores the primary 11 

factors that contribute to these patterns. Using the 100 million word British National Corpus 12 

(BNC Consortium, 2007), we identified over 1.7 million occurrences of numbers from 0 to a 13 

billion and analysed their frequency in relation to four factors: magnitude, roundness, cultural 14 

salience, and register. In written texts, we explored the format in which numbers of different 15 

magnitudes are expressed, i.e., as numerals (e.g., ‘140’), number words (e.g., ‘three’), or a 16 

mix of both (e.g., ‘1 million’). Overall, this paper reports the largest, most comprehensive 17 

corpus analysis of number use to date. 18 

 19 

2. Background 20 

Several factors are believed to influence the frequency with which people use different 21 

numbers. One is magnitude: studies have shown that people use smaller numbers more 22 

frequently than larger numbers (Coupland, 2011; Dehaene & Mehler, 1992; Dorogovtsev et 23 

al., 2005; Jansen & Pollmann, 2001). A possible explanation for why people discuss smaller 24 

numbers more frequently is that smaller quantities are encountered more often, and are more 25 

easily countable, making them more relevant to discuss (Cummins, 2015, p. 32). For example, 26 
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we are more likely to encounter a group of three people than a group of 27, and even if we do 1 

encounter the larger group, the exact number may be unknown, or irrelevant to the point that 2 

a simple non-numerical description such as “a large group” or “several people” may suffice. 3 

The bias toward using small numbers may create a feedback loop in in which smaller numbers 4 

are encountered more often and learned earlier, which may cause them to be used more 5 

frequently still (Rath, 1966). Dehaene and Mehler (1992) also consider the possibility that 6 

people discuss small numbers more often because these numbers are easier to mentally 7 

process, citing magnitude comparison tasks in which smaller numbers are identified more 8 

quickly than larger ones (Buckley & Gillman, 1974; Dehaene, 1989). Another aspect to 9 

consider is that we conventionally use scales to keep numbers small (Coupland, 2011, pp. 10 

34–35) – for example, we can avoid having to talk about 600 seconds by using a larger 11 

temporal unit, like ten minutes. 12 

The second factor that influences number frequency is roundness: research has 13 

shown that round numbers are used more frequently than unround numbers of a similar 14 

magnitude (Coupland, 2011; Dehaene & Mehler, 1992; Dorogovtsev et al., 2005; Jansen & 15 

Pollmann, 2001). In decimal number systems — those based on the number ten (including 16 

tenths and powers of ten), such as the English system — round numbers are typically 17 

considered to be multiples of ten and sometimes five (e.g., Dorogovtsev et al., 2005; Sigurd, 18 

1988). One possible reason why round numbers are used more frequently is that they can be 19 

used approximately in a practice known as rounding, where the nearest round number is used 20 

in place of the real value (Cummins, 2015, p. 20; Jansen & Pollmann, 2001; Krifka, 2009; 21 

Sigurd, 1988). For example, instead of saying that a lecture has 99 attendees, a speaker may 22 

round 99 up to 100. Hence, round numbers can represent a range of values – they have a 23 

larger pragmatic halo (see Lasersohn, 1999) than unround numbers, which usually only 24 

represent a single precise value. For example, it is generally acceptable to use ‘100’ to denote 25 

the number 103, while it is generally unacceptable to use ‘103’ to denote the number 100. The 26 
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increased flexibility in the use of round numbers may help explain why they have been found 1 

to be used more frequently than unround numbers. In other contexts, the nearest round 2 

number can be used as a benchmark indicating some level of completion (Dehaene, 1997, 3 

Ch. 4; Gunasti, 2016). For instance, if there are 99 people at a lecture, someone may write 4 

that there are “nearly 100 people”, whereas if there are 103 people, they may instead write 5 

that there are “over 100 people”. 6 

The reason that multiples of ten and five are treated as round numbers may be that 7 

they are psychologically salient (Van der Henst & Sperber, 2004), making these numbers 8 

more cognitively accessible, simpler, and less cognitively costly compared to other numbers 9 

(Dehaene, 1997; Krifka, 2009; see Cummins, 2015, p. 32). The psychological salience of 10 

these numbers may be due to their structural prominence within the decimal system, which 11 

may have deeper roots in finger counting practices (Butterworth, 1999; Dehaene, 1997; see 12 

Cummins, 2015, p. 33): the number of fingers on each hand may be the basis of decimal 13 

systems (e.g., Bender & Beller, 2012; Ifrah, 1987; Wiese, 2004). Due to this special status, 14 

cultural artifacts and customs are often based on these values. For example, packs of ten 15 

items are more common than packs of 11 items (Cummins, 2015, p. 36), and we celebrate 16 

jubilees on the 5th, 10th, 25th, and 50th (etc.) anniversaries, rather than the 6th, 12th, 18th, and 17 

so on (Jansen & Pollmann, 2001). These cultural artifacts and customs may create a feedback 18 

loop in which multiples of ten and five are encountered even more often (Chrisomalis, 2020, 19 

p. 35), further enhancing the psychological salience of these numbers (Cummins, 2015, p. 20 

36).1  21 

 
1 The idea that roundness is determined by the base of the mathematical system means that the 
numbers considered round differ between different systems. We can see evidence of this in 
sexagesimal systems (base 60) used, for example, in the measurement of time. In this time-telling 
context, 15 and 30 may be round numbers because they are, respectively, a quarter and half of 60 
seconds or minutes (Dehaene & Mehler, 1992; Jansen & Pollmann, 2001). Similarly, 90, 180, and 360 
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People use round numbers in an approximate way for several different reasons. First, 1 

the precise number is often deemed unnecessary to mention. For example, while it might be 2 

helpful to have a ballpark figure of the number of people that will be attending your lecture, 3 

the precise number may be practically irrelevant. By using round numbers in such contexts, 4 

language users conform to Grice’s (1975) maxims, being only as precise as is necessary to 5 

achieve the aims of the interaction (Gibbs Jr. & Bryant, 2008; Van der Henst et al., 2002). 6 

Unnecessary precision may also be seen as pedantic (Lin, 2013; McCarthy, 2006, p. 22; see 7 

also Cotterill, 2007; Beltrama et al., 2022), exerting additional social pressure toward rounding 8 

in certain contexts. Second, people often use round numbers imprecisely when the exact 9 

number is unknown, such as when estimating the size of a crowd (e.g., ‘a thousand people’), 10 

using a round number to reduce commitment to a precise number (Ruud et al., 2014). This 11 

strategy works because people usually interpret round numbers approximately, unless they 12 

are modified by words such as ‘exactly’ (Krifka, 2009; Lasersohn, 1999). Finally, another 13 

reason that can motivate the use of round numbers is strategic manipulation, such as when 14 

stating that a university is a ‘top ten university’ (a round number) as opposed to a ‘top six 15 

university’ (an unround number in context), because the latter expression yields the 16 

disadvantageous implicature that the university is exactly 6th place (Cummins & Franke, 2021).  17 

Corpus studies have shed light on the two roles of magnitude and roundness in 18 

numerical communication. Dehaene and Mehler (1992) investigated number words (e.g., 19 

‘three’, ‘sixteen’, ‘eighty’, ‘thousand') from 0 to a billion in a corpus of over 1 million American 20 

English words (Francis & Kučera, 1982). The results showed that number frequencies decline 21 

with numerical magnitude, but that round numbers 10, 20, 50, and 100 are used more 22 

frequently than other numbers of a similar magnitude. Jansen and Pollman (2001) reported 23 

similar results for numerals and number words in the range 2–1000 in a 40 million word corpus 24 

 
may be round numbers in the measurement of angles. However, in this paper we focus on round 
numbers in decimal systems, the predominant system in Western cultures.  
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of 1994 volumes of English newspaper The Times. Coupland (2011) uncovered a similar 1 

pattern for number words from 1 to 20 in the 100 million word British National Corpus (BNC 2 

Consortium, 2007), and for both numerals and number words from 1 to 100 on the internet. 3 

Lastly, though not framed explicitly as a corpus study, Dorogovtsev et al. (2005) found that 4 

frequencies of web pages containing positive numerals declined with numerical magnitude, 5 

but that frequencies were relatively higher for pages containing powers of ten (i.e., round 6 

numbers in the decimal system).  7 

Some authors have argued that roundness is a matter of degree, rather than being 8 

absolute. For example, Sigurd (1988) proposed a model of roundness where powers of ten 9 

(e.g., 10, 100, 1000) and halves (e.g., 5, 50, 500) and quarters (e.g., 2.5, 25, 250) of these 10 

powers are ‘rounder’ than other numbers. Jansen and Pollman (2001) developed Sigurd’s 11 

model, showing empirically that numbers are used more frequently if they have one of the 12 

properties of 10-ness (10, 20, 30, ... 100, 200, 300, ...), 2-ness (20, 40, 60, ... 200, 400, 600, 13 

...), 2.5-ness (25, 50, 75, ... 250, 500, 750, ...), and 5-ness (50, 100, 150, ... 500, 1000, ...). 14 

Notably, 10-ness, 2-ness, 2.5-ness, and 5-ness do not simply refer to numbers that are 15 

divisible by these respective factors; rather, they refer to numbers that equal an integer no 16 

greater than 9 when divided by 1, 2, 2.5, or 5 multiplied by a power of 10. For example, 200 17 

has 10-ness because it equals 2 when divided by 100 (1 x 102), and 750 has 2.5-ness because 18 

it equals 3 when divided by 250 (2.5 x 102). Jansen and Pollman (2001) argue that these 19 

numbers are used more often due to humans having a “natural propensity” (p. 201) for 20 

doubling and halving the base of the mathematical system (e.g., powers of ten in a decimal 21 

system), and, in the case of 2.5-ness, halving again.  22 

Two questions regarding roundness remain unanswered. First, it is not clear if 23 

multiples of ten and five without 10-ness, 2-ness, 2.5-ness, or 5-ness (e.g., 1010, 70,515, 24 

944,500) are used more often than non-multiples, or if it is only those multiples of ten and five 25 

with 10-ness, 2-ness, 2.5-ness, or 5-ness (e.g., 70, 250, 600) that are used more often. 26 
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Second, Jansen and Pollman (2001) report that numbers with more roundness properties 1 

(e.g., 40 has 10-ness, 2-ness, and 5-ness; 300 has 10-ness and 5-ness) are used more 2 

frequently than numbers with fewer. However, as Cummins (2015, p. 34) points out, we do 3 

not know whether certain of these properties are more important predictors of number 4 

frequency than others. For instance, 10-ness may be a more important predictor of number 5 

frequency than 2-ness, or vice versa. Table 1 shows examples of numbers with each of the 6 

roundness properties discussed in this paper. 7 

 8 

TAB. 1 9 

 10 

 The two factors of magnitude and roundness may interact: people may round larger 11 

numbers to a greater extent than smaller numbers (see Coupland, 2011). If so, this aspect 12 

of numerical communication may reflect numerical cognition, which becomes less precise for 13 

larger quantities. We can precisely quantify sets of three or four objects or fewer, which is 14 

known as subitization (Butterworth et al., 2008; Gordon, 2004; Pica et al., 2004). However, 15 

above this limit, this quantification ability is approximate; we cannot, for example, quantify a 16 

crowd at a glance (Cheyette & Piantadosi, 2019; McCrink & Wynn, 2007; Xu & Spelke, 2000). 17 

This quantification ability is increasingly imprecise for larger sets, which is described by the 18 

Weber-Fechner law: the just-noticeable difference between quantities is linearly related to 19 

their ratio. According to this law, sets of 110 and 120 (ratio = 11:12) are harder to discriminate 20 

than sets of 10 and 20 (ratio = 1:2), despite each pair differing by an equal number (10) 21 

(DeWind et al., 2015; Shepard et al., 1975). If we find it difficult to discriminate larger sets, we 22 

may be unlikely to communicate the differences between these sets precisely, leading to a 23 

more approximate use of round numbers at higher magnitudes.  24 

In addition to magnitude and roundness, a third factor that influences the frequency 25 

with which numbers are used is cultural salience. For example, studies have reported that 26 
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recent years (e.g., 2021) are discussed more often than less recent years (e.g., 1788), 1 

probably because more recent years tend to be more relevant to present discussion 2 

(Pollmann, 1998; Pollmann & Baayen, 2001). It is also possible that numbers referring to 3 

significant dates and periods in human history, such as 1066 (the Battle of Hastings), 2019 4 

and 2020 (the beginning of the Covid-19 pandemic), and 1939–1945 (World War II) are used 5 

more frequently today than other numbers. Moreover, Coupland (2011) finds that numbers 6 

with repeated numerals, like 99, 11 and 44, are often used in product names, like the Xbox 7 

360 game ‘Ninety-Nine Nights’, perhaps for their phonological alliteration, aesthetic appeal, 8 

and ‘coolness’. Other numbers are imbued with numerological significance and so may be 9 

expected to be used more or less often on this basis. For example, in Christian cultures, the 10 

number seven is associated with perfection and the Christian God (and is also the number of 11 

days in a week), while 666 is associated with the Christian devil (Ayonrinde et al., 2021). 12 

Dehaene and Mehler (1992) also report that the number 13 is used less frequently than 12 or 13 

14, perhaps because 13 is deemed unlucky in Western cultures, to the extent that floor 14 

numbering systems in many buildings skip the number 13 (Pokryshevskaya & Antipov, 2015).  15 

Finally, a fourth factor that may affect number frequencies is register. Registers are 16 

varieties of language use that are linked to a communicative context or goal (e.g., Trudgill, 17 

1983, p. 101). Whereas the other three factors influence the frequency of certain numbers, 18 

this factor relates to how number use differs in different registers. One dimension of register 19 

variation is modality – speech versus writing – and studies have revealed differences in 20 

language use across more specific spoken and written registers, such as conversational 21 

speech (Biber et al., 1999, Ch. 13; Biber, 2009b; Conrad & Biber, 2009) and informational 22 

writing (Biber, 2009a, 2009b; Biber et al., 1999; Biber & Clark, 2002; Biber & Gray, 2010; 23 

Conrad & Biber, 2009). Neumann (2014) also reports on linguistic differences between 24 

instruction manuals, novels, letters to shareholders, and other registers, while Egbert and 25 

Mahlberg (2020) show differences between narration and speech in novels, and Love et al. 26 
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(2019) find differences in language use (e.g., turn length, word length, modal verbs) across 1 

different activity types and locations (e.g., a family playing a board game at home vs 2 

colleagues discussing a project at work). There is reason to believe that number use may also 3 

vary across registers according to whether the primary communicative goal is to inform. For 4 

example, Zillman and Brosius (2000, p. 42) report that 44% of the news articles they 5 

investigated included numbers, like percentages, amounts, and proportions. Koetsenruijter 6 

(2011) finds that the use of numbers in news texts enhances the perceived credibility of the 7 

information being communicated. Porter (1995) also argues that statistics are used in 8 

academic and professional practice due to their perceived objectivity (see Barchas-9 

Lichtenstein et al., 2022 for a similar argument pertaining to journalism). Moreover, 10 

quantification may be necessary to convey precise numerical information; for example, in 11 

factual reports or financial transactions (Coupland, 2011). For these reasons, there may be 12 

more of an emphasis on numbers in more informational registers, such as news broadcasts, 13 

academic writing, and journalism, compared with less informational registers, like casual 14 

conversation and fiction writing. 15 

Investigating number use in written registers raises the additional question of how 16 

these numbers are expressed – as numerals (e.g., ‘1,000,000’), number words (e.g., ‘one 17 

million’), or a mix of both (e.g., ‘1 million’). Throughout history, there have always been multiple 18 

ways of writing a number in all literary traditions (Chrisomalis 2020, Ch. 6). Many style guides, 19 

like the Office for National Statistics’ (2022), prescribe number words for numbers 0–9, 20 

numerals for numbers 10–999,999, and a mix of numerals and number words for numbers 21 

above this range. We might wonder, then, whether the representational formats chosen by 22 

authors reflect these style guides, and hence whether numbers of different magnitudes tend 23 

to be represented in different formats. On the internet, Coupland (2011) finds that numerals 24 

outnumber number words by a ratio of about 4:1, and that this ratio increases rapidly to 25 

approximately 200:1 by the number 99. However, the number words explored in this study 26 
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were exclusive to English, while the numerals 1, 2, 3, and so on are used in many different 1 

languages (Chrisomalis, 2020). Thus, we may observe a different pattern with proportionally 2 

more 1 on number words in a monolingual corpus. 3 

In this study, we examine the frequency with which different numbers are used in a 4 

large corpus of spoken and written English. We observe how these frequencies are affected 5 

by magnitude, roundness, cultural salience, and register, and within written registers, we 6 

investigate how different formats (numerals, number words, mixed numbers) are used to 7 

represent numbers of different magnitudes. Our study, based on over 1.7 million numbers 8 

from 0 to a billion used in English in the 100 million word British National Corpus (BNC 9 

Consortium, 2007), makes the following contributions. First, it replicates previous corpus 10 

studies of number use in regard to magnitude and rounding (Coupland, 2011; Dehaene & 11 

Mehler, 1992; Dorogovtsev et al., 2005; Jansen & Pollmann, 2001). Second, it extends work 12 

by Sigurd (1988) and Jansen and Pollman (2001) by presenting an updated model of round 13 

numbers, exploring which roundness properties matter more than others in determining a 14 

number’s frequency, controlling for its magnitude. This insight suggests that round numbers 15 

are not created equal – some are ‘rounder’ than others. Third, it investigates cultural salience 16 

as a general factor that may influence number frequencies, extending previous results 17 

pertaining to recent years (Pollmann, 1998; Pollmann & Baayen, 2001), and numbers with 18 

numerological significance (e.g., 13) (Dehaene & Mehler, 1992) or aesthetic appeal (e.g., 99) 19 

(Coupland, 2011). Fourth, it introduces register as a novel factor that influences number 20 

frequencies, investigating whether number use differs across more informational and less 21 

informational texts. Finally, it shows that, in writing, numbers of different magnitudes tend to 22 

be represented in different formats (numerals, number words, mixed numbers). In doing so, 23 

this study builds a detailed profile of number use in spoken and written English. 24 

 25 

 26 
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3. Methodology 1 

3.1. The corpus 2 

The British National Corpus (BNC; BNC Consortium, 2007), collated from 1991–1994, is a 3 

100 million word corpus of spoken and written British English from the late 20th century. The 4 

corpus was slightly revised prior to the 2001 and 2007 releases (hence the citation date above) 5 

but no new texts were added. The corpus includes samples of 45,000 words from longer texts, 6 

whereas texts under the 45,000 word limit are included in full. Samples were taken to avoid 7 

overrepresenting idiosyncratic texts and obtain a wide cross-section of British English. The 8 

corpus contains both single-author texts (e.g., monographs) and multi-author texts (e.g., 9 

magazine articles).  10 

 The spoken (10%) and written (90%) subcorpora are divided into four categories, 11 

including two spoken categories (conversational speech and presentational speech) and two 12 

written categories (imaginative writing and informative writing). The conversational speech 13 

subcorpus was collected via demographic sampling, aiming to capture a representative 14 

spread of language users according to age, gender, social group, and region. In contrast, what 15 

we call presentational speech – ‘context-governed speech’ according to the BNC 16 

nomenclature – encompasses presentations to an audience, such as broadcast interviews, 17 

lectures, and legal proceedings. Regarding the written subcorpora, imaginative writing 18 

includes literary and creative fictional works, while informative writing includes non-fiction 19 

works in domains like applied science, finance, and world affairs. Broadly, presentational 20 

speech and informative writing are focused on communicating information, whereas 21 

conversational speech and imaginative writing are less informational. For more information 22 

about the BNC, see http://www.natcorp.ox.ac.uk/corpus/index.xml.   23 

 24 

 25 

 26 
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3.2. Software 1 

The programming language Python (version 3.7) (Python Software Foundation, 2021) was 2 

used inside the integrated development environment PyCharm (version 2021.1.1) (JetBrains, 3 

2021) to extract numbers from the British National Corpus (BNC Consortium, 2007). The 4 

following built-in Python libraries were used: Re (version 2.2.1), Time, OS, and IterTools (all: 5 

Van Rossum, 2020). The following external Python libraries were used: NumPy (version 6 

1.20.2) (Harris et al., 2020), Pandas (version 1.2.4) (McKinney, 2010), NLTK (version 3.6.1) 7 

(Bird et al., 2009), BeautifulSoup (version 4.9.3) (Richardson, 2007), Requests (version 8 

2.25.1) (Chandra & Varanasi, 2015), Word2Number (Batorsky et al., 2021), and Num2Words 9 

(Dupras et al., 2021). 10 

The statistical programming language R (version 4.0.3) (R Core Team, 2020) was 11 

used inside integrated development environment RStudio (version 2022.7.1.554) (RStudio 12 

Team, 2022) to assist with the number identification and perform the main statistical analyses. 13 

The following R packages were used: tidyverse (version 1.3.0) (Wickham et al., 2019), brms 14 

(Bürkner, 2017, 2018), ggpubr (version 0.4.0) (Kassambara, 2020), scales (Wickham & 15 

Seidel, 2020), car (version 3.0.11) (Fox & Weisberg, 2019), ggmcmc (version 1.5.1.1) 16 

(Fernández-i-Marín, 2016), tidybayes (version 3.02) (Kay, 2022), and ggrepel (version 0.9.1). 17 

(Slowikowski, 2021). All data, analysis scripts, and information about the procedure detailed 18 

in this section are stored in an OSF repository (https://tinyurl.com/mr4dcc23).  19 

 20 

3.3. Number identification and data processing 21 

We identified integers and decimals ≥ 0 (i.e., no negative numbers) in the 4054 texts that 22 

comprise the BNC. Unlike previous corpus studies (Coupland, 2011; Dehaene & Mehler, 23 

1992; Dorogovtsev et al., 2005; Jansen & Pollmann, 2001), which searched for specific 24 

numbers in their respective corpora, we used natural language processing to parse the BNC 25 

texts and capture all words identified as numbers. As a result, we identify a greater range of 26 
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numerical language than the aforementioned studies, but we have to perform extra steps to 1 

process the data, which we detail in this section. All decisions made in regard to number 2 

identification and data processing are fully documented with reproducible scripts at the OSF 3 

repository associated with this paper (https://tinyurl.com/mr4dcc23).  4 

 To understand our data processing decisions, we must differentiate between three 5 

senses in which numbers are used: cardinal, ordinal, and nominal (Nieder, 2005; Wiese, 6 

2003). Cardinal numbers refer to quantity or numerosity, such as the number of apples in a 7 

basket. Ordinal numbers refer to numerical rank in an ordered list, such as the top ten 8 

universities in the world. Finally, nominal numbers are used as names or identifiers, as in 9 

telephone numbers or bus numbers, with no quantity or order necessarily being implied. 10 

Cardinal numbers are arguably the most prototypical number sense, and are what we focus 11 

on in this paper, motivating our analysis of numerical magnitude and roundness. For this 12 

reason, we do not analyse numbers that are explicitly marked as being ordinal (e.g., ‘sixth’, 13 

‘6th’), in line with previous studies (Coupland, 2011; Jansen & Pollmann, 2001; but see 14 

Dehaene & Mehler, 1992). Thus, we focus here on a specific form of numbers: the most 15 

unmarked forms of number words (‘one’, ‘two’, ‘three thousand’, etc.) and numerals (‘1’, ‘2’, 16 

‘3000’, etc.). We also exclude some instances of nominal numbers, as discussed below. 17 

However, it is impossible to make sure we only identify cardinal numbers in such a large 18 

dataset, as doing so would require checking each number in its context of use. The concern 19 

that our dataset is ‘contaminated’ by non-cardinal numbers is, however, shared with all 20 

previous analyses of number word and numeral frequencies (Coupland, 2011; Dehaene & 21 

Mehler, 1992; Dorogovtsev et al., 2005; Jansen & Pollmann, 2001). A benefit of our study is 22 

that our analysis explicitly acknowledges non-cardinal uses of numbers by investigating 23 

numbers whose frequency cannot be predicted accurately by focusing solely on magnitude 24 

and roundness (e.g., some culturally salient numbers). 25 
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We used the NLTK Python library to tag words in each text for whether they were 1 

numbers. The NLTK library tags each word individually, meaning that numbers comprising 2 

multiple words (e.g., ‘twenty five’ = two words) were initially tagged as separate numbers (e.g., 3 

‘twenty’ and ‘five’). To capture the full number, we grouped together words tagged as numbers 4 

that were adjacent in the same text. We included the words ‘and’ and ‘point’ in this grouping 5 

to capture number words containing a conjunction (e.g., ‘one hundred and one’) or decimal 6 

values (e.g., ‘two point one’). Hyphenated number words, like ‘twenty-five’, were captured as 7 

a whole. NLTK was able to differentiate pronominal uses of number word ‘one’ (e.g., ‘as one 8 

does’) from numerical uses (e.g., ‘one person’), which is a novel aspect of our methodology: 9 

these uses of ‘one’ are confounded in Dehaene and Mehler’s (1992) and Coupland’s (2011) 10 

corpus analyses of number words, and Jansen and Pollman (2001) chose not to look at the 11 

number word ‘one’ for this reason.  12 

This number identification procedure identified 1,918,146 items (called as such 13 

because some items were not numbers, or included more than one number; see below). We 14 

then removed items that did not meet our definition of non-negative numbers that were not 15 

explicitly marked as ordinals. Also removed were items that were incorrectly tagged as 16 

numbers, did not refer to a specific number, or were not relevant for other reasons. In 17 

particular, we removed 146,797 items containing a mixture of both numerals and letters or 18 

other characters, including the aforementioned ordinals (e.g., ‘6th’), year ranges (‘1990s’), file 19 

names (e.g., ‘011207.tmp’), digital times (e.g., ‘06:00’), and ratios (e.g., ‘2:1’). Furthermore, 20 

we removed number words like ‘twelve fifty’ (6016 items) that were ambiguous between 21 

different types of numbers, such as prices (e.g., £12.50), times (e.g., ‘12:50’) and years (e.g., 22 

‘1250’); non-numerical words that were erroneously tagged as numbers (e.g., ‘year’, ‘ze’: 3855 23 

items); and vague numbers that did not refer to a precise value (e.g., ‘twenty odd’: 9 items). 24 

Finally, we excluded 5 items that included numerals preceded or followed by a full stop and 25 

then followed by a multiplier word (e.g., ‘1. million’), and 9407 items beginning with ‘0’ that 26 
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resembled binary codes (e.g., ‘00010’), digital times (e.g., 07.15), or telephone numbers (e.g., 1 

0207521133).2 Following these exclusions, 1,750,086 items remained.  2 

 For the purposes of the data analysis, the number words we identified had to be 3 

translated into numerals so they could be recognised by R as numbers rather than as 4 

character strings. The Word2Num library in Python was used to translate the number words 5 

we identified into numerals. To verify each translation, we used the Num2Words library to 6 

back-translate the numerals into number words. We deemed the translation accurate if the 7 

back-translated number word matched the original number word. We manually translated 8 

some numbers that Word2Num was not able to automatically translate, including mixed 9 

numbers comprising a numeral followed by a multiplier word (e.g., ‘1.5 million’ = 1,500,000) 10 

and numbers written in a different format (e.g., ‘seventy one hundred’ rather than ‘seven 11 

thousand one hundred’ = 7100). Furthermore, number words with an empty decimal place 12 

(e.g., ‘one point zero’) were manually translated into integers (e.g., ‘1’).  13 

 Even after these manual translations, we were unable to translate some items into 14 

numerals. Consulting these untranslatable items, we saw that many were not individual 15 

numbers, but were concatenations of multiple numbers (e.g., ‘one hundred one thousand’ = 16 

‘one hundred’ and ‘one thousand’). These multi-number items were a by-product of our 17 

grouping together words tagged as numbers that were adjacent in the same text. To capture 18 

the individual numbers in these multi-number items separately, we classified the multi-number 19 

items into structural types, so, for example, items such as ‘one and two’ and ‘eight and six’ 20 

were both categorised as ‘NUMBER and NUMBER’. Then, we updated the Python script to 21 

capture the numbers in these multi-number items separately, and translated them into 22 

numerals. We did this until 20 or fewer cases of each structural type remained (an arbitrary 23 

 
2 We have no systematic way of identifying binary codes, digital times, and telephone numbers that 
begin with a number other than 0, as these look the same as other numbers (e.g., 1001, 20.55, 
3669734), so there may be some of these numbers in the final dataset. 
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threshold as it would have been impractical to account for every structural type due to the 1 

large size of the dataset). We excluded the remaining 2078 multi-number items from the 2 

dataset. To finish, we constrained the numbers in our dataset to the range 0 to a billion, which 3 

led to the exclusion of 6425 items. 4 

This part of the procedure highlights a key limitation of an automatic approach to 5 

identifying numbers: when number words are written in nonstandard ways, or are not 6 

separated by commas, our automatic procedure may identify some of these numbers 7 

incorrectly (as blanket rules were established for how multi-number strings were dealt with, 8 

which may not be accurate for all cases), or these numbers may be excluded. Only a manual 9 

analysis would allow us to identify the numbers in these strings correctly in all instances. 10 

Ultimately, we believe that any numbers that are inaccurately identified will constitute noise in 11 

the data that should not affect the overall pattern of results we report, and that must be 12 

tolerated to facilitate the collection of such a large dataset.   13 

Overall, out of 97,476,231 words in the BNC, the number identification procedure 14 

identified 1,739,343 numbers that met our search criteria. This figure constitutes 1.8% of the 15 

total number of words in the BNC mentioned above, but recall that some number word 16 

expressions comprised multiple words (e.g., ‘eight hundred’). 17 

 18 

4. Results 19 

4.1. Overall results 20 

First, we analysed the influence of magnitude, roundness, and cultural salience overall by 21 

looking at the number frequencies across the whole of the BNC. Figure 1 displays the 22 

frequencies for numbers from 0 to a billion, excluding decimals. Number and frequency are 23 

visualised on base-10 logarithmic scales (log10) – that is, x or y = 1 represents 10, x or y = 2 24 

represents 100, x or y = 3 represents 1000, x or y = 4 represents 10,000, and so on. 25 

 26 
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FIG. 1 1 

 2 

 The downward trend shows that frequency decreases as numerical magnitude 3 

increases: smaller numbers are used more often than larger numbers. In fact, the number 1 4 

is used more often than any other number, occurring 302,676 times (18.1% of all integer 5 

tokens). The second most frequent number is 2, which occurs 180,079 times (10.8% of all 6 

integer tokens), and the third most frequent number is 3, which occurs 98,035 times (5.9% of 7 

all integer tokens). As an exception to this trend, 0 is the 57th most frequent number in the 8 

dataset, occurring only 4216 times (0.3% of all integer tokens). Zero is different from other 9 

integers because it usually represents the absence of a quantity, rather than the presence. 10 

Consequently, this number is not typically used in counting practices. It should, however, be 11 

noted that only the numeral ‘0’ and the number word ‘zero’ were considered in this study – 12 

words such as ‘none’ and ‘nought’ were not included.  13 

 The figure also shows that round numbers are used more often than numbers of a 14 

comparable magnitude. For example, focusing on the round numbers circled and labelled, 15 

100 is used 14,819 times, while 99 is used 881 times and 101 is used 429 times; 1000 is used 16 

6975 times, while 999 is used 182 times and 1001 is used 54 times; 1 million is used 4778 17 

times, while 999,999 is used 13 times and 1,000,001 is used 9 times; and 1 billion is used 18 

1075 times, while 999,999,999 is not used at all.  19 

The colour of the data points denotes whether the numbers are non-multiples or 20 

multiples of round numbers of different magnitudes: 10, 50, 100, 500, 1000, 10,000, and 21 

100,000. The transition from dark blue to light turquoise rightward across the data points 22 

highlights the fact that, at higher magnitudes, the numbers that appear in the BNC are 23 

increasingly round numbers, and multiples of a larger round number (e.g., 110,000 is a 24 

multiple of 1000 and 10,000, while 111,000 is a multiple of 1000 but not 10,000). This result 25 

hints that people are more likely to round numbers at higher magnitudes, and to round to a 26 
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greater extent – for instance, rounding 110,789 down to 110,000 (the nearest multiple of 1 

10,000) instead of rounding it up to 111,000 (the nearest multiple of 1000).  2 

On top of the influence of magnitude and roundness, there are some other notable 3 

features of the figure. First, there is a spike in frequency starting at about x = 3 that reflects 4 

the high frequency of numerals from 1000–2000. Concordance lines extracted via the English 5 

Corpora interface (https://www.english-corpora.org/bnc/), which allows the user to conduct 6 

online searches of the BNC, showed that many of these numerals are years (e.g., ‘the year 7 

1990’), and are used with increasing frequency as they approach the year the BNC’s collation 8 

was completed (1994). Following Pollman and Baayen (2001), we might infer that these 9 

numbers are used more frequently because recent dates are more relevant to discuss and so 10 

are more culturally salient. The second notable feature of the figure is the spike in frequency 11 

just before x = 5, which roughly represents the range 36,000–40,000. Concordance lines for 12 

the most frequent of these numbers (e.g., 38,166) show that many of these numbers are 13 

citations of page numbers mentioned frequently in multiple political and economic records 14 

from the Keesings Contemporary Archives in the informative writing subcorpus. The pages to 15 

which these numbers refer contain information about widely significant, relevant topics (e.g., 16 

the Kuwait Democratic Forum). The high frequency of these numbers appears to be an artifact 17 

of how the BNC’s compilers sampled texts to include in the corpus, rather than these numbers 18 

being culturally salient. 19 

 20 

4.2. Statistical models  21 

To understand the relative influence of magnitude, roundness, and cultural salience on 22 

number frequencies, we statistically modelled number frequency as a function of magnitude 23 

and roundness. We then identified the numbers used more frequently than predicted when 24 

controlling for magnitude and roundness, whose frequency may be attributable to cultural 25 

salience. 26 
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Bayesian negative binomial regression was used to model the number frequencies 1 

(see Winter & Bürkner, 2021). We included numbers that do not appear in the BNC in this 2 

regression, which were assigned a frequency of 0, in addition to the numbers that were 3 

identified (i.e., ones that appear at least once). This step is justified because the frequency of 4 

the ‘missing’ numbers is genuinely 0 – it is not just that we did not identify them. Number 5 

frequencies are positive integers, and so are amenable to Poisson regression, which can be 6 

used to model unbounded count data. However, because there is more variance in these 7 

count data than what is expected under the Poisson distribution (known as overdispersion; 8 

see OSF repository for evidence of overdispersion in the data: https://tinyurl.com/mr4dcc23) 9 

negative binomial regression was used, which modelled both the mean and the variance in 10 

counts. Like Poisson regression, negative binomial regression uses the log link function 11 

(natural logarithm), which means that all coefficients reported below model the loge number 12 

frequencies.  13 

We modelled number frequencies for the range 1 to 1 million. We did not include 0 14 

because logarithmically transforming 0 is not possible, and we imposed an upper limit of 1 15 

million to mitigate the computational difficulties and time demands associated with analysing 16 

larger datasets in this manner (all numbers from 1 to 1 million were analysed, including 17 

numbers with a frequency of 0). We used default priors from the R package brms (Bürkner, 18 

2017, 2018) for the intercept and standard deviation. We set weakly informative priors on the 19 

independent variable slopes (normal distribution centred at 0, standard deviation of 0.5) to 20 

build “mild skepticism” (McElreath, 2016, p.186) into our analyses. Weakly informative priors 21 

bias slope estimates slightly towards zero, making our results more conservative when 22 

compared to a corresponding frequentist model. 23 

The dependent variable in the model was Frequency and the independent variables 24 

were Log10 Number Magnitude and the roundness properties Multiple of 5, Multiple of 10, 10-25 



 20 

ness, 2-ness, 2.5-ness, and 5-ness.3 Variance Inflation Factors (VIFs) for the roundness 1 

properties in a linear regression model were all below 3, indicating that collinearity was not an 2 

issue (Winter, 2019; see OSF repository for VIFs: https://tinyurl.com/mr4dcc23).4  3 

 The coefficients from this model confirm that Loge Frequency declines with Log10 4 

Number Magnitude (b = –3.62, 95% Bayesian credible interval = [–3.65, –3.59]). From highest 5 

to lowest, the credible intervals for the roundness properties are: 10-ness (b = 4.46, 95% CI = 6 

[4.06, 4.88]), 2.5-ness (b = 3.84, 95% CI = [3.42, 4.29]), 5-ness (b = 3.39, 95% CI = [2.95, 7 

3.87]), 2-ness (b = 2.74, 95% CI = [2.29, 3.20]), Multiple of 10 (b = 2.45, 95% CI = [2.38, 2.53]), 8 

and Multiple of 5 (b = 0.06, 95% CI = [–0.01, 0.13]). All the credible intervals are well above 9 

zero, except for Multiple of 5, which slightly overlaps with, but is mostly above, zero. All 10 

roundness properties thus predict that a number will be used more frequently, but Multiple of 11 

5 much less so than the other roundness properties. Furthermore, numbers with more 12 

roundness properties (e.g., 200, which is a Multiple of 10, a Multiple of 5, and also has 10-13 

ness, 2.5-ness, 5-ness, and 2-ness) are predicted to be used more frequently than numbers 14 

with fewer roundness properties (e.g., 15,000, which is a Multiple of 10, a  Multiple of 5, and 15 

also has 2.5-ness and 5-ness). Furthermore, some credible intervals do not overlap, indicating 16 

that some roundness properties are more predictive of number frequency than others, with 17 

10-ness being the most predictive (more predictive than 5-ness, 2-ness, 2.5-ness, Multiple of 18 

10, and Multiple of 5), followed by 2.5-ness (more predictive than 2-ness, 2.5-ness, Multiple 19 

 
3 Technically, the mathematical definitions of 10-ness, 2-ness, 2.5-ness, and 5-ness proposed by 
Jansen and Pollman (2001) mean that all numbers from 1 to 9 have 10-ness, because dividing these 
numbers by 1 (1 x 100 = 1) equals an integer no greater than 9. Similarly, all multiples of 2 from 2 to 8 
have 2-ness, because dividing these numbers by 2 (2 x 100 = 2) equals an integer no greater than 9. 
As our treatment of roundness assumes that all round numbers are multiples of ten or five (although 
not all multiples of ten or five are necessarily round), we avoided this outcome by only considering the 
first power of ten and above for all roundness properties (rather than the zeroth).  

4 There is currently no implementation of VIFs in the brms R package, and in any case, whether the 
model is Bayesian or frequentist does not affect assessments of collinearity. 
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of 10, and Multiple of 5), 5-ness (more predictive than 2-ness, Multiple of 10, and Multiple of 1 

5), 2-ness and Multiple of 10 (both more predictive than Multiple of 5), and Multiple of 5. 2 

We then identified numbers whose high frequency cannot be explained by either 3 

magnitude or roundness by examining the model residuals, which show how different the 4 

actual number frequencies are from the model’s predictions (see Winter, 2019, Ch. 4). High 5 

residuals reflect numbers that are used more often than expected based on magnitude and 6 

roundness alone, factoring out the influence of the model’s predictors. To better understand 7 

why these numbers are used so frequently, we consulted concordance lines for them using 8 

the English Corpora interface (https://www.english-corpora.org/bnc/). A full list of the residuals 9 

is provided in the OSF repository for this paper (https://tinyurl.com/mr4dcc23).  10 

The ten numbers with the largest residuals are all between 1984 and 1993, reflecting 11 

the prevalence of dates in the BNC, especially those recent to the completion of the BNC’s 12 

collation in 1994. If we exclude numbers between 1000 and 2000, the ten largest residuals 13 

are for numbers with at least one roundness property (1st: 250,000, 2nd: 300,000, 3rd: 12,000). 14 

If we exclude numbers with any roundness properties, the largest residual is for the number 15 

80486, which refers to a microprocessor. The second largest residual is for the number 2001, 16 

which refers to the year and a savings plan called SaverPlus 2001. The third largest residual 17 

is for the number 999, which is one of the UK’s emergency services numbers. The numbers 18 

at ranks 8–10 in this list (38,211, 37,838, 37,914) are page numbers mentioned in texts from 19 

the Keesings Contemporary Archives.   20 

 21 

4.3. Analysis of subcorpora 22 

We now turn our attention to comparisons across and within the BNC subcorpora. To 23 

investigate the effect of register on number use, we compared more informational 24 

(presentational speech, e.g., lectures, educational demonstrations, classroom interactions; 25 

informative writing, e.g., non-fiction books about applied science, the arts, world affairs, etc.) 26 
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and less informational contexts (conversational speech; imaginative writing, i.e. fiction books) 1 

within speech and writing respectively. Across these registers, we compared: (1) Numerical 2 

density – how often numbers are used in general; (2) Numerical diversity – how varied the set 3 

of numbers used is; (3) Decimals – how frequently decimals are used; and (4) Magnitude – 4 

how frequently smaller versus larger numbers are used. Then, in the written subcorpora, we 5 

investigated the format (numerals, number words, mixed numbers) used to represent numbers 6 

of different magnitudes. 7 

 8 

4.3.1. Numerical density  9 

Relative to the size of each spoken subcorpus, people use numbers about the same amount 10 

in presentational speech (1.6%, 97,589 number tokens out of 5,987,379 words) and 11 

conversational speech (1.6%, 63,196 number tokens out of 3,976,158 words). Relative to the 12 

size of each written subcorpus, people use numbers more frequently in informative writing 13 

(2.1%, 1,473,425 number tokens out of 71,355,964 words) than in imaginative writing (0.7%, 14 

105,133 number tokens out of 16,156,730 words). Thus, in writing, the more informational 15 

subcorpus (informational writing) is more numerically dense than the less informational 16 

subcorpus (imaginative writing), whereas in speech, there is not a substantial difference in 17 

numerical density between the more informational (presentational speech) and less 18 

informational (conversational speech) subcorpora. 19 

 20 

4.3.2. Numerical diversity 21 

When people speak about numbers, they use more different numbers in presentational 22 

speech (1633 types, type-token ratio (TTR) = 1.7%) than in conversational speech (634 types, 23 

TTR = 1.0%). When people write about numbers, they use more different numbers in 24 

informative writing (27,016 types, TTR = 1.8%) than in imaginative writing (1412 types, TTR = 25 

1.3%). Hence, in their respective modalities, the more informational subcorpora 26 
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(presentational speech and informative writing) are more numerically diverse than the less 1 

informational subcorpora (conversational speech and imaginative writing). 2 

 3 

4.3.3. Decimals 4 

When people talk about numbers, they use more decimals in presentational speech (1.0%, 5 

978 decimals out of 97,589 number tokens) than in conversational speech (0.5%, 297 6 

decimals out of 63,196 number tokens). When people write about numbers, they use more 7 

decimals in informative writing (4.6%, 68,257 decimals out of 1,473,425 numbers) than in 8 

imaginative writing (0.6%, 665 decimals out of 105,133 numbers). These results show that 9 

more numbers used in the more informational subcorpora (presentational speech and 10 

informative writing) are decimals than in the less informational subcorpora (conversational 11 

speech and imaginative writing) in their respective modalities.  12 

 13 

4.3.4. Magnitude 14 

Figure 2 shows the proportion of number tokens in different log10 number ranges (i.e., 15 

magnitudes) in the different subcorpora. In all subcorpora, smaller numbers are used more 16 

often than larger numbers.  17 

 18 

FIG. 2 19 

 20 

When we compare the subcorpora, we see that smaller numbers are proportionally 21 

more frequent in the less informational subcorpora compared to the more informational 22 

subcorpora in their respective modalities: the log10 number range 0–<1 (numbers 1–9) is 23 

proportionally more frequent for conversational speech (74.7%, 47,143 out of 63,091 tokens) 24 

than presentational speech (66.4%, 64,675 out of 97,332 tokens), and for imaginative writing 25 

(78.2%, 82,175 out of 105,045 tokens) than informative writing (44.4%, 649,597 out of 26 

1,462,196 tokens).  27 
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In comparison, larger numbers are proportionally more frequent in the more 1 

informational subcorpora than in the less informational subcorpora in their respective 2 

modalities: the log10 number ranges 1–9 (numbers 10–1 billion) are proportionally more 3 

frequent for presentational speech (33.6%, 32,657 out of 97,332 tokens) than conversational 4 

speech (25.3%, 15,948 out of 63,091 tokens), and for informative writing (55.6%, 812,599 out 5 

of 1,462,196 tokens) than imaginative writing (21.8%, 22,870 out of 105,045 tokens).  6 

The proportions of number tokens become increasingly small for the higher log10 7 

number ranges as larger numbers are increasingly unlikely to be discussed in general, 8 

meaning that proportional differences between the subcorpora become trivially small. Also 9 

note that the relative increase for written numbers in log10 number range 3–<4 is due to 10 

numbers in the range 1000–2000 occurring frequently, often referring to years.  11 

  12 

4.3.5. Writing: Representational formats 13 

Figure 3 displays the proportions of numbers in each log10 number range that were 14 

represented as a numeral, number word, or mixed number in writing. We focus on writing 15 

because the representational format of a number in writing is a decision made by the text’s 16 

author, whereas in the spoken texts, this format is a matter of transcription and so does not 17 

reflect how the number was spoken in context.  18 

  Overall, the figure shows a transition from the dominance of number words for the 19 

smallest numbers, to numerals for comparatively larger numbers, to mixed numbers for the 20 

largest numbers. In particular, numbers 1–9 (log10 number range 0–<1, 731,772 tokens) are 21 

mostly represented by number words (66.46, 486,316 tokens) and less by numerals (33.54%, 22 

245,456 tokens). Numbers 10–999,999 (log10 number range 1–<6, 811,536 tokens) are mostly 23 

denoted by numerals (92.77%, 752,834 tokens), followed by number words (7.23%, 58,647 24 

tokens), and mixed numbers (0.01%, 55 tokens). Numbers 1 million–9,999,999 (log10 number 25 

range 6–<7, 11,888 tokens) are mostly represented by mixed numbers (44.03%, 5234 tokens), 26 
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followed by number words (38.45%, 4571 tokens), and then numerals (17.52%, 2083 tokens). 1 

Similarly, numbers 10 million–99,999,999 (log10 number range 7–<8, 6413 tokens) are mostly 2 

denoted by mixed numbers (73.85%, 4736 tokens), but, unlike the preceding number range, 3 

are denoted more by numerals (20.58%, 1320 tokens) than by number words (5.57%, 357 4 

tokens). This range is also more likely to be denoted by mixed numbers than the previous 5 

range. We see a similar pattern for numbers 100 million–1 billion (log10 number range 8–9, 6 

5632 tokens), which are mostly denoted by mixed numbers (72.46 %, 4081 tokens), followed 7 

by numerals (16.46%, 927 tokens), and then number words (11.08%, 624 tokens).  8 

 9 

FIG. 3 10 

 11 

5. Discussion 12 

This study is the largest, most comprehensive analysis of number use to date. Our results 13 

have a number of important implications. First, they confirm the findings of previous studies 14 

(Coupland, 2011; Dehaene & Mehler, 1992; Dorogovtsev et al., 2005; Jansen & Pollmann, 15 

2001) that frequency declines as numerical magnitude increases, and that round numbers are 16 

used more frequently than unround numbers of a similar magnitude. As discussed in detail in 17 

section 2, small numbers may be used more often due to the ease of mentally processing 18 

these numbers (Dehaene & Mehler, 1992), because they are more relevant to discuss 19 

(Cummins, 2015, p. 32), and because we use scales that keep numbers small (Coupland, 20 

2011, pp. 34–35). Round numbers may be used more frequently due to their psychological 21 

salience (Van der Henst & Sperber, 2004) and cognitively accessibility or simplicity (e.g., 22 

Dehaene, 1997), and also because the exact value may be unknown (Ruud et al., 2014) or 23 

irrelevant to discuss (e.g., Van der Henst et al., 2002). People may also use round numbers 24 

to avoid seeming pedantic (e.g., Lin, 2013), and for strategic manipulation (Cummins & 25 

Franke, 2021). However, our data do not allow us to differentiate between these different 26 
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factors: we can state that smaller numbers and round numbers are used more often than 1 

larger and unround numbers, but our data do not tell us why. 2 

 Our findings clearly show that round numbers are not created equal: some are used 3 

more often and so may be seen as ‘rounder’ than others. First, even multiples of ten without 4 

10-ness, 2-ness, 2.5-ness, or 5-ness (e.g., 810, 10,070) – and to a much lesser extent, 5 

multiples of five without 10-ness, 2-ness, 2.5-ness, or 5-ness (e.g., 815, 10,075) – are used 6 

more often than non-multiples. Second, numbers with more roundness properties are more 7 

frequent than numbers with fewer roundness properties, extending Jansen and Pollman’s 8 

(2001) findings by showing that this result also applies if we treat being a multiple of ten or 9 

being a multiple of five as roundness properties. Third, supporting Cummins’ (2015, p. 34) 10 

speculation that some roundness properties may be more important than others in determining 11 

roundness, we find that 10-ness is the most important factor, followed by 2.5-ness, 5-ness, 2-12 

ness and being a multiple of ten (which were tied), and, lastly, being a multiple of five.  13 

 The concept of ‘roundness’ may thus not be either/or but rather may be a radial 14 

category with graded membership (Lakoff, 1987, Ch. 6), consistent with prototype theory 15 

(Rosch, 1973; Taylor, 2003). Numbers with more roundness properties may be closer to the 16 

centre of this category (i.e., be more prototypical of it) because they have more features 17 

associated with it (e.g., 10-ness, 2-ness), just as a robin is a more prototypical example of a 18 

bird than a penguin, because a robin has the feature ‘can fly’ that is associated with the bird 19 

category (e.g., Rosch, 1975; Rossiter & Best, 2013). A radial category of roundness is 20 

illustrated in Figure 4. A more complete depiction of roundness as a radial category would 21 

account for the different influence of different roundness properties (e.g., 10-ness > 2-ness, 22 

2.5-ness and Multiple of 10). 23 

 24 

FIG. 4 25 
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 Our results also suggest that number use is less precise at higher magnitudes: people 1 

round larger numbers to a greater extent than smaller numbers (see also Coupland, 2011). 2 

This aspect of numerical communication may reflect the less precise nature of numerical 3 

cognition at higher magnitudes (Cheyette & Piantadosi, 2019; McCrink & Wynn, 2007; Xu & 4 

Spelke, 2000), which is captured with the Weber-Fechner law (DeWind et al., 2015; Shepard 5 

et al., 1975). Because this explanation appeals to the notion that we find quantities more 6 

difficult to discriminate between at higher magnitudes, it probably only applies to cardinal 7 

numbers (i.e., those denoting quantities) rather than, for example, the calendar years in our 8 

dataset, whose numerical value denotes their position in an ordinal sequence of years, rather 9 

than the number of years per se. For years, larger numbers (i.e., more recent years) may be 10 

easier to discriminate between than smaller numbers (i.e., less recent years), because more 11 

recent years may be easier to recall accurately. For example, while it may be easy to recall 12 

whether one went to Milan in either 2017 or 2018, it may be harder to recall whether one went 13 

to Rome in either 2007 or 2008.5   14 

We also identified numbers that were used frequently because they are culturally 15 

salient. For example, confirming previous studies (Pollmann, 1998; Pollmann & Baayen, 16 

2001), numbers between 1000 and 2000 were especially frequent as many were ordinal 17 

numbers that referred to years, particularly recent ones, which are usually more relevant to 18 

present discussion. The number 999 was also used relatively often in the BNC as it is one of 19 

the UK’s emergency services numbers, a nominal use of 999. Crucially, if the number 999 20 

were not culturally salient, we would hardly expect it to be used at all, because in all other 21 

contexts it would probably be rounded to 1000. Rather than reflecting cultural salience, other 22 

frequently used numbers seemed to reveal issues of unrepresentativeness in the BNC. The 23 

most obvious example is in the presence of ordinal page numbers from texts from the 24 

 
5 We thank an anonymous reviewer for this point and example. 
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Keesings Contemporary Archives, which probably reflects the texts sampled for inclusion in 1 

the BNC rather than prominent use of these numbers outside this context. Other examples 2 

include the use of numbers as names for products, like the SaverPlus 2001 savings plan. 3 

While the nominal use of numbers in branding can certainly lead to numbers being culturally 4 

salient, such as 747 (Boeing jets), 501 (Levi jeans), and 57 (Heinz), it is doubtful whether the 5 

number 2001 is salient outside the BNC, at least not due to its use in this particular brand 6 

name. Future studies could conduct diachronic analyses to determine whether different 7 

numbers have gained or lost cultural salience over time. As cultures evolve, so too may the 8 

preference for communicating about different numbers, and the ways about which these 9 

numbers are communicated. For example, Chrisomalis (2020) demonstrates that the 10 

popularity of the expression ‘1.2 million’ has surpassed the equivalent expressions ‘twelve 11 

hundred thousand’ and ‘one million two hundred thousand’ over the years 1800–2000.  12 

This study also investigated number frequencies across registers: across more 13 

informational (presentational speech, informative writing) and less informational 14 

(conversational speech, imaginative writing) contexts. We found that, in their respective 15 

modalities, the more informational subcorpora were more numerically diverse (people used 16 

more varied numbers) and contained more decimals and larger numbers. In writing, we found 17 

that informative writing was more numerically dense (people used more numbers in general) 18 

than imaginative writing. Overall, these measures suggest that numbers are integral to 19 

contexts in which communicating information is important. People may use numbers in 20 

informational registers to quantify phenomena for the benefit of one’s audience – such as 21 

when listing ingredients for a recipe (e.g., 2 tablespoons of tomato purée, ½ a teaspoon of 22 

dried marjoram) and describing how many people the meal will serve (e.g., 4 people) (see 23 

BBC Good Food, 2022) – or to precisely record financial transactions (Coupland, 2011). 24 

People may also use numbers to establish credibility (Koetsenruijter, 2011) or convey an air 25 

of objectivity (Porter, 1995). The fact that we found register differences is consistent with 26 
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previous studies that found linguistic differences between English registers (Biber, 2009a, 1 

2009b; Biber et al., 1999; Biber & Clark, 2002; Biber & Gray, 2010; Conrad & Biber, 2009; 2 

Egbert & Mahlberg, 2020; Love et al., 2019; Neumann, 2014). 3 

 Comparing representational formats in writing, we found that the numbers 1–9 were 4 

mostly represented as number words, whereas 10–999,999 were mostly represented as 5 

numerals, and 1 million–1 billion were mostly denoted by a mix of numerals and multiplier 6 

words, consistent with the recommendations of many writing style guides (e.g., Office for 7 

National Statistics, 2022). These conventions may stem from the fact that larger numbers, 8 

especially unround numbers, are often longer to write and harder to parse when written as 9 

number words (e.g., ‘one hundred thousand, seven hundred and fifty five’) than as numerals 10 

(e.g., ‘100,755’). However, even numerals may be difficult to parse for very large numbers 11 

(e.g., ‘1,000,000,000’), which may explain why a mix of numerals and number words are 12 

preferred at these magnitudes (e.g., ‘1 billion’). Our results are consistent with Coupland’s 13 

(2011) in that we found that number words were used proportionally more often for smaller 14 

numbers. However, unlike this previous study, we found that number words were dominant 15 

over numerals for the range 1–9. This discrepancy may be attributable to the fact that the 16 

internet contains numerals from all languages, which was contrasted with number words in 17 

English, whereas our analysis compares numerals and number words used exclusively in 18 

English. 19 

People talk and write about numbers in many different ways, which are difficult to 20 

account for exhaustively in a study like this that paints with broad brushstrokes to capture 21 

numerical communication on a large scale. In the interest of feasibility when working with 22 

large-scale data, blanket rules were established for what number expressions would be 23 

considered, which were necessarily imperfect. Our methodology automatically identified 24 

words that are typically used to denote numbers (e.g., ‘one’, ‘hundred’), but some numerical 25 

expressions were not identified (e.g., ‘nought’, ‘a dozen’, ‘a couple’), or were probably 26 
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captured as separate numbers even though they were part of a larger expression (e.g., ‘two 1 

and a half thousand’ = ‘two’ and ‘thousand’; ‘one over three’ = ‘one’ and ‘three’). As a result, 2 

we did not examine more non-standard or colloquial ways of referring to numbers (e.g., ‘a 3 

couple hundred’), which may be more prevalent in speech than in writing, potentially leading 4 

us to underestimate number use in speech. Our dataset may also be slightly noisy or 5 

incomplete generally for the reasons described above. However, we believe that the results 6 

we report would hold with a more complete identification of numbers, due to the strength of 7 

the patterns observed and the sheer size of the dataset, and because our results replicate 8 

many of the patterns revealed in previous corpus analyses (Coupland, 2011; Dehaene & 9 

Mehler, 1992; Dorogovtsev et al., 2005; Jansen & Pollmann, 2001).  10 

To replicate our findings, it may be instructive to reproduce these analyses with 11 

another English language corpus, such as the Corpus of Contemporary American English 12 

(COCA; Davies, 2008), or a corpus in a different language, for example, from the TenTen 13 

Corpus Family (Jakubíček et al., 2013). Doing so would reveal whether our results apply 14 

across language varieties – for example, from British (BNC) to American English (COCA) – 15 

and to other languages from the same (e.g., German) or a different (e.g., Arabic) language 16 

family. It may also reveal differences in the numbers that are salient across cultures. For 17 

example, we might expect 911 (rather than 999) to be frequent in COCA, as 911 is the US’s 18 

emergency services number. Other corpora also have a different makeup of registers than the 19 

BNC, affording different kinds of comparative analyses than the more versus less 20 

informational comparison reported here. A replication could also be conducted with the 2004 21 

version of the BNC (Brezina et al., 2021; Love et al., 2017) when the full written English texts 22 

are downloadable (only the spoken English texts are currently available). 23 

 People use some numbers more often than others. This large-scale study has shed 24 

light on the numbers people use more often, in what contexts, and why, in connection to 25 

magnitude, roundness, cultural salience, and register, and has identified the formats with 26 
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which writers choose to represent these numbers. In doing so, it has constructed a detailed 1 

profile of number use in spoken and written English.   2 
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Table 1. Examples of numbers with properties associated with being a round number: Multiple 
of 5, Multiple of 10, 10-ness, 2-ness, 2.5-ness, and 5-ness. Numbers can have more than one 

of these properties at once (e.g., 100 has all six roundness properties; 60 is a multiple of five 
and ten and has 10-ness and 2-ness). 

 
 
 
 
 
 
 
 
 
 
 
 

Roundness Property Examples 
 Has property Does not have property 

Multiple of 5 15 
765 

94,300 
525,635 

57 
313 

61,692 
865,387 

Multiple of 10 90 
760 

73,270 
198,250 

96 
592 

92,133 
285,989 

10-ness 80 
300 

3000 
600,000 

47 
523 

18,341 
527,374 

2-ness 60 
200 

1400 
100,000 

64 
897 

31,128 
587,084 

2.5-ness 50 
125 

10,000 
500,000 

58 
903 

87,882 
140,770 

5-ness 100 
4500 

45,000 
350,000 

84 
751 

17,329 
187,772 
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Figure 1. Frequencies for all integers that appear in the British National Corpus in any 
representational format. Both axes are base-10 logarithmically scaled (log10). Non-multiples 

and multiples of 10, 50, 100, 500, 1000, 10,000, and 100,000 are colour coded on a categorical 
scale from dark blue to light turquoise (see legend). The number 0 is in red to highlight that 

we have manually coded its log10 value as –0.1 to visualise it on a log10 scale, as the logarithm 
of 0 is not defined. The numbers 0, 1, 2, 3, 100, 1000, 1,000,000, and 1,000,000,000 are 

circled and labelled.  
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Figure 2. Proportions of number tokens in different log10 number ranges in the spoken and 

written subcorpora. Proportions are out of all number tokens in each subcorpus. 
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Figure 3. Proportions of number tokens in each log10 number range that were written in 
different representational formats. Proportions are out of all number tokens in each log10 

number range. 
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Figure 4. Roundness as a radial category, where green indicates roundness and white 

indicates the absence of roundness. The most prototypical or ‘roundest’ numbers are in the 
centre circle (i.e., numbers with all six roundness properties: 10-ness, 2-ness, 2.5-ness, 5-

ness, being a multiple of ten, and being a multiple of five). Progressing outward through the 
inner rings are less prototypical or ‘less round’ numbers with five, four, three, two, or one 

roundness properties. The outer ring shows numbers that have no roundness properties. 
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The iconic impetus of language: 

From sensorimotor simulation to the lexicon 

Greg Woodin, Bodo Winter, and Marcus Perlman 

English Language and Linguistics, University of Birmingham 

 

Abstract 

Iconicity refers to the resemblance between a communicative form and its meaning. 

Historically, linguists have argued that arbitrariness, rather than iconicity, is a key design 

feature of language. In this paper, we flip this long-received paradigm on its head, placing 

iconicity at the forefront of our understanding of language evolution. Focusing on spoken 

languages, we propose a model of iconicity that operates across three timescales: 

psychological, interactional, and cultural-historical (glossogenetic). In this model, 

sensorimotor simulations drive the use of ad-hoc iconic forms and modulations in social 

interactions. Communicatively useful iconic forms are repeated and shared via cultural 

transmission (Kirby, 2001; Kirby & Hurford, 2002; Scott-Phillips & Kirby, 2010), which 

gradually leads to their conventionalization into the lexicon. Over time, iconic forms tend to 

(but do not always) lose their iconicity through processes of language change, such as 

phonetic reduction, in response to pressures such as efficiency and discriminability. In 

response to this deiconization, sensorimotor simulations drive the continual use of ad-hoc 

iconic forms and modulations in social interactions, which, through conventionalization, 

replenish levels of iconicity in the lexicon. Because the deiconizing processes involved in 

conventionalization are motivated and hence non-random, we argue that ‘arbitrariness’ is 



 2 

misused as an antonym for iconicity. We also argue that conventionalization is not actively 

biased against iconicity, but is rather iconicity blind – it does not ‘care’ about iconicity, and 

so is likely (but not certain) to erode it. Based on these ideas, we argue that iconicity is a 

design feature of language, whereas there is no similar evolutionary pressure toward 

deiconization. The primacy of iconicity in language evolution is what we call the iconic 

impetus of language.  

 

Key words: iconicity; simulation; embodied cognition; gesture; evolution 

 

 

  



 3 

1. Introduction 

Iconicity is the resemblance between a communicative form and its meaning (Peirce, 1931). 

In spoken languages, onomatopoeias are iconic by imitating the sounds to which they refer 

(Bredin, 1996; Rhodes, 1994; Sarvasy, 2016), such as the interjection ka-boom!, which 

represents an explosion (e.g., Taylor, 2007), or cuckoo, which mimics the call of the 

eponymous bird (Marttila, 2011). There are also many examples of iconicity in signed 

languages, such as the American Sign Language sign drink, in which the signer mimes 

drinking from a cup by making a C-shape with their dominant hand, and tipping it toward 

their mouth. 

In spite of these obvious examples of iconicity, the long received view in linguistics 

holds that iconicity is the exception to the rule of arbitrariness (e.g., Hockett, 1960; Levelt et 

al., 1999; Newmeyer, 1992; Pinker & Bloom, 1990), which is often defined in opposition to 

iconicity as the lack of resemblance between a form and its meaning (e.g., Gasser, 2004; 

Lockwood & Dingemanse, 2015; Sidhu et al., 2021). If a communicative form does not 

resemble its meaning, the choice to use this form is assumed to be arbitrary – random and 

unmotivated, established solely by language-specific convention. Ferdinand de Saussure 

(1959) illustrated this point by demonstrating that the same concept is often denoted by 

different words in different spoken languages (see also Locke, 1689/1979). For example, 

the English word cup and the French word tasse have the same meaning while not sharing 

a single phoneme.  

While Saussure acknowledged the existence of iconicity in spoken languages, he 

downplayed its significance. Throughout the history of linguistics, the position that 

arbitrariness is primary has persisted (e.g., Hockett, 1960; Levelt et al., 1999; Newmeyer, 
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1992; Pinker & Bloom, 1990), with Hockett (1960) even elevating arbitrariness to a defining 

property that separates human language from animal communication systems. In cognitive 

science, arbitrariness has been emphasised as an evolutionary pressure on the 

vocabularies of languages (Christiansen & Chater, 2016; Christiansen & Monaghan, 2016; 

Gasser, 2004; Monaghan et al., 2011), and the prevalence of iconicity in signed languages 

is partly responsible for the longstanding dismissal of these languages as mere pantomimes 

or elaborate manual gesture systems (see Goldin-Meadow & Brentari, 2017). More recently, 

however, many researchers have argued that, alongside arbitrariness, iconicity is also a 

defining feature of linguistic systems (e.g., Dingemanse et al., 2015; Lockwood & 

Dingemanse, 2015; Perniss et al., 2010; Perniss & Vigliocco, 2014; Vinson et al., 2021). 

 In this paper, we turn the Saussurean principle of arbitrariness on its head, instead 

placing iconicity at the forefront of our understanding of languages and their evolution. We 

propose a model of iconicity in languages that operates across three timescales: 

psychological, interactional, and cultural-historical (glossogenetic). At the psychological 

level, we propose that sensorimotor simulations drive the use of ad-hoc iconic depictions of 

sensorimotor content in interactions. These iconic depictions include the creation of novel 

iconic signals, such as manual gestures and non-linguistic vocalizations, and the modulation 

of existing signals in ways that enhance their iconicity (see Perlman & Woodin, 2021), such 

as with iconic prosody in spoken language (e.g., Perlman, Clark, et al., 2015). When these 

iconic forms are repeated by language users and spread via cultural transmission (Kirby, 

2001; Kirby & Hurford, 2002; Scott-Phillips & Kirby, 2010), they are gradually 

conventionalized and gain membership into the lexicon. Across cultural-historical time, 

conventionalized iconic forms tend to gradually lose their iconicity – what Flaksman (2015, 
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2017, 2020) calls deiconization – as they evolve to be more efficient, discriminable, and so 

on. In reaction to these various deiconizing processes, sensorimotor simulations drive the 

continual use of ad-hoc iconic forms and modulations in interactions, which, via 

conventionalization, gradually replenish levels of iconicity in the lexicon.  

In this model of language evolution, communication is iconic from the start. Then, via 

conventionalization, other language processes lead to deiconization. These processes are 

not random or unmotivated; hence we argue that ‘arbitrariness’ is misused as an antonym 

for iconicity. In this way, our model builds on previous writing that has argued that 

arbitrariness is not a design feature of language (Baron, 1981; Deuchar, 1984; Johnston & 

Schembri, 2007). Our model also argues that conventionalization is not actively biased 

against iconicity, but is merely iconicity blind – it does not ‘care’ about iconicity, and so is 

likely (but not certain) to erode it. Based on these ideas, we argue that iconicity is a design 

feature of language, but that there is no similar evolutionary pressure toward deiconization. 

We call the primacy of iconicity in language evolution the iconic impetus of language.  

In our exposition of this model, we focus our attention on spoken languages. We do 

this because attempting to do justice to both spoken and signed languages would be 

impossible without sacrificing depth. Also, signed languages have not been researched as 

extensively in relation to many of the topics we discuss, such as sensorimotor simulation. 

While we do sometimes refer to research on signed languages, it is always to make some 

comparison to spoken languages. We believe the language model we propose logically 

applies also to signed languages, but more research and a whole paper-length treatment 

would be needed to convincingly make this argument.  
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 The overall structure of the paper is as follows. In section 2, we describe the iconic 

strategies that speakers of spoken languages use to depict sensorimotor content in their 

utterances. In section 3, we survey the literature on the role of sensorimotor simulation in 

language comprehension and production to argue that sensorimotor simulation is the 

mechanism that gives rise to iconic forms of expression. In section 4, we describe how 

sensorimotor simulation can lead to the production of ad-hoc iconic signals, how and why 

these signals become conventionalized into iconic words, and how the affordances of the 

vocal channel lead to different concentrations of iconicity for different meanings in spoken 

languages compared to signed languages. In section 5, we discuss the process by which 

iconic words tend to lose their iconicity as they undergo conventionalization, while system-

wide iconicity is maintained via the continual coinage of iconic forms, which is driven by 

sensorimotor simulation. In section 6, we summarise the model and argue that iconicity 

constitutes an evolutionary pressure, whereas deiconization does not. 

 

2. Iconicity in Multimodal Communication 

In this section, we explicate the different iconic forms that are used by speakers of spoken 

languages. We explore these iconic forms across modalities, because speakers do not just 

utilise the voice (auditory) but also the hands with the performance of manual gestures 

(visuospatial). The four main categories of iconicity we discuss are iconic words, manual 

gestures, non-linguistic vocalizations, and prosody. These are not an exhaustive list of all 

types of iconicity, as there are other iconic strategies available for language users to exploit, 

such as facial expressions (e.g., Nölle, Chen, et al., 2021; Nölle, Garrod, et al., 2021), but 

these are beyond the scope of the present paper. We finish the section by demonstrating 



 7 

how these iconic strategies can and often are combined in speakers’ utterances, being used 

opportunistically by speakers for the purpose of creating depictive performances of 

sensorimotor content. 

 

2.1. Iconic Words 

In the introduction, we discussed onomatopoeias, which are iconic words that imitate the 

sounds to which they refer (Bredin, 1996; Rhodes, 1994; Sarvasy, 2016). For instance, ka-

boom! depicts an explosion (e.g., Taylor, 2007), and cuckoo depicts the sound of the 

eponymous bird (Marttila, 2011). Other examples include bang, peep, chirp, and hiss, which 

all denote different sounds. 

In addition to these saliently iconic onomatopoeias, some languages have entire 

grammatical categories of iconic words called ideophones, also known as mimetics or 

expressives in different descriptive traditions (Akita & Pardeshi, 2019; Dingemanse, 2018; 

Voeltz & Kilian-Hatz, 2001). These words go beyond the depiction of just sound to depict a 

range of sensory modalities (Dingemanse, 2012), including motion, size, brightness, and 

touch. Examples of ideophones include the Japanese words gorogoro and korokoro, which 

respectively mean ‘a heavy/light object rolling repeatedly’ (Kita, 1997; Perniss et al., 2010). 

In these words, the contrast in voicing between /g/ and /k/ depicts the weight of the object, 

and the reduplicated syllables depict the repetition of the rolling movement. Dingemanse 

(2012) also cites examples of ideophones from other languages, including the Somali word 

juluq, whose sound resembles the noise associated with its meaning ‘to gulp down 

(something solid) without chewing’.  

Iconicity is, however, not confined to explicitly imitative words such as onomatopoeias 
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and ideophones. Sound symbolism refers to the resemblance between certain sounds in 

words and their meanings (Knoeferle et al., 2017), which can be found in the more prosaic 

part of the lexicon (Blasi et al., 2016; Haynie et al., 2014; Johansson et al., 2019, 2020; 

Johansson & Zlatev, 2013; Joo, 2020; Wichmann et al., 2010; Winter et al., 2022). For 

example, statistical analyses have shown that sounds with high frequency components such 

as /i/, /ɪ/ and /t/ occur more frequently in small-size adjectives, such as teeny, itty, meagre, 

miniscule, little, and pee-wee, whereas low back vowels occur more frequently in large-size 

adjectives like large, colossal, hulking, whopping, and gargantuan (Winter & Perlman, 2021). 

This pattern is theorised to be motivated by the fact that small objects, instruments, and 

animals tend to produce higher frequency sounds than large ones . Sound-symbolic 

correspondences have also been reported in the semantic field of shape, with many words 

for round objects having rounded vowels (e.g., /u/ in hoop /huːp/), voiced consonants (e.g., 

/g/ in globe /gləʊb/), and bilabial consonants (e.g., /b/ in balloon /bəluːn/), in contrast to words 

for spiky objects, such as spike, fork, cactus, and shrapnel (Blasi et al., 2016; Joo, 2020; 

Sidhu et al., 2021). 

 

2.2. Iconic Gestures 

When people talk, they often also gesture with their hands – manual gestures, which we 

refer to simply as gestures. It is now recognized that many and maybe even most utterances 

involve gesture alongside speech (Enfield, 2009; Goldin-Meadow, 2005a; Kendon, 2004, 

2014; McNeill, 1992). Many of these gestures resemble their meaning and so can be 

described as iconic. For example, speakers may pinch their index finger and thumb together 

to denote smallness, with the small space between the finger and thumb depicting small 
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size, whereas speakers may move their open hands apart from each other to depict 

largeness (Woodin et al., 2020). Furthermore, a speaker might depict smoking by moving 

two fingers back and forth in front of their mouth as if smoking a cigarette (see Kendon, 

1988).  

 

2.3. Iconic Vocalizations 

Another strategy through which speakers can express iconicity is non-linguistic vocalizations 

(hereafter: vocalizations), including verbal or vocal imitation and mimicry, which involve 

depicting a sound using imitative vocal noises (Edmiston et al., 2018; Lemaitre et al., 2016; 

Sarvasy, 2016). An example of a vocalization would be the imitation of a car, either with an 

unhealthy engine that makes “a worry noise, kind of a “(low growing noise)”, or with a healthy 

engine that “goes “[gargling sound],” has a real deep lion-purring sound to it” (H. H. Clark & 

Gerrig, 1990, p. 332). As another example, one participant in a study conducted by Perlman 

and Lupyan (2018) depicted the concept water by imitating the sound of dripping water with 

a series of tongue clicks. A particularly productive domain in which vocalizations are used 

is in the imitation of birdsong, which includes combinations of grunts, whistling, humming, 

and clicking (Sarvasy, 2016).  

Vocalizations are similar to onomatopoeias and ideophones but are less 

conventionalized or entirely unconventionalized. Indeed, vocalizations may flout the 

phonotactic constraints of the lexicon, with the ‘wildest’ (Rhodes, 1994) ones resisting 

decompositional analysis into a sequence of phonemes, and being difficult to transcribe 

orthographically. Vocalizations also overlap with quotations, which involve directly reporting 

the speech of another person (H. H. Clark, 2016; H. H. Clark & Gerrig, 1990). For instance, 
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H. H. Clark and Gerrig (1990) give the example of “she says ‘well I’d like to buy an ant’”, 

where the second part of the sentence is a quotation. Vocalization can be interpreted as a 

kind of quotation where the quotation is not of conventionalized words. For example, Fox 

Tree and Tomlinson (2007, p. 100) give the example of “He was like opening his drawers 

but they were like stuck so he was like, ‘‘Raah aah’’”. In this example, the quotation “Raah 

aah” is also a vocalization. 

 

2.4. Iconic Prosody 

Whereas iconic words, gestures, and vocalizations can all be produced on their own, iconic 

prosody modulates the production of existing words by altering their speed, rhythm, pitch, 

or timbre. For example, English speakers may articulate the word long as loooong, using 

vowel lengthening to depict the length of time referred to (e.g., Guerrini, 2020). People also 

speak more quickly when describing fast motion (e.g., She dashes past the buildings) 

compared with slow motion (e.g., She labors slowly) (Perlman, 2010), and participants 

describing the movement of a dot on a screen utter sentences with a longer duration when 

the dot moves slowly than when it moves quickly (Shintel et al., 2006). Other examples of 

prosodic modulation involve the depiction of verticality via pitch: participants spontaneously 

raise their vocal pitch when describing an upward-moving dot and lower their pitch when 

describing a downward-moving dot (Shintel et al., 2006). Iconic prosody is similar to iconic 

vocalization in that it uses qualities of the vocal signal to depict meanings, with the difference 

being that, while iconic vocalizations are used in place of conventional words, iconic prosody 

is “parasitic on the phonological form of an utterance” (Perlman & Gibbs, 2013, p. 23). 
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2.5. Combining Iconic Strategies 

Iconic words, gestures, vocalizations, and prosody are all strategies through which speakers 

can depict meanings. As we will see, these strategies are often combined to create depictive 

performances. The use of these strategies may be redundant (depicting the same 

information) or complementary (depicting different information). In this way, speakers may 

opportunistically use all the iconic tools at their disposal for the purpose of depictive 

communication (see Perlman & Gibbs, 2013). 

 Figure 1 shows an example of how iconic strategies can be utilised simultaneously, 

with each strategy redundantly depicting the same information.1 In this example, TV 

personality and journalist Ezra Klein uses the informal size adjective teeny /tiːni/, which is 

iconic as it uses the high front vowel /i/, which has a high formant frequency, to depict 

smallness (see Ohala, 1994). While uttering the word teeny, Klein raises his vocal pitch to 

prosodically exaggerate this word’s high frequency vowel (see Perlman, Clark, et al., 2015). 

Simultaneously, Klein performs a pinch gesture, with the small space between his forefinger 

and thumb depicting smallness (Hassemer & Winter, 2016, 2018; Kendon, 2004; Woodin et 

al., 2020). In sum, Klein uses an iconic word, an iconic gesture, and iconic prosody in the 

same utterance, and these strategies are unified in that they appear to depict the same 

semantic content.  

 

 

 

 
1 Klein also uses the iconic word itty-bitty (see Winter & Perlman, 2021), referring to “teeny 
tiny, itty-bitty really hard to see stuff”. 
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Figure 1. TV news personality and journalist Ezra Klein using the iconic word teeny while 

accentuating its high frequency /i/ vowel by raising his vocal pitch (iconic prosody), and 

concurrently pinching his index finger and thumb together (iconic gesture). The image of 

Klein has been annotated with a black line and speech bubble for illustrative purposes. 

Source: MSNBC, The Rachel Maddow Show, accessed via the TV News Archive: 

https://tinyurl.com/r3tdhrs5.  

 

 Figure 2 shows an example from an interview with a man named George Lindell, who 

is describing a car crash in which he was recently involved (see Perlman & Cain, 2014 for a 

discussion of this interview).2 Unlike Figure 1, where the iconic strategies are utilised 

redundantly, Lindell uses different iconic strategies to depict complementary information. In 

 
2 At other points in the interview, Lindell’s speech rate increases to convey the speed at 
which the events around him were unfolding (see Perlman, 2010). Note also Lindell’s facial 
expression, which may imitate his facial expression during the crash. 
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particular, Lindell uses the semi-conventionalized iconic vocalization BAM! /bæm/ to depict 

the noise and impact of the crash, while abruptly raising the volume of his voice (iconic 

prosody) to depict the loudness and jarring, sudden onset of the collision. At the same time, 

Lindell performs an iconic gesture, holding his two clenched fists out in front of him as if 

gripping the car’s steering wheel. By combining vocalization, prosody, and gesture in 

complementary ways, Lindell conjures up a vivid image of what it would have been like to 

experience the crash from his perspective.  

 

 

Figure 2. George Lindell describes the impact of a car crash in which he was involved using 

the iconic vocalization BAM! /bæm/, raising the volume of his voice (iconic prosody), and 

pretending to grip the invisible steering wheel of a car (iconic gesture). The image of Lindell 

has been annotated with black lines and a speech bubble for illustrative purposes. Source: 

Fox 10 Phoenix, accessed via YouTube: https://tinyurl.com/yc6u5pp5.  
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 Importantly, all these forms of iconicity have the same basic function: to create a 

depictive performance that cues the audience to picture the scene that is being described. 

When communicating iconically, people use whatever resources they have to hand to do 

the job of depiction. 

 

3. Sensorimotor Simulation and Iconicity  

What is the psychological mechanism that gives rise to all these iconic strategies? In this 

section, we argue that the answer to this question is sensorimotor simulation, which is the 

mental reexperiencing of previously experienced perceptions and actions, recruiting the 

same areas of the brain that are activated during perception and action, but to a lesser 

degree (e.g., Barsalou, 1999, 2007; Decety & Jeannerod, 1995). Sensorimotor simulation is 

generally seen as being related to our capacity to create mental imagery (e.g., Kosslyn, 

1980), with some scholars viewing imagery as a more explicit and conscious form of 

simulation (e.g., Bergen, 2012). In contrast to imagery, simulations are thought to happen 

automatically, such that, for instance, understanding a word like kick automatically activates 

leg-related areas of the brain (Dreyer et al., 2015; Hauk et al., 2004; Pulvermüller, 1999; 

Pulvermüller et al., 1999). Sensorimotor simulations are productive: people can simulate an 

infinite number of experiences by combining previously experienced perceptions and 

actions, a capacity which is fundamental to creativity (Barsalou, 1999; Barsalou & Prinz, 

1997) 

We begin this section by discussing work on the role of sensorimotor simulation in 

language comprehension, which concerns the idea that understanding words for concrete 

concepts involves the activation of sensorimotor brain areas associated with the direct 
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experience of the denoted concepts, as if mentally re-enacting perceptions and actions in a 

weaker form. We then discuss research showing that the comprehension of iconic words 

activates sensorimotor simulations more strongly than that of non-iconic words. The tight 

connection between iconicity and sensorimotor simulation in language comprehension leads 

us to explore the idea that sensorimotor simulation is the psychological mechanism that 

underlies the production of iconic forms, including gestures, vocalizations, and prosody.  

 

3.1. Simulation in Language Comprehension 

Behavioural and neuroscientific evidence suggests that simulation is involved in language 

comprehension. Early evidence suggesting that motor simulation plays a role in the 

processing of sentences about actions came from the Action-sentence Compatibility Effect 

(ACE) (Glenberg & Gallese, 2012): participants were found to perform movements with a 

backward motion faster after reading a sentence implying movement toward themselves 

(e.g., Art handed you the pen) than away from themselves (e.g., You handed Art the pen). 

While this particular finding has failed to replicate (Morey et al., 2021; Papesh, 2015), other 

studies corroborate the role of motor simulation in language comprehension. For example, 

fMRI scans have shown that when participants read English words such as lick, pick, and 

kick, their motor cortex exhibits patterns of activation (inferred from blood flow to different 

brain areas) similar to those observed in localizer scans when participants move the 

corresponding parts of the body (Hauk et al., 2004). Other studies using MEG and EEG 

recordings have also shown that action-specific areas of the brain are engaged during the 

comprehension of action-related language (Moseley et al., 2013; Popp et al., 2016). 
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 While early evidence for motor simulation was open to the criticism that activation of 

the motor system may arise late in processing as an epiphenomenon (e.g., Mahon & 

Caramazza, 2008), increasing numbers of studies find that sensorimotor simulations arise 

early and are functionally relevant to language comprehension. For instance, Moseley et al. 

(2013) used imaging approaches with high temporal resolution (MEG and EEG) to 

demonstrate that the motor cortex becomes engaged as early as 150ms after the onset of 

a word. Studies have also indicated that interfering with motor cortex activity using 

transcranial magnetic stimulation (TMS) slows down the comprehension of hand-action 

words (Vukovic et al., 2017) and the learning of novel action verbs (Vukovic & Shtyrov, 

2019).  

More evidence for the functional relevance of sensorimotor simulation comes from 

lesion studies. For example, Trumpp et al. (2013) reported that a patient with a focal lesion 

to his auditory cortex performed more poorly in a lexical decision task when categorizing 

sound-related words (e.g., bell) compared to sound-unrelated words (e.g., armchair). Bak 

and Hodges (2003) also found that language comprehension was impaired more severely 

for action verbs than nouns in patients whose motor cortex had degenerated. Lastly, a study 

by Dreyer et al. (2015) involving two patients with different lesions to their motor cortex 

showed that the comprehension of action-related words referring to manual tools (e.g., 

hammer) was most affected when brain damage was limited to motor areas of the brain 

associated with hand movements. This research indicates that impeding sensorimotor 

simulation can interfere with language comprehension, pointing to the functional role of 

simulation in this process. 
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3.2. Simulation in the Comprehension of Iconicity 

The dominant position in embodied cognition has undergone a shift from the view that 

sensorimotor simulation is always engaged to the same degree during language 

comprehension to a more moderate position in which neural circuits for perception and 

action are engaged more or less in a task-, context-, and concept-dependent manner 

(Barsalou, 2016; Pecher, 2018; Zwaan, 2016). For example, there is less structured 

sensorimotor information to simulate for words with less concrete, more abstract meanings, 

such as freedom and democracy, which has influenced hybrid positions where abstract 

concepts are seen as being supported by representational mechanisms other than 

simulation, such as those connected to emotional valence (Kousta et al., 2011), language 

(Borghi et al., 2017, 2019; Vigliocco et al., 2009), and sociality (Borghi et al., 2017, 2019). 

One implication of this theoretical shift is that sensorimotor simulation may be stronger and 

therefore play a more prominent role in the comprehension of certain communicative forms 

compared to others.  

 One candidate for communicative forms whose comprehension cues stronger 

simulations is iconic words. For instance, research shows that processing Japanese 

ideophones activates sensorimotor areas of the brain more strongly compared to non-

ideophones (Kanero et al., 2014) and non-words (Osaka, 2009, 2011; Osaka et al., 2004; 

Osaka & Osaka, 2009). Revill et al.  also reported stronger activation in intraparietal areas 

of the brain implicated in cross-modal and synaesthetic processing for iconic versus non-

iconic words with a multi-language stimulus set presented to native English speakers. 

Moreover, an fMRI study by Hashimoto et al. (2006) found that hearing Japanese 

ideophones depicting animal sounds increased activation in brain areas associated with 
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processing environmental as opposed to linguistic sounds more strongly than non-mimetic 

animal names.  

As well as iconic words, comprehending iconic prosody may involve sensorimotor 

simulation, which may influence people’s subsequent behaviour. In a study conducted by 

Shintel and Nusbaum (2007), participants listened to a sentence (e.g., The horse is brown) 

and then stated whether a presented picture featured the referent of the sentence. 

Participants were quicker to identify pictures of stationary referents after listening to the 

slower sentences, whereas they were quicker to identify pictures of moving referents after 

listening to the faster sentences. This result suggests that iconic prosody affected 

participants’ simulations of the scene described by the sentence, which subsequently 

influenced their performance on the identification task.  

 

3.3. Simulation in the Production of Iconic Gestures  

Considering the close relationship between simulation and iconicity in language 

comprehension, it is possible that simulation is also involved in the production of iconic 

forms. In their Gesture as Simulated Action framework, Hostetter and Alibali (2008, 2018) 

make the case for the role of sensorimotor simulation in the production of iconic gestures, 

arguing that, when speakers simulate motoric and visuospatial information while talking, 

there is increased activation of their premotor cortex (Prinz, 1997; Rizzolatti et al., 1996). 

Sometimes this activation spreads to the primary motor cortex, causing the performance of 

iconic gestures. Thus, the GSA framework seems to describe an automatic ‘spill-over’ of 

motor activation into iconicity in the manual channel. The resultant gestures depict the 
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content of the underlying simulation, so, for example, a person simulating the action of 

smoking might produce a gesture that imitates this action (see Kendon, 1988). 

 The GSA framework predicts that speakers will be more likely to gesture when 

sensorimotor simulation is strongly engaged during communication. Indirect evidence 

supports this prediction. For example, speakers who watched a cartoon vignette and 

listened to a description of the vignette were more likely to gesture when retelling the 

vignette than speakers who only listened to the description (Hostetter & Skirving, 2011). 

Speakers who watched the cartoon may have had a stronger sensorimotor simulation to 

draw from when speaking, which might explain why they gestured more frequently. In 

another study, speakers whose spatial skills were superior to their verbal skills gestured 

more often than other speakers, perhaps because they relied more on visuospatial 

simulations when communicating (Hostetter & Alibali, 2007). Research has additionally 

shown that people gesture more often when they discuss concrete concepts – which are 

more directly connected to sensorimotor information than abstract ones – especially when 

the concrete concepts are encoded in verbs denoting actions (Hadar & Krauss, 1999). 

Together, these various studies suggest that gesture production may increase when 

communication more strongly involves simulation, consistent with the idea of a direct link 

between simulation and gesture production. 

 

3.4. Simulation in the Production of Iconic Prosody 

The GSA framework (Hostetter & Alibali, 2018, 2008) is about gestures, but, as we saw in 

Figures 1 and 2, iconic gestures often occur with iconic prosody, such as when George 

Lindell raises the volume of his voice while gesturing as if gripping a car’s steering wheel. 
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As we have argued, iconic gesture and iconic prosody are used for the same purpose: to 

create a depictive performance that triggers the audience to imagine the described 

experience. Indeed, iconic prosody is sometimes described as vocal gesture due to its 

gesture-like role in communication (N. Clark et al., 2013; Okrent, 2002; Perlman, 2010). If 

iconic gesture and prosody have the same function, there may be a unified psychological 

mechanism that underlies both these iconic strategies, rather than there being a special 

mechanism for gestures. Thus, in addition to gestures, we posit that sensorimotor 

simulations may underlie iconic prosody, in line with the argument made by Perlman and 

Gibbs (2013). 

Initial evidence that can be interpreted as support for this position comes from a 

language production task by Perlman (2010) in which participants watched videos that 

depicted either fast or slow paced events. When participants subsequently described the 

videos, their vocal speed correlated with the speed of the events depicted in the videos. 

Therefore, it is possible that participants who had watched a faster paced video later 

simulated the fast events depicted in the video, which caused them to increase their vocal 

speed to reflect the speed of their simulation. Another study has shown that participants 

subsequently describing the movement of a dot on a screen utter sentences of a shorter 

(longer) duration when the dot moved quickly (slowly), and lower (raise) their vocal pitch 

when the dot moved downward (upward) (Shintel et al., 2006), prosodically depicting the 

content of their sensorimotor simulation. These studies support the idea that, like gesture, 

sensorimotor simulation may underlie the production of iconic prosodic modulations, but 

more research is needed to strengthen this claim. 
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3.5. Simulation in the Production of Iconic Vocalizations 

The same arguments made above for iconic prosody can also be made for iconic 

vocalizations. Namely, iconic vocalizations are produced for the purpose of depiction, a 

purpose that these vocalizations share with iconic gesture and iconic prosody. We saw an 

example of this shared function in Figure 2, where George Lindell used the iconic 

vocalization BAM! while raising the volume of his voice (iconic prosody) and gesturing as if 

gripping the steering wheel of a car (iconic gesture). In this example, it seems evident that 

Lindell is imagining the car crash he experienced and is depicting this scene to help his 

audience imagine it also. In other words, Lindell is performing the contents of his 

sensorimotor simulation using vocalization, gesture, and prosody. Thus, if sensorimotor 

simulation is the psychological mechanism that gives rise to iconic gesture and iconic 

prosody, it may also underlie iconic vocalization (see Perlman & Gibbs, 2013). If true, 

sensorimotor simulation would be the motivating force behind the use of, for example, 

vocalizations imitating different engines (H. H. Clark & Gerrig, 1990) and ‘‘Raah aah’’ to 

mimic a frustrated human (Fox Tree & Tomlinson, 2007), tongue clicks to depict dripping 

water (Perlman & Lupyan, 2018), and grunts, whistles, hums, and clicks to imitate birdsong 

(Sarvasy, 2016). As with iconic prosody, additional research is needed to support the 

existence of a link between sensorimotor simulation and the production of iconic 

vocalizations.  

 

4. From Sensorimotor Simulation to the Lexicon 

Based on research into the role of sensorimotor simulation in spoken communication, we 

consider exactly how simulation may result in iconic communication in production. We 
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discuss the process at the neural-cognitive level, where simulation results in iconic 

communication via ‘spill-over’ from premotor to motor areas of the brain, and at the 

functional, pragmatic level, where iconicity arises when there is a situational need to 

communicate sensorimotor detail. We then explore the idea that the resultant iconic 

gestures, vocalizations, and prosodic modulations in social interactions may enter the 

lexicon via conventionalization as they are repeated and shared in these interactions. We 

argue that some communicative forms spread by cultural transmission (Kirby, 2001; Kirby & 

Hurford, 2002; Scott-Phillips & Kirby, 2010) because they have some kind of utility, and we 

describe the various utilities of iconic forms that may lead them to be repeated. We then 

report evidence that the lexicons of some sign systems formed from the conventionalization 

of iconic gestures, and argue that spoken lexicons could form partly from the 

conventionalization of iconic vocalizations and prosodic modulations. To finish, we discuss 

the affordances of the spoken modality for expressing qualitatively different sensorimotor 

simulations from the signed modality, and describe how these affordances affect 

concentrations of iconicity for different meanings in their respective lexicons. 

 

4.1. How Simulation Gives Rise to Iconicity 

At the neural-cognitive level, sensorimotor simulation may result in iconicity via activation 

spreading from premotor to motor areas of the brain, analogous to the process described 

by Hostetter and Alibali’s (2008, 2018) GSA framework. The GSA framework makes its 

hypothesis for iconic gestures, but we extend this prediction to also include iconic 

vocalizations and prosody, similar to Perlman and Gibbs (2013). Specifying this process 

precisely is beyond the scope of this paper, but suffice it to say that gesture, vocalization, 
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and prosody are all actions (manual and vocal) and so could be produced via activation of 

the motor cortex.   

At the functional, pragmatic level, iconicity may emerge when there is a contextual 

need to communicate sensorimotor detail, like when speakers do not share a common 

language, or when playing a game like charades, where speech is prohibited. In support of 

this idea, Lu and Goldin-Meadow (2018) found that signers used more iconic gestures to 

communicate differences between objects (e.g., by gesturing about their shape) when these 

objects were difficult to differentiate using lexical signs. In another study, Perniss et al. 

(2017) found that parents who imagined playing with their children injected more iconicity 

into their signing when the referents of the signs were not present, seemingly in an attempt 

to reduce referential ambiguity.  

 These two levels of analysis are complementary. For example, Hostetter and Alibali  

(2008, p. 503) discuss the idea of a gesture threshold, which is defined as “the level of 

activation beyond which a speaker cannot inhibit the expression of simulated actions as 

gestures”. This gesture threshold can be influenced by aspects of the communicative 

context. For example, studies have shown that teachers can increase their gesture rate 

when asked to (Hostetter et al., 2006), and when they think what they are describing is 

difficult to understand (Alibali & Nathan, 2007). Hostetter and Alibali  (2008) interpret these 

findings as suggesting that the teachers lowered their gesture threshold, allowing 

themselves to gesture more, to meet the needs of the respective interactions. Hence, 

according to the GSA framework, whether a speaker gestures depends on the amount of 

motor activation (the neural-cognitive level) and the level of the gesture threshold, which is 

determined partly by aspects of the speech situation (the functional, pragmatic level).  
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As in this paper we are broadening our focus to include other forms of iconicity in 

spoken communication, we reframe the gesture threshold as the iconicity threshold, which 

is the level of motor activation beyond which speakers will produce an iconic gesture, 

vocalization, or prosodic modulation. Hostetter and Alibali (2008) discuss other factors that 

they posit affect the level of the gesture threshold, such as the cognitive system’s level of 

effort, and the strength of connections between premotor and motor areas of the speaker’s 

brain. These factors may also affect the iconicity threshold, but we do not consider these in 

detail in this paper.  

 

4.2. The Role of Conventionalization 

Once a speaker has produced an iconic gesture, vocalization, or prosodic modulation, the 

novel iconic form becomes a candidate for conventionalization. Conventionalization is the 

process that occurs when communicative forms are used in interactions and, via cultural 

transmission (Kirby, 2001; Kirby & Hurford, 2002; Scott-Phillips & Kirby, 2010), are shared 

and repeated among language users. Over time, repetition of a communicative form leads 

to convergence between language users in what the form means, how it is articulated, and 

so on. This convergence is what is called conventionalization (e.g., Teich et al., 2021). 

Conventionalization has no endgame on account of it being a dynamic process, but one 

indicator of whether a form has undergone a substantial amount of conventionalization is 

that it is now considered by language users to be a ‘real’ word or sign, and is codified in 

dictionaries – it has become part of the lexicon.3  

 
3 However, there may be factors other than conventionalization that influence whether 
language users perceive a word or sign to be ‘real’, such as language attitudes. For 
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 This process of conventionalization can cause a communicative form to change in 

various ways. For example, if the form can be reduced phonologically while remaining 

intelligible, a reduced form may be preferred for its efficiency, taking less effort and time to 

produce (e.g., Givón, 1991; Haiman, 1980). Examples of phonological reduction include 

gonna from the future marker going to (Leech, 2009), dunno from don’t know (Scheibman, 

2000), and the elision of vowels in unstressed syllables in words like national ([næʃnl] 

instead of [næʃənəl]) and preferable ([prefrəbl] instead of [prefərəbəl]) (Gimson, 1989). 

Another phonological change that may occur is what we will call phonological 

standardization, where phonemes that do not conform with the phonotactics of the linguistic 

system are eliminated (an example of reduction) or replaced with other phonemes. This 

change can make the resultant communicative forms easier to remember and produce 

(Flaksman, 2017), by virtue of featuring phonemes with which speakers are more familiar. 

This process is similar to nativization, where words used in non-native contexts begin to 

deviate from their original form, influenced by features of the native language (Hsu, 2019; 

Kachru, 1981; see Cormier et al., 2008 for evidence from signed languages). We see this 

process at work in the borrowing of loan words from foreign languages with different 

phonotactics, such as in the deletion of /h/ and replacement of /ŋ/ with /ɲ/ for English 

loanwords in French, in expressions such as hold up and punk (LaCharité & Prévost, 1999; 

Paradis & LaCharité, 2001). Words that undergo phonological standardization also take on 

 
example, if a word gains popularity principally among teenagers, it may be perceived to be 
colloquial or informal, and it may take longer for the wider language community to see it as 
a ‘real’ word, despite its evident conventionalization 
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features of the native language, but these words originate in iconic depiction rather than 

borrowing from another language.  

 In the longer term, the changes brought about by conventionalization may lead to 

grammaticalization, where lexical items are converted into grammatical items (e.g., Heine, 

2008; Heine & Kuteva, 2007; Lessau, 1994). For example, the English past tense affix -ed 

originated in a reduction of the word dedu, meaning I did (Speyer, 2007), with this formal 

reduction making dedu more suitable for novel uses – in this case, as a grammatical item 

(Teich et al., 2021). In this new grammatical context, the past tense meaning of dedu is 

preserved but all other aspects of its meaning, such as its first person component, are lost 

in a process known as semantic bleaching (e.g., Traugott & Heine, 1991). Moreover, some 

words may undergo phonological changes like those described above only when used in 

certain grammatical contexts. For example, going to becomes reduced in phonological form 

to gonna (Leech, 2009) only when it is used as a functor: speakers might say ‘I’m gonna do 

that’, but would typically not say ‘I’m gonna the shops’ instead of ‘I’m going to the shops’. 

 

4.3. Why Iconic Forms Are Repeated 

For iconic gestures, vocalizations, and prosodic modulations to be conventionalized and 

gain entry to the lexicon, they must be shared and repeated in social interactions. Not all 

communicative forms are created equal: for a form to spread through a community via 

cultural transmission (Kirby, 2001; Kirby & Hurford, 2002; Scott-Phillips & Kirby, 2010), it 

must have communicative utility that speakers recognise and repeat for this reason, 

consciously or unconsciously. Here, we consider the various utilities of iconicity that may 

lead iconic forms to be repeated in interactions.  
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First, iconicity may facilitate communication in that it may aid the relaying of 

sensorimotor simulations between interlocutors. In doing so, the interlocutor creates an 

imagined experience for their audience (see Pascual, 2014), offering them an insight into 

“what it would be like to hear, see, or feel what the original speaker [or signer] did” (Wade & 

Clark, 1993, p. 818). Iconic forms may be suitable for this function because of their direct 

resemblance to sensorimotor content. Perhaps owing to this resemblance, iconic forms 

have been shown to activate sensorimotor representations in the brain more strongly than 

non-iconic forms (e.g., Osaka, 2009, 2011; Osaka et al., 2004; Osaka & Osaka, 2009), which 

may cause one’s audience to more vividly imagine the experience being described.  

 Iconicity may also be useful because it can resolve referential ambiguity when the 

referent is not present (see Perniss et al., 2017) and thus aid communication when an 

interlocutor encounters a form they do not know, when people do not share a common 

language, and so on. Supporting this idea, one large-scale study showed that users of 28 

languages from 12 language families could guess the meaning of vocalizations produced 

by English speakers at above-chance levels (Ćwiek et al., 2021). In another study, adult 

listeners more reliably guessed the meaning of novel words when the prosody of these 

words was iconic rather than non-iconic – for example, when novel words for ‘big’ or ‘tall’ 

meanings had a longer duration and louder volume (Nygaard et al., 2009). It is this 

disambiguating feature of iconicity that has led some scholars to convincingly argue that 

iconicity scaffolded the creation of languages, because, in the absence of linguistic 

conventions, iconicity allows meaning to be communicated right from the start (e.g., 

Armstrong et al., 1995; Jackendoff, 2002; Stokoe, 1991). 
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 Another communicative benefit of iconicity is that it may aid language learning. For 

instance, Lockwood et al. (2016) showed that Dutch participants were more successful at 

learning Japanese ideophones when they were shown the correct definitions of the 

ideophones – where there was an iconic correspondence between the form of the 

ideophones and their meaning – than when participants were shown a different definition. 

Other studies have shown that iconicity facilitates Japanese verb learning in Japanese 

children (Imai et al., 2008) and English children (Kantartzis et al., 2011), and that iconic 

words are learned earlier than non-iconic words in both English (Perry et al., 2017) and 

Spanish (Perry et al., 2015, 2017). Using a connectionist computational model, Gasser 

(2004) also showed that early word learning is facilitated by iconicity. The resemblance of 

iconic forms to their meanings may aid word learning because it ensures that these 

meanings do not have to be learnt entirely by rote.  

 Iconicity is also useful as a form of engagement or language play. For instance, 

Dingemanse and Thompson (2020) report a correlation between iconicity and funniness in 

lexical ratings of over 70,000 English words, citing examples such as waddle, flop, and 

zigzag as iconic words with a playful, informal character. Consistent with this 

characterization of iconic words as being less serious and more informal than non-iconic 

words, Kim et al. (2021) found that Korean ideophones are typically used with intimates 

(e.g., friends) rather than non-intimates (e.g., status superiors). In this way, the function of 

iconicity may be to establish and maintain informal relationships, and so may overlap with 

other interpersonal strategies, such as the use of humour and colloquialisms.  
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4.4. From Gesture to Sign 

Research indicates that sign systems can form from the conventionalization and 

grammaticalization of iconic gestures. For example, one study demonstrated that signs in 

Nicaraguan Sign Language began as holistic, iconic gestures before being parsed into 

grammatical sub-units and recombined into larger, conventionalized syntactical structures 

(Senghas et al., 2004). A similar process has been documented for emerging sign 

languages in Israel (Sandler et al., 2005) and Brazil (Fusellier-Souza, 2006). Moreover, in 

predominantly speaking communities, deaf children who have not been exposed to a 

conventional sign language often invent systems that comprise a high number of iconic 

gestures, called homesign, that accrue many of the systematic, rule-governed elements of 

fully developed languages (e.g., Carrigan & Coppola, 2017; Goldin-Meadow, 2005b). Also, 

in situations where speech is not possible or permitted but people still need to communicate, 

such as in a noisy sawmill (Meissner et al., 1975), speakers often perform iconic gestures 

(e.g., pointing at the wrist to ask how long a job will take) that can develop into sign systems 

with a degree of conventionalization. Similar findings have been reported for Christian 

monastic orders (Barakat, 1975) and Australian Aboriginal cultures with a taboo against 

speaking during mourning (Kendon, 1984). 

 

4.5. From Vocalization and Prosody to Words 

Just as sign systems can form via the conventionalization of iconic gestures, spoken 

lexicons may form partly via the conventionalization of iconic vocalizations and prosodic 

modulations into fully fledged words. In fact, using computer models, Oudeyer (2005) has 

shown how conventionalized elements of languages, such as phonotactics, can emerge 
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from a system of vocalizations. For example, consider the interjection ugh /əx/, which 

communicates disgust using the /x/ phoneme, a sound resembling gagging or throat-

clearing, actions associated with disgust (Flaksman, 2017). The /x/ phoneme is not present 

in most English accents, so this violation of English phonotactics may reveal the origin of 

ugh in iconic vocalization (Attridge, 1988; Bladon, 1977; Rhodes, 1994). The fact that ugh 

is codified by the dictionary Merriam-Webster (2020), and that variants of its pronunciation 

are listed as [ə], [əg], or [ək], indicate a move toward more standard English phonology, 

hinting that this vocalization has undergone conventionalization. The trajectory of ugh 

exemplifies how an iconic vocalization can gradually transition from a vocalization into a 

word, assimilating into the spoken lexicon.  

New iconic words may also be coined by prosodically modifying words in the existing 

lexicon. For instance, the adjective teeny may have originated in a prosodically modified 

articulation of tiny /taɪni/, with an accentuation of this word’s high frequency components, 

like the /ɪ/ vowel in its /aɪ/ diphthong (Perlman & Woodin, 2021). This realization of tiny as 

teeny may have then undergone conventionalization, similar to teeny-tiny, teensy, and 

teenty (see Online Etymology Dictionary, 2020). The derivation of teeny from tiny 

demonstrates how iconic words can be created from existing, latently iconic material (i.e., 

‘frozen’ iconicity; see Murgiano et al., 2021) and become conventionalized. These new 

prosodic modulations may outcompete and oust the existing version of the word from the 

lexicon, or, as is the case with teeny, exist alongside it. 
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4.6. Lexical Distributions of Iconicity in Speech and Sign 

The different affordances of gesture, vocalization, and prosody to depict sensorimotor 

information mean we should see differences in the meanings that are communicated 

through these iconic strategies, and hence that are conventionalized in the lexicons of 

spoken languages compared with signed languages. Most obviously, vocalization and 

prosody are ideally suited to depicting sounds because these iconic strategies are 

themselves in the auditory modality (Dingemanse et al., 2015; Perlman & Cain, 2014). 

Likewise, gesture is ideal for depicting manual actions, because gesture is itself a 

communicative form of action (e.g., Kendon, 2004; Perlman et al., 2018).  

In line with these affordances, onomatopoeia is highly prevalent across spoken 

languages (Dingemanse et al., 2015; Perlman & Cain, 2014; Perniss et al., 2010), and rating 

studies also show that iconicity is highly concentrated in English and Spanish words for 

auditory meanings (Perlman et al., 2018; Winter et al., 2017). In comparison, iconicity in 

American and British Sign Languages is highly concentrated in meanings connected to 

actions, especially manual actions (Perlman et al., 2018; Perniss et al., 2017). Moreover, 

spoken languages tend to refer to parts of the vocal tract with sounds articulated using the 

relevant articulator, with words referring to the lips tending to contain bilabial phonemes 

(e.g., mouth /maʊθ/ contains the bilabial phoneme /m/), and words referring to the tongue 

tending to contain the lateral phoneme /l/ (e.g., lick /lɪk/) (Blasi et al., 2016; Urban, 2011; 

Wichmann et al., 2010). In comparison, signed languages often use the body and its 

constituent parts to denote themselves (Meir et al., 2013; Perlman et al., 2018). 

As we have discussed, spoken languages such as Japanese and Somali, 

ideophones (e.g., Akita & Pardeshi, 2019; Dingemanse, 2018; Voeltz & Kilian-Hatz, 2001) 
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depict not just sound but extend to other domains (Dingemanse, 2012), such as motion, 

size, brightness, and touch (e.g., Perniss et al., 2010). In these instances, sound may be 

used iconically based on a cross-modal association with the target meaning (see Parise & 

Spence, 2012; Spence & Parise, 2012). For instance, the consonantal voicing used in the 

Japanese ideophones gorogoro and korokoro (Perniss et al., 2010) iconically depicts the 

kind of sounds made by heavy versus light objects, with these objects being the actual 

denotation of the ideophones. Likewise, sound symbolism (e.g., using high pitch to 

represent small entities; Winter & Perlman, 2021) depicts sound based on its cross-modal 

association with its intended meaning (e.g., size) (Fitch, 1994; Ohala, 1994; Winter et al., 

2021). As these cases of iconicity map meaning from one domain to another, they are 

sometimes treated as being equivalent, or similar, to metaphor (Marks, 2014). 

 

5. The Iconic Treadmill 

As iconic words are conventionalized, evidence shows that they tend to lose their iconicity 

(Flaksman, 2015, 2017). Despite this deiconization, in her iconic treadmill hypothesis, 

Flaksman (2017) argues that iconicity is replenished in the spoken lexicon via the 

conventionalization of new iconic forms. In this section, we explicate the pressures that 

erode the iconicity of individual words, while system-wide iconicity is maintained via the 

production and conventionalization of new iconic forms, which we argue originate as 

expressions of sensorimotor simulations. Due to this iconicity maintenance, while words 

tend to become less iconic, linguistic systems do not (see Perlman & Woodin, 2021). We 

also discuss other ways in which iconicity is maintained, such as when certain words resist 

the language changes that would otherwise lead to deiconization.  
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5.1. Deiconization 

There are various selective pressures in the cultural evolution of languages can lead to the 

deiconization of individual words. One is the pressure toward communicative efficiency. This 

pressure can lead to phonetic reduction, as long as the reduced word remains intelligible 

(e.g., Givón, 1991; Haiman, 1980), a process that is observable in simulated language 

evolution in the laboratory. For example, Perlman, Dale, et al. (2015) asked people to play 

a guessing game over many repeated interactions, an iterated version of the game of 

charades. Crucially, participants were not allowed to use English or any other form of 

conventionalized expression, encouraging them to create new iconic vocalizations. Over 

repeated iterations, the vocalizations became shorter and less variable. Research shows 

that more frequent words tend to be shorter (Piantadosi, 2014; Piantadosi et al., 2011; Zipf, 

1935), because larger gains in efficiency can be made by reducing the form of words we 

use more often. If reduction eliminates phonemes that contribute to a word’s iconicity, it 

becomes less iconic. For example, we have seen how the iconic interjection ugh /əx/ can 

be reduced to [ə] (Merriam-Webster, 2020). The removal of the throat-clearing /x/ phoneme 

makes this word less depictive of its meaning of disgust.  

 A second pressure is toward ease of articulation. This pressure can be met by 

reduction, which makes the iconic word shorter (see above), and also by phonological 

standardization, whereby non-standard phonemes are replaced with ones more typical of 

the language’s phonology, which can make iconic words easier to articulate by replacing 

unfamiliar phonemes with phonemes that speakers have had more practice pronouncing 

(Flaksman, 2017). For example, the [g] and [k] phonemes in the alternative articulations of 

ugh [əg] and [ək] are probably easier for most native English speakers to pronounce than 
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/x/. As with the /x/ phoneme in ugh, unconventionalized phonemes in an iconic word often 

do the most depictive work, and hence, through the standardization of these phonemes, 

these words become less iconic. The price paid in iconicity for making words conform to the 

phonotactic constraints of a language can be observed by comparing less conventional 

words and more conventional words. For example, the relatively less conventional tlok-tlok 

(Flaksman, 2017) arguably more accurately mimics the sound of a horse’s hooves than the 

more conventional clip-clop, but the word-initial /tl/ consonant cluster is phonotactically 

impermissible in standard English (see Voeltz & Kilian-Hatz, 2001 for more examples of 

nonstandard phonemes in iconic words). 

 Another pressure that can lead to deiconization is the need for words to be 

discriminable from one another, which may be problematic for iconic words with similar 

meanings (Dingemanse et al., 2015; Gasser, 2004; Monaghan et al., 2011). After all, if all 

bird names were iconic representations of their calls (e.g., cuckoo, chiffchaff, kittiwake), it 

may be difficult to distinguish between bird names with similar calls, unless, perhaps, any 

salient differences between the calls could be emphasized in the iconic word while 

maintaining some overall resemblance to the call (a strategy that may be increasingly 

difficult as more words crowd the phonological space). Making words more easily 

discriminable is likely to make them less iconic. For example, if the best impression of a 

cuckoo is cuckoo /kʊkuː/ but there is another similar word cuppoo /kʊpuː/, the word cuckoo 

may change to cackoo /kækuː/, which sounds less like the call it was originally imitating. The 

problem of discriminability is exacerbated by the fact that words for similar meanings tend 

to be used in similar contexts, increasing the probability of confusion (Thompson et al., 

2020). For this reason, there is greater pressure toward discriminability, and hence 
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deiconization, in lexicons whose semantic space is more densely populated (Gasser, 2004; 

Sidhu & Pexman, 2018).  

 There is also a pressure for words to be used flexibly for different grammatical 

meanings in different contexts. To this end, morphemes can be added to iconic words like 

bang to inflect them for grammatical meanings such as tense (e.g., He banged his hand on 

the table) and plurality (e.g., I heard several loud bangs), and allow words to be used in 

different grammatical slots (e.g., banged is a verb, bangs is a noun). Also, this process 

allows iconic words to be morphosyntactically integrated into sentences, as without 

grammaticalization, iconic words are often limited to clause boundaries, introduced by a 

quotative like went or like (Buchstaller, 2002; Butters, 1980; Fox Tree & Tomlinson, 2007), 

such as in a sentence like The fireworks went ‘bang!’. The incorporation of non-iconic 

grammatical elements into iconic words necessarily detracts from their iconicity.  

 Iconic words may also be deiconized by acquiring new meanings that they do not 

resemble. Early in the life cycle of an iconic word, the word may resemble its sensorimotor 

meaning too closely to be redeployed for any other meaning. However, this constraint is 

dispensed with once a sufficient amount of iconicity is lost via the deiconizing processes 

described in this section. When this happens, iconic words become emancipated from their 

depictive function, making them more suitable for redeployment for new meanings 

(Armstrong & Wilcox, 2007). For instance, Flaksman (2017) cites the semantic trajectory of 

the English word clip: ‘a clicking sound’ > ‘the act of cutting off a piece of something’ > ‘the 

piece that is cut off’ > ‘an extract from a media text’ > ‘a short video’. Along this trajectory, 

the iconic connection between the sound of the word clip and its original auditory referent  

is broken as the word acquires a new meaning.  
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Emancipation makes words more susceptible to further system-wide changes that 

can lead to more deiconization, as there is less pressure for words to retain their original 

form-meaning resemblance. For example, Flaksman (2017) details how the glottal fricative 

/h/ in Old English hlehhan was originally depictive of the word’s meaning of laughter, but a 

consonantal shift across the language (/h/ > /Ø/) obliterated its meaning resemblance. This 

consonantal shift was indiscriminate, and as such, while there was no inherent benefit in 

making hlehhan less iconic, the word was affected by this system-wide change.  

 

5.2. Iconicity Maintenance 

Despite the tendency for many iconic words to lose their iconicity over time, iconicity is 

replenished and hence maintained in the wider lexicon. One route by which system-wide 

iconicity is replenished is the coinage of new iconic words via vocalizations. For instance, 

Flaksman (2017) suggests that newly coined iconic forms filled the iconic void left by 

hlehhan (see above) and became conventionalized, leading to the creation of words such 

as chuckle, giggle, and ha-ha. Moreover, Perlman and Woodin (2021) moot the possibility 

that prosodic modulations of existing words can enhance their iconicity, and, through 

conventionalization, create new, distinct words or drive the existing word to become more 

iconic over time (e.g., teeny may derive from an articulation of tiny with an accentuation of 

the high frequency elements of its /aɪ/ diphthong). 

Some iconic words may regain depleted iconicity due to redeployment for a new 

meaning. For example, the English word pump, originally denoting a percussive, ‘hitting’ 

sound (ca. 1000), lost its iconicity when it came to mean ‘a device for compressing a fluid’ 

(ca. 1400). Around 1883, pump acquired the meaning ‘to produce the sound that 



 37 

accompanies water pumping’, recovering its depleted iconicity in a different sense to its 

original meaning (Afanasiev, 1984). Also, in the example of clip cited above, this word 

regained some of its depleted iconicity when it came to denote ‘a short video’, as its short 

/ɪ/ vowel and ending plosive /p/ convey a sense of ‘shortness’, cohering with its new 

meaning. In some instances, the form and meaning of the word may come to match by 

chance, a lucky accident of semantic change. In others, the form of an existing word may 

be co-opted for a new meaning due to its resemblance to this meaning, even though the 

word was not created with this meaning in mind. Sensorimotor simulation may be involved 

in the selection of the word for this meaning, as this word is still an representation of 

sensorimotor information, even if it is not created de novo.  

 Iconic vocalizations and prosodic modifications can also undergo processes of 

conventionalization without there being any erosion of iconicity. In other words, 

conventionalization does not inexorably lead to deiconization, though it may tend to (see 

Perlman & Woodin, 2021). For instance, in one study in which participants played a ten-

round game of charades with non-linguistic vocalizations, the vocalizations retained their 

iconicity even while exhibiting features of conventionalization, such as phonetic reduction 

(Perlman, Dale, et al., 2015). Other studies have reported similar results (Johansson et al., 

2021; Little et al., 2017; Vinson et al., 2021), indicating that iconicity is not always 

incompatible with other system pressures, like ease of articulation and memorability, and 

may be preserved where possible.  

 Some iconic words that are particularly useful for depiction may show resilience to 

iconicity-diminishing pressures. For example, the English word peep /piːp/, whose /iː/ vowel 

depicts a high pitched sound, resisted the Great Vowel Shift and did not change to a 
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pronunciation resembling pipe /paɪp/ (Durkin, 2011; Hock, 1991; Taub, 1997). The 

onomatopoeic bird name cuckoo also has not changed since Middle English at the latest 

(Skeat, 2005). Other examples of phonosemantically inert (Flaksman, 2013) words include 

booze, boulder (Brodovich, 2008) hoot, and toot (Flaksman, 2013). Winter et al. (2022) also 

show that /r/ in words for rough has existed in the Indo-European lineage at least since 

Proto-Indo-European, roughly 6000 years ago. 

 

6. The Iconic Impetus of Language 

In this final section, we take the arguments sketched thus far to argue for the primacy of 

iconicity in language evolution – the iconic impetus of language. First, we put together the 

pieces of the model that we have discussed in a modular fashion until now and present a 

diagram of how this model works. We then make the argument that the processes of 

deiconization in this model are motivated and hence non-random, which has the corollary 

that what is often called ‘arbitrariness’ in language is not actually arbitrary. Next, we show 

that these deiconizing processes are not actively biased against iconicity, but are merely 

iconicity-blind, and as a result tend to make words less iconic over time. We conclude the 

section and paper by discussing the implications of this model for an account of language 

origins and the evolution of languages over time. 

 

6.1. The Model 

Figure 3 presents a schematic diagram of the model outlined so far in this paper. 

Sensorimotor simulation impels speakers to use an iconic form of expression in their 

interactions when activation surpasses the speaker’s iconicity threshold (see Hostetter & 
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Alibali, 2008, 2018). Iconic forms of expression include iconic gesture, vocalization, and 

prosody. Iconic gesture and vocalization are created de novo, whereas iconic prosody 

enhances the iconicity of existing words. Certain of these iconic forms may then become 

conventionalized as part of the lexicon if they are communicatively useful. Vocalizations 

become conventionalized into new iconic words, whereas iconic prosody pushes existing 

words to be more iconic. Conventionalization tends to (but does not always) cause 

deiconization in response to other system pressures toward, for example, efficiency and 

discriminability. In reaction to deiconization, sensorimotor simulation again causes the 

speaker to use an iconic form of expression, and the iconic treadmill continues (see 

Flaksman, 2017). As mentioned in the introduction, we predict that a parallel process of 

iconic gesture production, conventionalization into iconic signs, iconic enhancement of 

existing signs, and so on should occur in signed languages, but we limit the scope of the 

discussion in this paper to spoken languages.  
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Figure 3. A schematic diagram depicting the model of language evolution described in this 

paper, which outlines how sensorimotor simulation drives the maintenance of iconicity in 

spoken lexicons. Note that deiconization is optional in the process of conventionalization, 

hence why it is written in parenthesis. It is deiconization, not conventionalization per se, that 

drives the iconic treadmill to generate more iconic forms of expression via sensorimotor 

simulation. 
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6.2. ‘Arbitrariness’ Is Not Arbitrary 

When Saussure (1959, p. 69) said that the linguistic sign was arbitrary, he meant “that it is 

unmotivated, i.e. arbitrary in that it actually has no natural connection with the signified”. 

Other scholars have continued to define arbitrariness not by what it is but by what it is not 

(Hockett, 1960; Lockwood & Dingemanse, 2015; Sidhu et al., 2021), framing arbitrariness 

as the opposite of iconicity. According to this negative definition, communicative forms 

resemble their meanings (iconicity) or they do not (arbitrariness). If a form is not iconic, it is 

often assumed that the choice to use this form is random and unmotivated – hence the use 

of the word ‘arbitrary’.  

The idea that language can be unmotivated and random is the intuitively appealing 

explanation for how, for example, the English word tree could have the same meaning as 

the German word Baum. However, synchronic comparisons between languages are 

misleading in this case; it is only when we focus on the same form across languages that 

the system looks arbitrary. When we take a diachronic perspective within a language, we 

see that the processes of deiconization that give rise to ‘arbitrariness’ (i.e., non-iconicity), 

such as phonetic reduction and standardization, are non-random and motivated – for 

example, by pressures toward efficiency and discriminability – and hence are not arbitrary 

at all.  

Negative definitions of arbitrariness are incompatible with the story of language 

evolution told in our model, in which communication is iconic from the outset, and only 

becomes less iconic through deiconization, which often occurs via conventionalization. 

These deiconizing processes are not random, so they cannot be accurately described as 

arbitrary, and in fact, describing a dearth of iconicity as ‘arbitrariness’ is unhelpful as it 
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obscures the communicative pressures that wield significant influence in the evolution of 

languages. For these reasons, arbitrariness does not figure in our model of language 

evolution at all, with linguistic change being described in terms of iconicity, 

conventionalization, and deiconization.  

 

6.3. Conventionalization Is Iconicity-blind 

Despite conventionalization tending to bring about deiconization, the target of 

conventionalization is not deiconization itself. Conventionalization can accept both iconic 

and non-iconic mappings between form and meaning, requiring only that communities of 

language users agree on these mappings. As such, deiconization is not an inexorable 

component of conventionalization. Instead, conventionalization is iconicity-blind – it does 

not ‘care’ about iconicity, and so is likely (but not certain) to erode it in its pursuit of other 

goals, such as efficiency and discriminability.  

Take, for example, the regular sound changes that can sweep through languages 

(Bybee, 2002), affecting all lexical items in which the conditioning environment for a sound 

change is present. Given that regular sound changes generally affect all words in the same 

way, these sound changes pay no regard to iconicity. Sometimes, regular sound changes 

leave the iconicity intact; other times, they are “phonosemantically significant” (Flaksman, 

2017, p. 26), touching upon the “core, meaning-bearing phonemes of an iconic word,” and 

thus eroding iconicity. Hence, deiconization is not the goal of this process, but it may arise 

nonetheless as a by-product of sound changes that do not discriminate on the basis of 

meaning resemblance. 



 43 

To give another example, discriminability is an important design consideration of 

lexicons, because a lexicon with highly confusable meanings is maladaptive. To avoid 

confusability, some lexical items evolve to become less iconic. This evolution is toward 

discriminability, not deiconization per se, as the desired outcome is a system that is less 

confusable, which does not necessarily lead to deiconization for all linguistic items. 

Deiconization is a possible outcome of this process, because a lexical system that accepts 

non-iconic mappings as well as iconic ones is one way of satisfying the discriminability 

constraint. For this reason, some iconic forms may lose their iconicity as they undergo 

conventionalization.  

Historical linguistics has catalogued the large number of types of language change 

(Campbell, 2004; Crowley & Bowern, 2010; Hock, 1991), all the way from sound changes 

(e.g., assimilation, dissimilation, epenthesis, lenition) to word formation processes (e.g., 

clipping, acronyms, compounding). None of these processes ‘care’ about the link between 

form and meaning, so they affect form without attempting to preserve form-meaning 

resemblance. As there are many more ways in which a unique mapping between form and 

meaning can be randomly destroyed than ways in which it can be randomly created, 

iconicity-blind pressures tend to have a deiconizing effect.  

Deiconization is not selected for directly because is no inherent benefit to 

deiconization. This is unlike iconicity, which is communicatively useful for its ability to 

facilitate the relaying of sensorimotor simulations between speakers, resolve referential 

ambiguity (e.g., Perniss et al., 2017), aid language learning (e.g., Lockwood et al., 2016), 

and establish and maintain informal relationships (e.g., Kim et al., 2021). Understanding 

conventionalization as iconicity-blind rather than biased against iconicity elucidates how 
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iconicity can be preserved even as forms undergo conventionalization (Johansson et al., 

2021; Little et al., 2017; Perlman, Dale, et al., 2015; Vinson et al., 2021), and how some 

conventionalized iconic words resist sound changes that affect other vocabulary items 

(Durkin, 2011; Flaksman, 2013; Skeat, 2005; Winter et al., 2022). 

 

6.4. Implications for Language Origins 

Iconicity is primary in the model of language evolution outlined in this paper, and it is this 

primacy that we call the iconic impetus of language. The iconic impetus of language leads 

us to propose that, just as the origins of some signed languages are traceable to the 

conventionalization of iconic gestures (Fusellier-Souza, 2006; Sandler et al., 2005; Senghas 

et al., 2004), spoken languages may also have been iconic at their inception. 

One benefit of linguistic systems originating in holistic, iconic forms is that meaningful 

communication is available from the outset, without the need for people to agree upon 

conventional word-meaning pairings or grammatical and syntactical rules (e.g., Armstrong 

et al., 1995; Jackendoff, 2002; Stokoe, 1991). Through repeated use and cultural 

transmission (Kirby, 2001; Kirby & Hurford, 2002; Scott-Phillips & Kirby, 2010), these holistic 

forms may have been conventionalized and decomposed into syntax, morphology, and 

other aspects of grammar over time (see Armstrong et al., 1995; Stokoe, 1991). With this in 

mind, the diagram in Figure 3 may characterize the dynamic of language evolution from the 

very beginning, with iconicity in the driving seat.  

 An iconic account of language origins has precedent (e.g., Darwin, 1871; Fay et al., 

2013; Givón, 1989; Perlman, Dale, et al., 2015; Ramachandran & Hubbard, 2001; 

Schmidtke et al., 2014). In fact, the assumption that gesture affords more potential for 
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iconicity than speech (e.g., Arbib et al., 2008; Armstrong & Wilcox, 2007; Corballis, 2002; 

Hewes et al., 1973; Tomasello, 2010) has motivated the theory that iconic gestures 

bootstrapped the creation of spoken languages. However, recent research has evidenced 

the high potential for iconicity in speech (Clark, 2016; Imai & Kita, 2014; Perlman & Cain, 

2014). This reappraisal of the potential for vocal iconicity has led more recent accounts to 

conjecture that spoken language and gesture emerged in tandem (Kendon, 2017; Perlman, 

2017). This conjecture implies that language origins are both iconic and multimodal. 

 Today, we can infer evidence of sensorimotor simulation on the language we 

encounter on a daily basis, but the invisible hand of human psychology may have been at 

work from the genesis of communication, moulding language to match our sensorimotor 

simulations.  
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7. DISCUSSION  

This thesis presented four papers that investigated the topics of conceptual metaphor, 

gestures, data visualization, numerical communication, iconicity, and language evolution. 

Paper 1 was a multimodal corpus study that investigated the gestures that speakers 

performed when they used linguistic metaphors that frame numerical quantity in terms of 

physical size. Paper 2 was an online experiment that investigated the influence of 

conceptual metaphors of emotional valence, as well as graphical conventions, on the 

interpretation of time series graphs. Paper 3 was a text-based corpus study that explored 

the frequencies with which different numbers are used in spoken and written English, and 

the factors that explain these frequencies. Paper 4 was a theoretical paper positing that 

sensorimotor simulation is the source of iconic forms of communication, which maintains 

iconicity in the lexicon, in opposition to other deiconizing pressures, over the course of 

language evolution.  

Papers 1 and 2 corroborate the core claim of Conceptual Metaphor Theory (e.g., 

Gibbs, 1994; Kövecses, 2002; Lakoff & Johnson, 1980b) that linguistic metaphors reflect 

conceptual metaphors that structure thought. Paper 1 demonstrated that the gestures 

produced by speakers when they describe numerical magnitude in terms of physical size 

reflect the metaphor used in their speech. These metaphoric gestures suggest that the 

metaphors are conceptually active for these speakers (see Müller, 2008; Woodin, 2019). 

Paper 2 showed that people’s interpretation of time series graphs is facilitated when the 

graph is consistent with conceptual metaphors of emotional valence. Just like linguistic 

metaphors are so conventionalized that they are arguably not evidence for conceptual 

metaphors by themselves (e.g., Black, 1993; Hanks, 2006), established graphical 
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conventions exist for the presentation of numerical quantity and time metaphors in line 

graphs (e.g., Abdul-Rahman et al., 2017; Havre et al., 2002; Wattenberg, 2005). As a 

consequence, Paper 1 investigated metaphoric gestures, which are less conventionalized 

and are produced more spontaneously than linguistic metaphors (McNeill, 1992, 2000, 

2005). Similarly, Paper 2 explored conceptual metaphors of emotional valence in data 

visualizations, because valence metaphors are not conventionally represented in such 

visualizations. In both these domains, we found evidence for conceptual metaphors. 

Papers 1–3 explored numerical communication in different multimodal contexts: 

Paper 1 studied metaphorical communication about numbers in spoken language and 

gestures used in news broadcasts; Paper 2 explored the metaphoric representation of 

numbers along the axes of line graphs; and Paper 3 analysed the frequency with which 

numbers are used in speech and writing. Papers 1 and 2 investigated three strategies 

(language, gesture, data visualization) that are used to express number metaphors,  

consistent with the claim of Conceptual Metaphor Theory (e.g., Gibbs, 1994; Kövecses, 

2002; Lakoff & Johnson, 1980b) that conceptual metaphors have primacy over linguistic 

metaphors and are expressed through different outlets of communication. Paper 3 was 

different from Papers 1 and 2 as it did not investigate number metaphors, but explored 

numerical communication more broadly. This paper showed that number frequencies are 

connected to four factors: magnitude, roundness, cultural salience, and register. It also 

found that written numbers of different magnitudes are denoted by different formats 

(numerals, number words, mixed numbers).  

 Papers 1 and 3 offer insight into numerical cognition by looking at numerical 

communication ‘in the wild’ rather than the lab. For example, the size-based gestures of 
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numerical magnitude reported in Paper 1 are consistent with lab experiments that 

demonstrate an association between size and numerical magnitude (e.g., Andres et al., 

2008; Decarli et al., 2022; Henik & Tzelgov, 1982). Moreover, the bias toward discussing 

smaller numbers reported in Paper 3 is consistent with random number generation tasks, 

which find that participants tend to verbalise smaller rather than larger numbers (see 

Loetscher & Brugger, 2007). Other results in Paper 3 can be interpreted in light of the 

numerical cognition literature. For example, the results suggested that people use round 

numbers more approximately at higher magnitudes, which may reflect our increasingly 

imprecise ability to quantify larger sets (DeWind et al., 2015; Shepard et al., 1975), and/or 

a logarithmically compressed mental number line where larger numbers are represented 

less clearly (e.g., Dehaene, 1992). Some experimental results did not replicate in the non-

experimental contexts we explored. For instance, in contrast with prior studies evidencing 

an association between the left (right) hand and smaller (larger) numbers (Daar & Pratt, 

2008; Dehaene et al., 1993; Mills et al., 2014), Paper 1 did not find that speakers performed 

left- versus right-handed gestures consistent with this horizontal conceptualization. This 

discrepancy in findings may be because speakers in Paper 1 were talking about numerical 

quantity using size-based language, suggesting that they were conceptualizing numbers in 

size-based (rather than horizontal) terms. These size-based linguistic metaphors may also 

have primed the size-based gestures we observed. 

 Paper 4 put forward the argument that sensorimotor simulation underlies the 

production of iconic communicative forms, such as iconic gestures, vocalizations, and 

prosodic modulations of existing words. In Chapter 2.10, I argued that sensorimotor 

simulation may also underlie metaphoric gestures, vocalizations, and prosody. Hence, 
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speakers in Paper 1 who produced size-based metaphoric gestures may have been 

simulating manipulating an object of a small or large size. According to Hostetter and 

Alibali’s (2008, 2018) Gesture as Simulated Action framework, this motor simulation may 

have caused activation in the speaker’s premotor cortex that then spread to their motor 

cortex, causing them to produce a metaphoric gesture. An equivalent process may be 

involved for metaphoric vocalization and prosody, as is discussed in Paper 4. Paper 4 

focused on iconicity, but we have seen that many cross-modal instances of iconicity 

mentioned there – such as the depiction of physical size using vocal pitch – can be 

understood as a kind of metaphor (Marks, 2014). 

Paper 4 focused on iconicity in describing the role of sensorimotor simulation in 

language evolution. Considering the close connection between metaphor and iconicity 

explicated in this thesis, metaphor may also have a role in the processes of language 

evolution discussed in this paper. Specifically, sensorimotor simulation may instigate the 

creation of metaphoric forms (metaphoric gestures, prosody, and vocalizations) that may 

then undergo conventionalization, replenishing levels of metaphoricity in the lexicon. For 

example, Perlman (2022) showed that participants produced louder vocalizations to 

represent larger objects than smaller objects. These metaphoric vocalizations iconically 

depict the source domain of volume to denote the target domain of size. If these 

vocalizations are sufficiently useful, they may become conventionalized and gradually 

become part of the lexicon. The metaphoric forms that are produced via sensorimotor 

simulation may also undergo further metaphoric extension to new contexts. For instance, 

‘teeny’ iconically depicts the source domain of pitch to represent the target domain of 

physical size. If this word were used to describe numbers, which do not have a physical 
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size, this would evidence a kind of double metaphoric extension, from pitch to size to 

numerical quantity. However, consistent with the argument in Paper 4, the impetus of 

language is still iconic, rather than metaphoric: iconicity has primacy, as it underlies all 

metaphoric gestures, prosody, and vocalizations, whereas not all iconic communicative 

forms are metaphoric (e.g., onomatopoeia).  

The results of Papers 2 and 3 can potentially also be interpreted in terms of 

sensorimotor simulation. Chapter 2.10 made the argument that the ‘mental model’ that 

people use to interpret graphs (Padilla, 2018; Vessey, 1991) may be a sensorimotor 

simulation that is generated in anticipation of seeing a graph. Paper 2 hints that this 

simulation may be informed partly by conceptual metaphors of emotional valence. The 

graphs that subverted the graph user’s simulation (i.e., ones that subverted valence 

metaphors) may have been harder to interpret because the graph user was required to 

transform their sensorimotor simulation, or generate a new one. In relation to Paper 3, 

Chapter 2.10 speculated that people prefer smaller rather than larger digits in random 

number generation tasks because they may be simulating a logarithmically compressed 

number line, where smaller numbers are further apart and hence are represented more 

distinctly (see Dehaene, 1992). Simulating a mental number line could partly explain the 

bias toward smaller numbers reported in Paper 3. However, this paper discusses many 

alternative reasons for why people use smaller numbers more frequently than larger 

numbers – for example, because smaller quantities are more easily countable and are 

encountered more often (Cummins, 2015, p. 32).  

This thesis connects research topics from across the spectrum of linguistics, 

cognitive science, and psychology. For example, Paper 1 demonstrates that findings in 
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numerical cognition (e.g., Andres et al., 2008; Decarli et al., 2022; Henik & Tzelgov, 1982) 

replicate in a gesture analysis (e.g., Cienki & Müller, 2008; Kendon, 2004; McNeill, 1992) 

informed by ideas from Conceptual Metaphor Theory (e.g., Gibbs, 1994; Kövecses, 2002; 

Lakoff & Johnson, 1980b). Paper 2 is an investigation on data visualizations informed by 

theories from cognitive science (e.g., Padilla, 2018; Vessey, 1991, 1994) and cognitive 

linguistics, specifically Conceptual Metaphor Theory (e.g., Hartmann et al., 2012; Ishihara 

et al., 2008; Meier & Robinson, 2004). Paper 3 interprets results from a corpus linguistic 

paradigm (e.g., Dehaene & Mehler, 1992; Francis & Kučera, 1982; Sinclair & Coulthard, 

1975) in light of research into numerical cognition (e.g., Cheyette & Piantadosi, 2019; 

DeWind et al., 2015; Shepard et al., 1975), and performs analyses inspired by register 

studies (e.g., Biber, 2009, 2012; Conrad & Biber, 2009). Paper 4 explores research on 

sensorimotor simulation (e.g., Barsalou, 1999, 2007; Decety & Jeannerod, 1995) in 

explanation of iconic communication (e.g., Dingemanse et al., 2015; Perniss & Vigliocco, 

2014; Vinson et al., 2021), connecting these ideas to language evolution (e.g., Arbib et al., 

2008; Christiansen & Chater, 2016; Fay et al., 2013) and historical linguistics (e.g., 

Flaksman, 2017; Leech, 2009; Teich et al., 2021). As a body of work, this thesis makes 

connections from the topics explored in the main papers to sensorimotor simulation. By 

connecting research in fields often kept separate, this thesis has shed new light on the 

phenomena investigated.  

 This thesis utilised a range of methodologies, from a multimodal corpus analysis in 

Paper 1 to online experiments in Paper 2 to a text-based corpus analysis in Paper 3. In 

these papers, we also cited work that used different methodologies to explore the same 

topic, or related ones, including experiments in Papers 1 (e.g., Badets et al., 2012; 
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Lindemann et al., 2007; Winter & Matlock, 2013) and 3 (e.g., Buckley & Gillman, 1974; 

Dehaene, 1989; Koetsenruijter, 2011). Paper 2 also mostly cited experiments, but mostly 

ones outside the realm of data visualization, and ones conducted in person rather than 

online (e.g., Casasanto, 2009; Chinello et al., 2013; Vallesi et al., 2008). As we argue in 

Banks et al. (accepted), triangulation of data from different methodologies is beneficial for 

mitigating their respective limitations. For example, experiments looking at size-based 

number associations constrain participants’ behaviour (e.g., they have to respond with 

button presses) and use a limited stimuli set (e.g., numbers 1–9), creating task demands 

that may influence the results obtained. Paper 1 instead looked at gestures, which are a 

much freer, more spontaneous, and arguably more ecologically valid form of expression. 

When speakers produced these gestures, they mentioned a wider variety of numbers (e.g., 

‘millions’, ‘two tenths of one percent’) than the stimuli sets used in experiments. This 

methodology was also able to collect a larger sample than is typically possible in 

experiments. However, more ecologically valid approaches may lack the rigorous control 

that is possible in the lab, and TV broadcasts tend to be messier than data collected in 

experiments, requiring time-consuming filtering to useable videos. By triangulating results 

from different methodologies and finding equivalent results, we gain confidence that these 

results reflect a genuine finding, and not just a product of the methodology used in that 

study.  

 The work reported here suggests several future research directions. For example, 

Bouissac (2008) argues that gestures such as those shown in Paper 1 iconically imitate 

speech rather than being truly metaphoric. While we argue in Paper 1 for the genuine 

metaphoricity of these gestures, it would nonetheless provide stronger evidence for 
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conceptual metaphors of numerical quantity if metaphoric gestures occurred with non-

metaphorical words, like ‘more’ and ‘less’, as then gestures would not have a linguistic 

metaphor to imitate. Studies could explore conceptual metaphors of time by looking at 

whether speakers move their hands leftward when saying ‘earlier’ and rightward when 

saying ‘later’ (e.g., Ishihara et al., 2008; Vallesi et al., 2008, 2011). Studies could also 

explore conceptual metaphors of emotional valence by investigating whether speakers 

move their hands upward when saying ‘better’ and downward when saying ‘worse’ (e.g., 

Casasanto & Dijkstra, 2010; Globig et al., 2019; Meier & Robinson, 2004). Already the 

methodology presented in Paper 1 is capable of collecting larger samples to answer such 

questions than most previous gesture research (cf. Casasanto & Jasmin, 2010; Hinnell, 

2018; Lempert, 2011). Nevertheless, sample sizes could be drastically upscaled with 

automated methods, such as pose detection software OpenPose (Cao et al., 2019). At the 

very least, OpenPose could assist in the removal of unanalysable videos, saving large 

amounts of time: in an ongoing project (Woodin et al., 2022) where 35,000 videos were 

analysed by OpenPose, 26,717 videos were excluded automatically. Ideally, OpenPose 

could be used to analyse gesture movement in news broadcasts, but this is a work-in-

progress due to the messiness of this kind of data. Automated methods have, however, 

been used in previous work to analyse gestures (e.g., Pouw et al., 2020) and signs (e.g., 

Östling et al., 2018) in videos where the hands are clearly visible.  

 Paper 4 is a purely theoretical paper, so empirical data is needed to directly support 

its main premise. If sensorimotor simulation is the psychological mechanism from which 

iconic gestures, prosody, and vocalizations originate, the use of one of these iconic 

strategies (e.g., iconic gesture) may predict another (e.g., iconic prosody), and vice versa. 
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For example, based on the size-based gestures observed in Paper 1, one could look at 

whether speakers that perform these iconic gestures also raise their vocal pitch when 

referring to smaller numbers, and lower their vocal pitch when referring to larger numbers 

(see Fitch, 1994; Ohala, 1994; Winter et al., 2021). Doing so could further interrogate the 

idea that there are “degrees of metaphoricity” (Woodin, 2019), with the use of more 

activation indicators (Müller, 2008) – gesture and prosody – indicating that the linguistic 

metaphor is more conceptually active. Moreover, Perlman (2010) showed that people talk 

more quickly when describing fast motion (e.g., ‘She dashes past the buildings’) than when 

describing slow motion (e.g., ‘She labors slowly’). Based on this finding, one might 

investigate whether there is a comparable increase in the speed of gestures that people 

produce when speaking quickly about fast events. Another idea would be to take iconicity 

rating norms (e.g., Winter et al., 2017) and examine whether words rated as more iconic 

tend to occur with other iconic forms of expression, like gestures. These are just three 

examples of the questions that could be interrogated. The automated method described 

above (Cao et al., 2019) could be used in conjunction with speech analysis software like 

Praat (Boersma & Weenink, 2022) to conduct a large-scale, multimodal analysis of iconic 

and metaphoric communication. Doing so would be of great benefit methodologically and 

would be applicable to many research questions other than the ones discussed here. 

 Papers 2 and 3 suggest future research directions in their respective topics. For 

instance, Paper 2 demonstrated that the influence of conceptual metaphors of emotional 

valence was not sufficient to justify inverting the axes of time series graphs, subverting 

graphical convention. Future studies could explore graph types where there is no 

conventional ordering of categories along the y-axis, like stacked bar charts, and test 
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whether ordering these categories in line with their emotional valence improves their 

interpretability. This valence-based ordering could be pitted against a quantity-based 

ordering, where the category with ‘more’ is placed higher on the y-axis. Doing so could 

determine whether either of these conceptual metaphors (emotional valence, quantity) 

matters for the interpretation of these graphs, and if so, which is more important. In Paper 

3, we suggested that our results could be reproduced with the Corpus of Contemporary 

American English (COCA; Davies, 2008) rather than the British National Corpus (BNC 

Consortium, 2007). In addition to being a larger-scale replication of our study (1 billion 

versus 100 million words), this could help to identify cultural differences in number use 

across British English and American English. Moreover, a Principal Component Analysis 

(Rao, 1964; see Huang et al., 2016) could automatically identify the key dimensions of 

variation in number use by identifying numbers that tend to cluster together in texts. 

Performing this analysis would presumably uncover the dimensions identified in Paper 3, 

but may also identify other dimensions that the original paper did not predict would be 

relevant. 

 Overall, this thesis has shown that linguistic metaphors may reflect conceptual 

metaphors that are evidenced experimentally, which include conceptual metaphors of 

numerical quantity. These conceptual metaphors are expressed multimodally through 

metaphoric and iconic gesture, prosody, and vocalizations. Conceptual metaphors of 

numerical quantity and time may be represented in data visualizations, and conceptual 

metaphors of emotional valence influence the interpretation of these visualizations. 

Moreover, the frequency with which numbers are used may be influenced by conceptual 

metaphors of numerical quantity and other cognitive factors, such as our increasingly 
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imprecise ability to quantify larger sets. Iconic gestures, vocalizations, and prosodic 

modulations, such as the metaphoric examples addressed above, may be the outward 

expression of sensorimotor simulations. Sensorimotor simulation may be involved in 

conceptual metaphor, and so may help to explain the other results reported here. By 

synthesising insights from a wide range of research areas and methodologies across the 

spectrum of linguistics, cognitive science, and psychology, this thesis has shown that 

metaphor, iconicity, and multimodal numerical communication are interfaces between 

language and cognition.  
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