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Abstract

Measurement and monitoring are fundamental tasks in all networks, enabling the down-
stream management and optimization of the network. Although networks inherently
have abundant amounts of monitoring data, its access and effective measurement is
another story. The challenges exist in many aspects. First, the inaccessibility of net-
work monitoring data for external users, and it is hard to provide a high-fidelity dataset
without leaking commercial sensitive information. Second, it could be very expensive
to carry out effective data collection to cover a large-scale network system, consider-
ing the size of network growing, i.e., cell number of radio network and the number of
flows in the Internet Service Provider (ISP) network. Third, it is difficult to ensure fi-
delity and efficiency simultaneously in network monitoring, as the available resources
in the network element that can be applied to support the measurement function are
too limited to implement sophisticated mechanisms. Finally, understanding and ex-
plaining the behavior of the network becomes challenging due to its size and complex
structure. Various emerging optimization-based solutions (e.g., compressive sensing)
or data-driven solutions (e.g. deep learning) have been proposed for the aforemen-
tioned challenges. However, the fidelity and efficiency of existing methods cannot yet
meet the current network requirements.

The contributions made in this thesis significantly advance the state of the art in
the domain of network measurement and monitoring techniques. Overall, we leverage
cutting-edge machine learning technology, deep generative modeling, throughout the
entire thesis. First, we design and realize APPSHOT, an efficient city-scale network
traffic sharing with a conditional generative model, which only requires open-source
contextual data during inference (e.g., land use information and population distribu-
tion). Second, we develop an efficient drive testing system — GENDT, based on gener-
ative model, which combines graph neural networks, conditional generation, and quan-
tified model uncertainty to enhance the efficiency of mobile drive testing. Third, we
design and implement DISTILGAN, a high-fidelity, efficient, versatile, and real-time
network telemetry system with latent GANs and spectral-temporal networks. Finally,
we propose SPOTLIGHT, an accurate, explainable, and efficient anomaly detection sys-
tem of the Open RAN (Radio Access Network) system. The lessons learned through
this research are summarized, and interesting topics are discussed for future work in
this domain. All proposed solutions have been evaluated with real-world datasets and
applied to support different applications in real systems.
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Lay Summary

The emerging new applications and traffic leads to a rapid increase of the current net-
work in terms of size and complexity. The demand of lower latency, higher throughput,
and higher robustness network has motivated a transition towards the next generation
of networks. Especially on the mobile network side, 5G has been successfully commer-
cialized in many regions around the world, with > 10× improvement on speed. Many
network elements have evolved to support more intelligent network applications, such
as programmable network switches that support computation directly on the switch
and enable intelligent routing and telemetry.

While bringing better user experience, the size and complexity of current network
makes it hard to monitor and understand. Network monitoring is one of the most fun-
damental tasks in network management, which is the way to obtain the network per-
formance and then optimize the performance accordingly. The monitoring becomes
much more difficult in IP network because of the massive volume of traffic; it is even
very challenging to collect all IP packets. When considering the actual implementa-
tion, it becomes even harder to monitor, for example, one cellular basestation in Open
RAN system has more than 600 parameters just for radio and Kubernetes, and in each
city there are thousands of basestations. Such massive data require data mining and
advanced measurement techniques.

The goal of this thesis is to enhance the data sharing, measurement, and anomaly
detection in the context of current networks, including ISP networks, radio networks,
IoT systems, etc. For data sharing and access, we propose APPSHOT, to generate
a city-scale traffic map with solely open source context data as input, enabling data
sharing without commercial sensitive leakage. To better understand and measure radio
networks with a reasonable overhead, we propose GENDT, a conditional generator
driven by the graph neural network (GNN) that generates radio parameters from open
source network context, such as the location of the basestation and land use infor-
mation. GENDT also enhances the efficiency of measurement by guiding the user to
perform field tests to cover the regions help model training most. We also improve
the efficiency of the general network telemetry task with DISTILGAN, a fast infer-
ence generator that reconstructs network measurement data from compressed format
in an adaptive manner. Finally, we design and implement SPOTLIGHT, an explainable
anomaly detection system based on a deep generator and causal discovery, where the
communication overhead is significantly reduced by using a deep generative model on
the far edge to drop the data that are irrelevant to the anomalous events. All the de-
signs presented in the thesis are accompanied by concrete evaluations with real data
and implementation with significant gain to the state of the art.
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Chapter 1

Introduction

1.1 Network Measurement and Monitoring

Telecommunication network deeply shapes the world by performing most of the data
communication tasks, building connections between arbitrary points to enable rapid
transmission of information. It is critical to understand and optimize network perfor-
mance, and the fundamental task in network management is measurement and moni-
toring of the network. Network measurement refers to the process to obtain a snapshot
of network state, where the result could be in different formats: multivariate time se-
ries [98], images [159, 178], events [54], etc. When doing measurement in a contin-
uous manner, we call this monitoring, where the network snapshot is kept up-to-date.
Monitoring provides all the data needed for network management and optimization,
and hence is a fundamental part in any network system.

1.2 Motivation

1.2.1 Challenges in Network Measurement and Monitoring

There exist several challenges in network measurement and monitoring that are yet
to be resolved. In this thesis, we focus on four critical challenges in the network
measurement and monitoring domain.

Inaccessibility of network monitoring data. Access to network monitoring data
for research and innovation is severely restricted due to commercial sensitivity con-
cerns of the operators. For example, to obtain network traffic data for all users in
a city, all operations should be carried out within the operator’s premises under the
control of the local Data Privacy Officer (DPO) and in compliance with applicable reg-
ulations, according to GDPR regulations (General Data Protection Regulation) [3], or
shared with few selected external parties with highly restrictive NDAs.

Network measurement could be expensive. Measurement of a network might in-
clude a large number of field tests to achieve sufficient coverage. For example, mobile
network drive tests at city scale are costly to conduct and time consuming (taking a
few months [160, 161]). Unfortunately, as far as we know, operators do not share their
drive testing data, and the availability of third-party dataset is very limited.
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High fidelity and efficient network monitoring is difficult. Typically, obtaining
fine-grained network monitoring data with affordable overhead is challenging due to
the high-throughput monitoring traffic and hardware resource limitations of network
equipment [69, 71, 182]. The need for a real-time control loop makes monitoring even
more challenging, as some methods introduce significant overhead on data process-
ing [71].

Understanding and explaining network behavior is difficult. Even when the
issue of accessing rich network monitoring data is resolved, there is still the challenge
of understanding network behavior for troubleshooting and optimization. The high-
dimensional and time varying nature of network monitoring data makes it impractical
for human analysis. For example, a single base station in a mobile radio access network
(RAN) can produce several hundreds of measurement variables to analyse [54].

The aforementioned four challenges may seem independent but need to be all re-
solved for effective network monitoring in real-world networked systems.

1.2.2 Generative Modeling for Network Measurement and Moni-
toring

This thesis explores the application of generative models in networking problems,
where they offer illuminating insights into handling network data characterized by sub-
stantial inherent randomness. In scenarios where deterministic correlations are absent,
as exemplified by systems that transition between states in a stochastic manner akin
to a Markov process, conventional methods fail to efficiently learn and represent the
system’s dynamics. The complexity of these systems often exceeds simple stochas-
tic models, further complicating the learning process. Generative models, however,
adeptly navigate this complexity by learning the conditional probability distributions
underlying different network systems. This approach enables them to capture and
represent the inherent uncertainty and randomness more effectively, showcasing the
potential of generative models in providing nuanced understandings of network dy-
namics.

Generative modeling can help address the aforementioned challenges. Many typ-
ical problems in network measurement and monitoring share a similar form as research
problems in the domain of generative methods in machine learning, as we discuss in
detail in §2.3. Overall, generative models can have significantly better performance in
terms of fidelity, efficiency, and robustness than conventional methods. Nevertheless,
leveraging the power of generative model is far from straightforward, as elaborated be-
low. The new challenges when applying generative modeling to networking problems
fall into three aspects: (1) access to training data; (2) unique constraints in networking,
in terms of memory, computation, bandwidth, etc.; (3) Distinct statistical characteris-
tics compared with common time series and images in other area.

Access to training data. As a data-driven method, the generative model must
be trained with network data. However, access to network data is generally limited,
which blocks third-party research activities. Instead of sharing the original data, one
alternative is to share synthetic data that have sufficient fidelity to drive ML research,
while avoiding leaking confidential messages. One possible workflow could be to train
the data generation model and then share only synthetic copies to support other data-
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Figure 1.2: Workflow flow of generative modeling based network data sharing.

driven applications. As Figure 1.2 illustrates, the data owner ( e.g., network operator)
can keep the trained generator as close source property but allow the user to upload
the context of the target region. The owner will run the model inference and share the
output with the user. The same commercial mode has been used in ChatGPT [1], etc.

Unique constraints in networks. Most ML algorithms are designed without con-
sidering system constraints. In certain tasks in networking, we require real-time pro-
cessing of input data, which means the model inference should be finished before next
input is ready; otherwise there will be queue waiting for inference. Even the inference
is fast enough, there could still be issue on the communication bandwidth, where the
model cannot work with fine-grain data (e.g., SketchVisor [69] has to drop some IP
packets as because the switch cannot parse all of them), sometimes strong noise will
be applied (e.g., radio interference). Those constraints require problem-specific design
of an ML algorithm to enhance overall performance and robustness.

Different statistical characteristics. Can we directly use a conditional image gen-
erator to generate the traffic distribution from contextual information? Yes, but the
performance is terrible. The feasibility is there because the traffic map has exactly
the same data structure as the general image, running conditional GANs based on a
classical structure such as Pixel2Pixel [80] would just give a blur output as Figure 1.1
shows. From a classical computer vision point of view, the synthetic traffic map still
performs well in terms of few metrics, such as SSIM [27], because most of the place
does not have significant traffic. However, in network management, we are more inter-
ested in those hot spots, which contribute most to the overall QoS, although it is only
a few pixels on the image. To better accommodate the image generator into network
data generation definitely requires designs that can better generate those hot spots.
The consideration of network data characteristics is critical in all kinds of generative
applications for networking.

19



1.3 Thesis Contributions

Overall, the primary contribution of this thesis lies not in advancing the core method-
ologies of machine learning (ML), but rather in the innovative application of state-of-
the-art ML techniques to solve complex networking problems. This work demonstrates
the effective integration of cutting-edge ML algorithms into the networking domain,
showcasing how these sophisticated tools can be adapted and utilized in practical, real-
world scenarios. Therefore, the significant value of this thesis resides in its applied ML
focus, illustrating a novel and impactful approach to leveraging ML technologies in the
field of networking.

In a more specific sense, the contribution of this thesis is primarily oriented toward
addressing the challenges stated in §1.2. At a high level, we address the issue intro-
duced by the ever-growing size of network with deep generative model, where those
generative models can enhance the monitoring performance by generating missing data
and making prediction for yet unseen region. When tackling the issue of implantation
of generative models in networking, we first develop methods on synthesizing network
data to support data-driven research, then design and implement a high-efficiency net-
work telemetry system that considers the constraints in network elements. Throughout
all problem solving, we accommodate the advances in generative modeling into net-
working application by introducing some special designs to work better with network
data statistics, including preprocessing, neural network structure, and training process.

1.3.1 Conditional generation of service level mobile traffic data

The city-scale service level traffic data is rarely available to the public due to privacy
concerns. Previous works [159] have shown that there is a significant correlation be-
tween traffic and context, where context refers to land use, population, time of day,
etc. In CV area, there are existing works that transfer an image to another image with
certain contexts. If we can represent those city contexts in a form of image, then we
transfer the city-scale traffic generation task as a conditional image generation task.

Specifically, in this thread, we have the following technical contribution:

• Realize conditional generation of service level traffic map based on deep mod-
ified Unet model with noise input as latent information and adversarial loss in
training process. We name this method APPSHOT.

• We introduce a batch-based generation technique for generation of arbitrary
shape traffic maps.

• We fine-tune the sliding window mechanism in APPSHOT to achieve the best
performance in terms of hot spots.

• We evaluate the proposed method with various metrics and downstreaming ap-
plications to demonstrate the fidelity of our generative model.

• We open source the synthetic dataset to support more data-driven research.

20



1.3.2 Efficient mobile drive testing based on generative modeling
In this thread, the focus is mainly on the experience of a single user. Conventional way
to infer the experience of an end user includes (1) classic drive testing: field test in all
scenarios and region; (2) virtual drive testing (VDT): doing test in lab environment to
simulate real user experience; (3) minimal drive testing (MDT): real end user upload
measurement data directly (crowd sourcing). The existing methods all have significant
limitations. Classical Drive Testing has very low efficiency to cover a large area. VDT
can only be used to perform certain equipment testing that can be simulated in the
lab. MDT involves end-user data, which arises privacy concern, and the user might
not volunteer for MDT. To address the limitations in existing drive testing methods,
we propose GENDT, a user-side KPI (Key Performance Indicator) generator based on
Graph Neural Network (GNN), and the uncertainty of generation will guide the mea-
surement in the real world to cover more informative regions. The detail contribution
is listed as follows.

• A GNN based generator that can aggregate various contextual data structure to
generate high fidelity user side KPI time series.

• Using stochastic RNN to generate small-scale fading and a deep Gaussian-based
method to generate large-scale fading in radio KPIs.

• An optimal measurement strategy driven by model uncertainty to reduce the
actual field test needed to train GENDT.

• GENDT is evaluated together of various existing methods on multiple use cases
to show the superiority of the proposed method.

1.3.3 Generative modeling based efficient and versatile network
telemetry

The native computation capability of the network elements does not increase as fast as
the network size, which overloads the memory and bandwidth of conventional network
facilities. Although there is network hardware with advanced computation ability ( for
example, embedding GPUs in network switch), that hardware is expensive and hard
to implement as a versatile solution. Therefore, in this thread, we propose a network
telemetry system driven by generative modeling — DISTILGAN, which is adaptive to
the state of the network. Moreover, DISTILGAN only requires a change in sampling
rate or threshold on the network element side, all the computation involved is done in
the cloud. The detailed contributions in DISTILGAN can be summarized as follows.

• A tailored spectral-temporal network based generator to reconstruct fine-grain
telemetry data from samples.

• Optimization of inference process and highly parallel neural network structure
to achieve ∼ 50× gain on inference latency compared with compressive sensing
based methods

• A heuristic mechanism to adapt to optimal sampling rate driven by estimation of
reconstruction loss.
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• Near-zero error measurement can be achieved with DISTILGAN with much less
overhead than in previous works, which is also proven with different downstream
tasks.

1.3.4 Explainable generative modeling driven anomaly detection
for Open RAN system

The problem we face in network monitoring is not just about collection itself, but also
about how we understand the network data. While in most cases we do not care about
the network KPIs when it works perfectly, we pay more attention to the case where
something anomalous happens, a.k.a., anomaly detection. We develop and implement
an anomaly detection system — SPOTLIGHT outperforms existing methods in the
following aspects.

• High accuracy in anomaly detection with a generative model based on two-phase
distribution learning.

• Using causal inference method and critical KPI filter to realize an accurate and
readable anomaly detection report.

• Efficient implementation with the Open RAN system, lightweight computation
at far-edge, and 4 ∼ 7× lower communication overhead than the state of the art.

1.4 Thesis Organization
The remainder of this thesis is organized as follows.

Chapter 2 introduces the background of the current network and the requirement
of network monitoring. We also introduce related works in this chapter and list their
limitations that motivate us to conduct research in this thesis.

Chapter 3 presents the detailed work on APPSHOT, generating high-fidelity city-
scale traffic maps with open source contextual data as input.

Chapter 4 presents the work related to GENDT, starting from the measurement we
made to train GENDT and the corresponding analysis of the network data that lead to
the designs of GENDT. We also introduce how to use GENDT to reduce measurement
overhead in the real world with use cases.

Chapter 5 investigates DISTILGAN, a data-driven network telemetry system, with
details on how we improve the fidelity of telemetry, what techniques we applied to
significantly reduce the inference latency and how DISTILGAN adapts to the state of
the network. In this chapter, three scenarios are discussed to demonstrate the versatility
of DISTILGAN, namely ISP network [25], 5G RAN, and IoT smart metering.

Chapter 6 carries out anomaly detection in the Open RAN system. In this chapter,
we demonstrate the challenges in Open RAN anomaly detection, our system setup, and
how we collect the measurement data. We then design and implement SPOTLIGHT,
significantly outperforming the state of the art in terms of precision, explainability, and
efficiency.

Chapter 7 concludes this thesis, summarizing the work presented and discussing
the limitations of the contributions, as well as possible directions for future research.
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Chapter 2

Background

2.1 Network Measurement and Monitoring

In this thesis, network refers to the telecommunications network, which is a group of
nodes interconnected by telecommunications links that are used to exchange messages
between nodes. Links may use a variety of technologies based on the methodologies
of circuit switching, message switching, or packet switching, to pass messages and
signals. Multiple nodes may cooperate to pass the message from an originating node
to the destination node via multiple network hops. Examples of telecommunications
networks include ISP (Internet service provider) network, RAN (radio access network),
IoT (Internet of Things) network, etc.

Analyzing the performance of the network, identifying potential problems, and de-
tecting malicious activities is critical. Network Measurement is the practice of taking
a snapshot of the current state of the network in any format. Network Monitoring
consists of the results of a series of measurements, or network monitoring can be de-
fined as continuous network measurements. To understand the state and performance
of the network, we need to collect the performance data of different network elements
( e.g., power, memory usage, etc.), as well as collect the information of the traffic sent
within the network ( e.g., number of TCP flows, number of IP packets, etc.). Network
monitoring provides the information that network administrators need to determine,
in real time, whether a network is running optimally. Traffic engineering, quality of
service, and anomaly detection also depend on monitoring for decision making.

In an ISP network or general IP network, the interest of measurement is mainly
about the features of flows or aggregation of flows. While the definition of flow might
vary between scenarios, the most common definition is two-tuples and five-tuples. By
two-tuple — <Source IP, Destination IP>, it basically includes all traffic
between two nodes in a specific direction, whereas the five-tuple:

<Source IP, Destination IP, Source Port Number,
Destination Port Number, Transport Protocol>

further specify the port and protocol. For each flow or aggregation of flows, in general,
we focus on the following typical measurements:

• Size of Flow (i.e., bitrate).
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• Number of IP packet or special event, for example, number of SYN flags in the
TCP flow.

• Change in flow size (change in bitrate).

• Distribution of flow size.

• Number of active flows.

In radio networks, there are many special parameters that appear mainly in wireless
communication. The most representative radio network is the mobile network ( a.k.a.,
cellular network), which is a telecommunications network where the link to and from
the end nodes is wireless and the network is distributed over land areas called cells,
each served by at least one fixed location transceiver called basestation, as Figure 2.1
shows. In the context of mobile network measurement, we in general focus on the
KPIs that reflect the features or performance of the wireless channel, for instance,
SNR (Signal-to-Noise Ratio), CQI (Channel Quality Indicator), etc. While most of
those special KPIs focus on the physical layer, the higher layer KPIs as stated in ISP
network can still be applied to mobile network.

In addition to the ISP network and mobile network, there are many other different
networks, such as sensor networks in an IoT system. Different systems might have
totally different KPIs to be measured. The KPIs might cross different layers of the
network or come from different elements of the system. In this thesis, we introduce
the KPIs in each scenario before the evaluation.

2.2 Generative Models
Generative models have been widely deemed the most promising approaches to cre-
ative generation of real world data. From generating images [80, 156] to imitation of
human conversation: ChatGPT [1], generative models keep updating people’s under-
standing of the power of artificial intelligence. The beauty of a generative model is
that it generates a large set of data with significantly smaller amount of data on which
we train them. In general, generative models have the potential to automatically learn
the natural characteristics of a dataset, regardless of the categories or dimensions, even
something entirely different.

Mathematically, a generative model is a statistical model of the joint probability
distribution P (X, Y ) on a given observable variable X and the target variable Y or
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Figure 2.2: Schematic of adversarial training.

just P (X) if there are no labels. Suppose the distribution of X and Y is RX and RY ,
the set of RY is generally much larger than RX . With the rise of deep learning, a
new family of methods is formed through the combination of generative models and
deep neural networks. The conventional generative model includes VAE (variational
autoencoder) [88], Gaussian mixture model [146], etc.

Generative models become much more powerful after the introduction of adversar-
ial training, which is known as GAN (Generative Adversarial Network) [73], a type
of deep generative model. As its name indicates, adversarial training includes a pair
of generative model (a.k.a, generator) and discriminative model (a.k.a, discrimina-
tor), and trains them together in an adversarial manner, as Figure 2.2 illustrates. The
discriminator is a model of the conditional probability of the target Y , given an ob-
servation x, symbolically P (Y |X = x). Originally introduced to study attacks on
machine learning algorithms, adversarial training has been proven to be efficient in the
performance of deep learning models.

As an extension of classical deep learning models, the generative model in gen-
eral shares a similar neural network structure. The main difference is in the training
process, the way to introduce latent information (e.g., noise input), and the inference
process (e.g., enable variational inference). On one hand, these differences make the
training and robustness of generative models a bit challenging, for instance, the model
collapse issue of unconditional generative models. On the other hand, because of these
new functions, GAN shows significant gain on distribution learning, which then con-
tributes to better fidelity or accuracy performance.

2.3 Generative Modeling for Networking
Inspired by the characteristic of generative models that generate a much larger dataset
with a relatively much smaller training set, the generative model can be applied to gen-
erate network data for various purposes. So far, in previous work [170, 178, 179],
generative models have been proven to be powerful in network measurement and mon-
itoring in many aspects, from data prediction to anomaly detection. Meanwhile, there
is a trend to include native support for machine learning (ML) functions in various
networks, making the application of generative models feasible.

Generative models have shown great power on creating content. From a pure data
science point of view, network measurement data share a structure similar to that of
general objects. For instance, the traffic snapshot of a whole city could be taken as an
image. Starting from the data structure, many tasks in networking can be represented
by more general tasks in machine learning. As the example in Figure 2.3 shows, the
generative model that generates an image from text description could be applied to
generate a traffic map on a city scale. By generating such a traffic map, we can share
the traffic data without leaking privacy information. Also, during the implementation
of a new network, we can utilize such technology to enable ’What if’ functions by
predicting traffic or coverage performance with available context information in target
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region.

Generative model also brings advanced computing capability into the networking
area. Optimization problem in networking, in general, includes heavy CPU computa-
tion that cannot be directly accelerated by GPUs [157]. The generation model can be
implemented in one or several steps in the optimization problem solving process. One
typical scenario is compressive sensing (CS). The process of a network measurement
system based on CS is illustrated in Figure 2.4, where the measurement data is col-
lected on network elements, then through the “sensing” process in CS algorithm, the
data are compressed into a dense representation and hence save the bandwidth for the
following transmission. Then on the receiver side, we run the CS reconstruction to re-
cover the original data. In the classical CS, the sensing process has certain constraints;
for instance, the data need to be sparse. The conventional reconstruction process in
general includes an optimization problem solving process, which is slow when the di-
mension of input data is high. The optimization problem in CS can be taken as generate
the original data based on the result after sensing, and then the optimization problem is
resolved via model inference and can be done with milliseconds level latency or even
less. In addition, the sensing process could be done with machine learning as well to
obtain an optimal representation of data that matches the corresponding generator on
the receiver side.

There are more use cases of the generative model in networking and we cannot list
them all due to space. In general, we can find many use cases in networking that can
be improved by generative models because they broadly share similar data structure
and objective.
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2.4 5G Radio Access Networks (RANs)

2.4.1 5G RAN general architecture

Overall architecture of 5G RAN (Radio Access Network) would not look much dif-
ferent from the previous generation (4G or LTE). The definition of RAN is explained
in Figure 2.5, including user equipment (UE), gNB (gNodeB, 5G basestation). There
is backhaul connects RAN with mobile core network. The key difference between the
5G RAN from the previous generation is the different protocol and implementation.
Among all of these differences, the most outstanding one would be that the gNB in-
ternal structure is split into two parts called CU (Central Unit) and DU (Distributed
Unit), which will be illustrated in detail with a representative implementation of 5G
RAN on open-source hardware — O-RAN (Open RAN) in the following part of this
section. For the monitoring of mobile core and Internet traffic, there is no structural
change for 5G, as they are basically IP network systems, and hence we do not provide
further discussion in this part.

2.4.2 Open RAN architecture

The detailed network elements of ORAN is illustrated in Figure 2.6. ORAN is not
fully overlapped with the definition of RAN, as the user equipment is not included.
ORAN consists of three main components, RU, DU, and CU. While RU is responsible
for the radio communication part just as in the previous generation, the split CU/DU is
the new function in 5G RAN. The separation of CU and DU helps virtualize network
functionalities, which potentially contributes to flexibility and cost reduction. The CU
and DU in the ORAN system is operated on general CPUs, making the implementation
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of RAN easier.

As Figure 2.6 shows, RAN disaggregation splits base stations into different func-
tional units, effectively embracing and extending the functional disaggregation paradigm
proposed by 3GPP for Next-Generation Node Bases (gNB) of NR. The gNB is divided
into a central unit (CU), a distributed unit (DU), and a Radio Unit (RU). The CU is
further split into two logical components, one for the Control Plane (CP) and one for
the User Plane (UP). This logical split allows different functionalities to be deployed
at different locations of the network, as well as on different hardware platforms. For
example, CUs and DUs can be virtualized on white-box servers at the edge (with hard-
ware acceleration for some of the physical layer functionalities) , while the RUs are
generally implemented on field-programmable gate arrays (FPGAs) and application-
specific integrated circuits (ASICs) boards and deployed close to RF antennas.

The O-RAN Alliance has evaluated the different RU/DU split options proposed by
the 3GPP, with specific interest in alternatives for physical layer split across the RU
and the DU. The 7.2x version of RU/DU split strikes a balance between simplicity of
the RU and the data rates and latency required on the interface between the RU and
the DU. In split 7.2x, the RU performs time-domain functionalities, with precoding,
Fast Fourier Transform (FFT), cyclic prefix addition/removal, and Radio Frequency
(RF) operations, which makes the RU inexpensive and easy to deploy. The DU then
takes care of the remaining functionalities of the physical layer and of the Medium
Access Control (MAC) and Radio Link Control (RLC) layers, including scrambling,
modulation, layer mapping, part of precoding, and mapping into physical resource
blocks. The operations of these three layers are generally tightly synchronized, as the
MAC layer generates Transport Blocks (TBs) for the physical layer using data buffered
at the RLC layer. Finally, the CU units (CP and UP) implement the higher layers of the
3GPP stack, that is, the Radio Resource Control (RRC) layer, which manages the life
cycle of the connection; the Service Data Adaptation Protocol (SDAP) layer, which
manages the Quality of Service (QoS) of the traffic flows (also known as bearers); and
the Packet Data Convergence Protocol (PDCP) layer, which takes care of reordering,
packet duplication, and encryption for the air interface, among others.

Another innovation is represented by the RICs in Figure 2.6, which introduce pro-
grammable components that can run optimization routines with closed-loop control
and orchestrate the RAN. The nonreal-time (or non-RT) RIC is a component of the
Service Management and Orchestration (SMO) framework. The non-RT RIC provides
guidance, enrichment information, and management of ML models for the near-RT
RIC. Additionally, the non-RT RIC can influence SMO operations, which gives the
non-RT RIC the ability to indirectly govern all components of the O-RAN architec-
ture connected to the SMO, thus making decisions and applying policies that influence
thousands of devices. The near real-time (or near-RT) RIC is deployed at the edge
of the network and operates control loops with a periodicity between 10 ms and 1s.
Near-RT RIC consists of multiple applications supporting custom logic, called xApps,
and of the services that are required to support the execution of the xApps. An xApp is
a microservice that can be used to manage radio resources through specific interfaces
and service models.
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2.5 Related Work

2.5.1 Service Level Traffic Data Generation
Traditional network traffic generation focuses on creating different packet-level work-
loads. There are a number of tools that exist for this purpose (e.g., iPerf, MGEN,
Ostinato) and are also embedded in popular network simulators (e.g., ns-3). Some of
these tools like D-ITG [2, 22] support modeling different applications through param-
eterized probability distributions for packet sizes, their inter-arrival times, etc. This
form of traffic generation does not have a spatial dimension. In contrast, our focus
is on generating snapshots of application/service level mobile traffic volumes (aggre-
gated across multiple users and flows) at different locations of a target region (e.g., a
city).

We are unaware of any prior work for generation of service-level mobile network
traffic data. The few related works that exist in the mobile networking context [43,
107, 178, 180] focus on overall traffic across all services. Di Francesco et al. [43]
propose an approach for assembling a cellular dataset for a given region by integrating
multiple sources of data, including census data for population distribution, base station
locations and estimation of data demand per subscriber. For the data demand, they
simply model this as a probability distribution based on operator provided data on
overall mobile traffic across all services and then sample from it. We consider this
approach as a baseline in our evaluations and highlight its limitations in handling traffic
correlations. In another mobile traffic related work, Bo et al. [107] target generation of
mobile traffic patterns for a region focusing on hotspots through geotagged Twitter data
for that region. Here again, only total traffic volume across all services is considered
and not at the individual service level like we do. Moreover, access to Twitter data is
no more easier than accessing mobile traffic data whereas we base our generation on
context data for the target region that can be easily obtained from public sources.

SpectraGAN [180] and CartaGenie [178] are recent proposals that can be viewed
as the state of the art on mobile traffic data generation. As in our work, SpectraGAN
and CartaGenie take a conditional deep generative modeling approach but focus on
generation of spatial or spatiotemporal data for total traffic volumes in a city. We target
a different and orthogonal dimension, i.e., on the individual service level contributions
that make up the total traffic. As we show in our comparative evaluation, applying
SpectraGAN or CartaGenie for our purpose yields poor quality generation due to its
inability to model inter-service correlations and their relation to total traffic.

As we represent city-scale mobile traffic snapshots as images, their generation at
service level can be viewed as a multi-channel image generation problem. Further-
more, since we aim at conditional generation using contextual attributes as a multi-
channel image input, image translation works from the computer vision domain are
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particularly relevant. Pix2Pix [80] is a representative prior work on conditional image
translation. When applied to our problem setting, this work has several key limitations
as we show in our evaluation: (i) it does not take particular care to capture correlations
among channels (services in our problem); (ii) it fails to model variation in the data
from using just dropout for stochasticity; (iii) it can also result in undesirable edge
effects and artefacts when generating traffic maps for arbitrary sized regions. These
limitations also apply to other related works from the computer vision literature (e.g.,
Style-GAN [60], Cycle-GAN [198]), which are essentially rooted in the fact that they
do not cater to the unique requirements of mobile service traffic map generation. The
works from the transportation domain, exemplified by Traffic-GAN [197], for road
vehicle traffic generation are also broadly related. However, these works do not dif-
ferentiate between different vehicle types (individual mobile services in our case) and
also make a strong assumption of knowing correlations among traffic on different roads
for the target region, which is unrealistic.

Besides generation of multi-service mobile traffic maps, our work also includes an
analysis of mobile network traffic across different services and cities. This part is novel
compared to prior service-oriented mobile traffic analysis works (e.g., [111, 159])
by focusing on the key characteristics that need to be kept in mind when generating
service-level mobile traffic data. In particular, unlike [159], we analyze the correlation
between traffic of different mobile services as well as with a wide range of contex-
tual attributes beyond urbanization. Compared to [111], we study the similarities and
differences in mobile traffic across cities, with a focus on peak periods, traffic stochas-
ticity, hotspot density and distribution.

Takeaways. Overall, the conditional generative model in computer vision (CV) and
related domain is very promising at service-level data generation. However, directly
applying existing methods to network data generation cannot generate a high-fidelity
traffic map due to the special characteristics of service level traffic. A tailored generator
is needed to generate high-fidelity service level traffic.

2.5.2 Drive Testing Data and the Application of Deep Learning
In the context of mobile network drive testing and is aimed at reducing its cost as-
sociated with measurement data collection. As stated at the outset, the VDT ap-
proach [26, 122, 124] is limited to device/equipment testing and so is unsuitable for this
purpose. The other alternative approaches involving user device based measurement
collection via MDT [6, 84, 158] or crowd-sourcing [10, 51, 123, 125] are hindered by
insufficient incentives and privacy concerns. To the best of our knowledge, our work
is the first to explore the generative modeling approach towards making drive testing
efficient and cost effective.

Broadly related are the works focusing on coverage mapping and pathloss predic-
tion, which can be seen as a subset of drive testing use cases. In contrast to traditional
methods including ray-tracing [138], recent work (e.g., [10, 51, 164, 176]) has adopted
statistical and machine learning approaches for measurement or computational effi-
ciency. Alimpertis et al. [10] propose a random forests based model for prediction of
signal strength (RSRP) map, whereas Thrane et al. [164] present a convolutional neural
network (CNN) based supervised spatial regression model that maps satellite images
of a target region to signal quality parameters like RSRP and RSRQ in that region.
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On the other hand, [176] focuses on pathloss prediction using multi-layer perceptron
(MLP) based neural network model. The above mentioned works cannot mimic mea-
surements with drive testing as they do not have a notion of user trajectory or temporal
variations. They also make a simplifying but inaccurate assumption that serving cell at
each location is fixed and known. Moreover, the model in [164] due to being trained
with satellite images for a specific region does not generalize beyond that region. In
contrast, our proposed GENDT approach overcomes the above limitations through a
tailored and novel deep generative model.

GENDT leverages graph neural networks (GNNs) [13] to effectively handle vary-
ing network context around a drive testing trajectory. While there have been some
recent works employing GNNs for time-series prediction problems (e.g., [104, 168]),
to our knowledge, ours is the first work on GNN based time-series data ‘generation’.
As noted in prior work [179], data generation is a much harder task than prediction.
We comparatively evaluate our model with the LSTM-GNN model [168].

Using deep generative models, especially generative adversarial networks (GANs)
and variational autoencoders (VAEs), for data synthesis is of prime interest currently [121].
Such models are being used to generate data for machine learning, in finance, health-
care and other domains. Within the mobile networking domain, there have been few
recent works proposing deep generative models for various types of network and wire-
less data. The potential for GANs to generate physical layer channel response samples
for MIMO channels has been discussed in [184]. SpectraGAN [179] is another broadly
related work in this domain that targets the generation of spatiotemporal mobile traf-
fic data. Unlike our setting, mobile traffic data has certain unique properties such as
‘recurring’ patterns that are exploited in SpectraGAN for effective data generation.

Works on multivariate time-series synthesis in general are related given our prob-
lem involves generating time-series data for multiple radio network KPIs. Existing
work [32, 93, 98], however, targets very different problems from ours. For instance,
in [93], an unconditional GAN based multivariate time-series synthesis model is intro-
duced to generate data for resource utilization measurement of CDN caches whereas
we target a conditional data generation problem. As another example, Chen et al. [32]
focus on mitigating the severe class imbalance in the data for predicting rare events
(e.g., solar flares).

Among these works, DoppelGANger (DG) [98] is a more closely related work that
is aimed at unconditional GAN based generation of multivariate time-series data for
networks and systems (e.g., Wikipedia article views over time, network monitoring
data over time, resource usage in compute clusters).

Takeaways. To our knowledge, there is no generative model in the literature that is
tailored to generate multivariate time series that reflect stochastic features and achieve
high fidelity at the same time. Even with the generation method, we still need to design
a method to reduce the overhead of field test, because the cost of collecting sufficient
training data is high when conducting city-scale measurement.

2.5.3 Network Telemetry
Sampling. In some system when the memory and bandwidth is sufficient, Nyquist
sampling can be applied as a lossless data compression method in real-time [186].
However, if we look at more general network telemetry task, there are two limitations

31



of Nyquist sampling: (1) the underlying system cannot achieve the Nyquist rate due
to the limitation of hardware — sub-Nyquist is essential sometimes; (2) Nyquist rate
changes a lot across different periods and hard to search the correct rate. Therefore,
Nyquist sampling cannot guarantee the feasibility in general network measurement
as equipment such as switches may have very limited memory, and the robustness of
Nyquist sampling is also poor because it relies on heuristic methods [135] to determine
the correct Nyquist rate and the searching process is hard to converge when the signal
bandwidth changes very fast.

Sampling regardless Nyquist rate is also used in network telemetry [145, 166, 171].
In those scenario, sampling is applied to significantly reduce the memory or bandwidth
overhead, and only an approximation of the ground truth measurement can be obtained.
We therefore did not include these works in the evaluation as they cannot meet the
high-fidelity requirement at suggested configuration.

Sketching [53] is the common method in network telemetry for abstracting, where
approximation is introduced to record the network KPIs of interest. Because lack of
data recovery design, conventional sketching methods [70, 95, 100, 101, 182] either
focus on very high level statistics or ignore less significant part of network to meet the
memory/bandwidth budget, for instance SketchVisor [69] directly drop some IP pack-
ets to make sure the sketch is executable with limited memory size. Those approxima-
tion leads to a poor fidelity on its result, SketchVisor [69] might have more than 30%
flows measured with significant error under the recommended memory configuration
as there still be significant IP packet dropping. Besides, those methods cannot adapt
to the dynamics in the network and only works with the initial configuration, without
the ability to report the measurement error, leaving the robustness in complex network
environment vulnerable. In practice, people has to configure them with the theoretical
upper bound error and network throughput, which is inconvenient and would cause
resource waste.

Sketching Based Sensing. The discussion of combination of sketching and CS has
started from early years, in [36, 92, 103] people notice that sketching could be taken
as a sensing method in CS system. Recent years we there are few successful usages of
classic CS in general sketching system, to further reduce the measurement amount on
data plane or sensors [69, 71]. In conventional setup [69], because the features such as
orthonormality of the sensing matrix is not fine tuned, the fidelity of recovery is lim-
ited. Method such as [71] fine tune the sensing matrix as well as the counter structure
to achieve near-zero error recovery and even less memory consumption. Nevertheless,
there are another two limitation of classic CS: (1) Recovery time is unacceptable long
when the data dimension is high; (2) Estimate the sparsity of network data is challeng-
ing. The first limitation is more significant for large network measurement, when there
is 100Ks of flows, it takes minutes for the optimization solver to converge. The second
limitation means it is very difficult to know if we allocate sufficient sampling rate (or
memory) because we do not have effective method to estimate the recovery error, and
therefore poor robustness upon significant data sparsity changes.

Classical Compressive Sensing (CS). In a most general setup, classical CS highly
rely on the sparsity of data. Network data show sparsity in diverse scenarios. [33, 90,
196] leverage compressive sensing to recover missing values in traffic matrices. [23]
applies CS to network link tomography.

Deep Learning based Compressive Sensing (DL-CS). Besides sparsity, there are
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latent structure and correlation between samples in real-world network data, such as
periodicity and self-similarity [40, 82, 133], which can be used for data recovery be-
yond Nyquist rate. Classic CS relies on data sparsity without looking into other inher-
ent structure on target data. DL-CS [62, 174, 177, 181] is then proposed to leverage the
other structural information, and also in general has much lower recovery time (around
two orders). While shows better recovery fidelity in variate domains — image process-
ing [156, 195], wireless networks [65, 108], etc., there is no thorough investigation of
DL-CS in network telemetry. Specially in network telemetry, the DL-CS with fancy
encoder on sender side is not applicable because the sender side in general do not suffi-
cient resources to process high data throughput with encoders. Broadly, we can take the
latest time series generation and imputation models [49, 91, 102, 106, 108, 162, 188]
as DL-CS methods without an encoder and designed for time series. However, the
existing methods cannot give a high-fidelity reconstruction when the sampling rate is
very low, and the recovery time is unacceptable with some latest models. The CS the-
ory is also applied some lossless compression algorithm with deep learning [61, 109],
we classify those methods to DL-CS family as well. While achieving higher compres-
sion ratio and much lower bandwidth consumption, the computation complexity is not
affordable in most of network equipment, and they also need to be operated on large
window size to achieve significant compression ratio — the actual memory and latency
overhead is very high in measurement system.

Takeaways. Generally speaking, the existing methods make different trade-offs
between the various requirements — high reliability, efficiency, versatility and real-
time, and as such none of them meets all the requirements mentioned above. This
observation motivates us to pursue a new and powerful approach to network telemetry
that is better suited to meet all requirements.

2.5.4 Anomaly Detection with Network Measurement Data
Network measurement data in general comes in the form of multi-variate time se-
ries, where each variate corresponds to specific. Time series anomaly detection is
an active area of research in the machine learning domain [19]. In line with what is
noted above, the state-of-the-art methods are prediction based (e.g., GDN [41]), re-
construction based (e.g., MADGAN [94]) or combine both (e.g., TranAD [170], VAE-
LSTM [97]). These methods have poor precision (high false alarms) when applied to
our Open RAN setting. Moreover, with the exception of a few methods like GDN [41],
most existing time series anomaly detection methods lack explainability.

From a method design perspective, the problem we target is essentially multivari-
ate time series anomaly detection [19]. In the RAN context, prior work (e.g., [87]) has
shown that commonly used non time series anomaly detection methods (e.g., Z-Score
based, robust covariance, one-class SVM) [5, 89], and supervised binary classifica-
tion based anomaly detection, as considered in early works (e.g., [81]), are ineffec-
tive. Consequently, state-of-the-art approaches for RAN anomaly detection broadly
fall under two classes: (i) time series prediction with recurrent neural networks (e.g.,
LSTM) [31, 87, 169, 192]; (ii) reconstruction based with autoencoders [87, 113, 169].
Both these approaches are limited by the unwieldy challenge of having to determine a
right threshold for prediction/reconstruction errors.

Explainability or root cause analysis has been considered in some prior works on
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anomaly detection in traditional RANs [31, 143, 192]. A common approach is to aug-
ment an anomaly detection method with SHAP (SHapley Additive exPlanations) [105]
or similar model-agnostic explainers, for identifying important features/KPIs responsi-
ble for the detection of anomalies [31, 192]. Interpretable shallow ML models such as
decision trees have also been used [143]. Explainability of AI models is starting to be
recognized as an important requirement in the Open RAN context [24]. However, we
are unaware of any existing work on explainable anomaly detection for this context.

Takeaways. We do not find a method in the literature that jointly considers Accu-
rate, Explainable and Efficient anomaly detection. In the ORAN system, the task is a
bit tricky because only detecting the anomaly accurately is not sufficient, we have to
understand the root cause from hundreds of parameters. Meanwhile, anomaly detec-
tion should be conducted in a lightweight way, with the consideration of the limited
computation resource available on the basestation and transmission latency when the
cloud is involved.
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Chapter 3

AppShot

3.1 Introduction

In this chapter, we focus on the first problem studied in this thesis, conditional gener-
ation of service level mobile traffic data. As stated in §1.3.1, lager scale service-level
mobile traffic data enables research studies and innovative applications in networking
domain, with a potential to shape future service-oriented communication systems and
beyond. However, real-world datasets reporting measurements at the individual service
level are hard to access as such data is deemed commercially sensitive by operators.
Such restriction can be relieved by a generative model that can generate high fidelity
traffic map solely with open source contextual data . The generated traffic map is dis-
tinct to the real traffic map and hence the risk of leaking sensitive information would
be much lower than manually cleaned dataset. Meanwhile, the fidelity of generation is
sufficient to support data driven applications and studies.

Designing a data synthesis model that can generate high-fidelity service-level mo-
bile traffic snapshots and generalizes well to new regions is challenging due to a num-
ber of reasons. First, the publicly available context data for a target region may not
fully determine the mobile services traffic for that region and in general cannot cap-
ture the stochasticity inherent to mobile traffic. Second, mobile traffic is known to
have complex spatiotemporal correlations both overall and at service level [134, 153],
which need to be captured by the model. Third, locations and times with high traffic
intensity (which we refer to as hotspots in this paper) are particularly important for
downstream use cases on research management and beyond (e.g., [83]), and need to be
faithfully modeled. Fourth, the model should correctly capture correlations between
traffic for different services and their relative contribution to overall traffic. Finally,
the model should be flexible in accommodating the fact that the target regions for traf-
fic generation may differ widely in their geographical dimensions as well as contex-
tual attributes and traffic characteristics. All those challenges motivate us to develop
APPSHOT, which to best our knowledge the first high fidelity generative model for
service-level city-scale traffic map.

In this chapter, we provide an in-depth discussion regarding the design of APP-
SHOT. The detailed neural network structure, training method, and other special de-
signs are included. The high-fidelity of APPSHOT makes the generated data of APP-
SHOT an open-source real-world traffic dataset that helps various downstreaming ap-
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plications.
This chapter is structured as follows. The next section elaborate mobile traffic

and context data relevant to APPSHOT. Then in §3.3, we conduct an analysis of the
aforementioned data, including service-level traffic characteristics and correlation be-
tween traffic and context. The proposed generative model APPSHOT is described in
detail in §3.4. Evaluation results are presented and discussed in §3.5, followed by the
use of APPSHOT for a downstream service-level traffic dependent application in §3.7.
Finally, §3.9 concludes the chapter.

3.2 Mobile Traffic and Context Data
For the purpose of modeling, analysis and evaluation in this work, we make use of a
real-world mobile traffic dataset collected in the production network of a major mobile
network operator in Europe. We also gather data for a variety of contextual attributes
for the target regions from public sources.

Mobile Traffic Data. Our traffic dataset spans 10 major cities in a European coun-
try (referred henceforth as CITY 1-CITY 10)1, where it covers the mobile demands of
the whole subscriber base of the operator, amounting to around 30% of the local user
population. This data was obtained by monitoring individual IP data flow sessions in
the operator’s network over the General Packet Radio Service (GPRS) Tunneling Pro-
tocol User plane (GTP-U). To infer the services corresponding to the traffic flows, the
operator employs a combination of proprietary and commercial traffic classification
tools on top of Deep Packet Inspection (DPI) probes, which allows identifying a very
wide range of mobile services with a high degree of accuracy [159]. Note that the data
was aggregated geographically (per antenna sector) and temporally by the operator, so
as to make the data non-personal and to preserve user privacy; all operations were car-
ried out within the operator premises, under control of the local Data Privacy Officer
(DPO), and in compliance with applicable regulations, according to GDPR (General
Data Protection Regulation) regulations [3]. The data was aggregated over all users
in space and time in secure servers at the operators’ premises, and we only accessed
de-personalized aggregates.

Each city is represented in the data as a regular grid tesselation over space with
each grid cell (i.e. pixel) covering 250× 250 m2. Unsurprisingly, different cities have
different geographical sizes in terms of number of pixels in each dimension, and range
from 33×33 to 97×123 pixels. Traffic data per pixel consists of overall mobile traffic
volume for each service across uplink and downlink directions in bits/s, over time.
The dataset covers a continuous period of 6 weeks. In this dataset, we consider the
top 10 popular services that contribute to more than 80% of the total traffic volume,
namely: YouTube (YT), Instagram (INS), SnapChat (SC), WhatsApp (WA), Netflix
(NF), Apple Store (AS), iTunes, Facebook (FB), Twitter (TW), and Google Play (GP).
As such, the effective total mobile traffic in our study is the sum of traffic due to these
top-10 services.

Context Data2. Our conditional generation model takes advantage of contextual

1We can not disclose any information about the actual name of cities and the specific region in them.
All data information is reserved as confidential by the data provider

2To align the contexts with traffic map on pixel level, we follow the method used in [159]
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attributes to produce credible synthetic traffic. We gather a wide range of context data
from easily accessible public sources, so that the method is applicable as widely as
possible. All attributes for each city are mapped to the corresponding regular grid
tessellation used to represent mobile traffic data, examples under each attribute are il-
lustrated in Figure 3.1. In all, we consider 27 different contextual attributes, as outlined
below.

Population. The number of inhabitants residing in each grid cell, as reported in the
relevant national census.

Land Use. The different uses of the land within each grid cell, obtained from the
Copernicus Urban Atlas repository [12]. We only retain land use types that exhibit non-
negligible correlation with mobile traffic (as per Spearman’s correlation coefficient
(SCC) [119]). Ultimately, 12 land use attributes are considered, listed in Table B.1.

Points of Interest (PoIs). The number of landmarks of a specific class within each
grid cell, extracted from the OpenStreetMap (OSM) repository [131]. We use a similar
correlation analysis with traffic as above, and retain the 14 significant PoI categories
(Table B.1).

Contextual Attribute Avg. SCC

Population 0.639
Continuous Urban 0.220
High Dense Urban 0.180

Medium Dense Urban 0.128
Low Dense Urban 0.254

Very-Low Dense Urban 0.102
Isolated Structures 0.051

Green Urban 0.325
Industrial/Commercial 0.252

Air/Sea Ports 0.321
Leisure Facilities 0.322

Barren Lands 0.067
Sea 0.072

Tourism 0.135
Cafe 0.002

Parking 0.2110
Restaurant 0.1797
Post/Police 0.118

Traffic Signal 0.430
Office 0.343

Public Transport 0.080
Shop -0.018

Primary Roads -0.074
Secondary Roads -0.009

Motorways 0.254
Railway Stations 0.371

Tram Stops 0.158

Table 3.1: List of contextual at-
tributes considered.
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3.3 Analysis of Mobile Traffic Characteristics Across
Services and Cities

(a) Four locations in CITY 1
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(b) Corresponding traffic

Figure 3.2: Illustration of inherent variation in traffic at each location over time, con-
sidering CITY 1 as an example.

In order to better inform the design of our generator, we first investigate the proper-
ties of mobile network traffic at the service level, across a number of different dimen-
sions.

Relationship between Context and Traffic. We start by investigating how the
traffic across the 10 target services relates to contextual information. A first important
observation concerns the inherent stochasticity of mobile traffic: Figure 3.2b shows the
distribution of total traffic observed over time at four different pixels in CITY 1, whose
locations are shown in Figure 3.2a, and the traffic is normalized by the maximum pixel
scale traffic (maximum value of traffic map over all dates) as displayed in the X-axis
of Figure 3.2b. Note that mobile traffic can exhibit substantial variation at a location
even though the corresponding context remains the same: this is, e.g., the case of
the population density illustrated in Figure 3.2a. In addition, the correlation between
mobile traffic and contextual attributes for any given region is non-trivial. This is as
exemplified in Figure 3.1, where three sample contextual attributes do not show any
obvious visual correlation with the mobile traffic.

Takeaway message. The generation process must capture the stochastic nature
of mobile traffic, by correctly modeling the relationship between static context infor-
mation and spatial traffic demand at different time periods. Also, the lack of simple
correlations between individual contexts and traffic indicates that a naive univariate
statistical model based on any one attribute is not an effective generator, thus motivate
the more complex multivariate designs we consider.

Correlations with Service Level Traffic. The above analysis considers aggre-
gate traffic. As we are interested in service-level generation, we now examine the
dependence of the demand for individual services on the various contextual attributes.
Figure 3.3 shows correlation between the traffic snapshots of different services and the
contextual attributes in three cities. We observe that, for a given city, the correlation
between different services and any single attribute is close – each column generally has
a similar color, but the service-context correlation varies across attributes (columns).
This hints that the spatial distribution of traffic is consistent across services in a same
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(c) CITY 3

Figure 3.3: Correlation between the traffic of mobile services and contextual attributes
in three different cities.
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(c) Evening Peak

Figure 3.4: Pairwise similarity between traffic snapshots of different mobile services
(as per SSIM) in CITY 3.

city. A more detailed analysis of cross-service traffic similarity further corroborates
this observation: in Figure 3.4, we use structural similarity (SSIM) [175] measure to
compute the spatial similarity between the spatial demand of pairs of services, for dif-
ferent daily peak hours in the morning, midday and evening. Note that SSIM is a
classical image fidelity metric, which allows comparing individual pixels between a
pair of images (here traffic maps of a pair of services) while also accounting for the
differences in the whole spatial construct across the compared images. As shown in
the plots, the spatial variations between different services stay relatively consistent at
all times. Yet, not all service-level demand pairs display the same level of similarity,
as SSIM between different service pairs ranges from 0.55 to 0.95 for any given time
period.

Takeaway message. The diverse correlations among services indicate that naive
transformations (e.g., scaling) are insufficient to generate traffic snapshots for one ser-
vice from the snapshots of a different service. However, more complex transformations
may still take advantage of the significant but varying degree of similarity among the
traffic of individual services. This suggests a model design that natively performs a
joint synthesis of all per-service snapshots.

Traffic Characteristics in Different Cities. Figure 3.3 also suggests that the rela-
tionship between service-level traffic and contextual attributes is different across dif-
ferent cities. The heterogeneity among cities also appears in terms of average daily
traffic volume, depicted separately for weekdays and weekends in Figure 3.5. Popula-
tion, city size, and user preference, all contribute to such heterogeneity. For instance,
CITY 1 has significantly higher traffic volume, about six to twenty times that of other
cities. The traffic generation model must be able to capture such traffic heterogeneity
across different regions. We also notice that traffic demand during weekdays is around
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Figure 3.6: Total traffic.

20% higher than weekends for all cities. Our evaluations therefore highlight weekday
traffic generation but relative performance results across different methods are similar
for weekends.

In contrast, Figure 3.6 shows that such differences do not emerge at the level of ag-
gregate normalized daily traffic, which is very consistent across all cities. Specifically,
we identify the same three peak hours for all cities: in the morning (8-9am), around
midday (12-1pm), and early in the evening (5-6pm).

Takeaway message. Generalizing the traffic generation task across cities is a sig-
nificant challenge, as context-traffic correlations are highly diverse between cities. So
the model must be designed so as to facilitate such generalization, which shall also be
a key element of the performance assessment. Also, in our evaluation we will focus on
the three peak hours identified above, as they are consistent across cities and especially
important for, e.g., network planning or network resource management purposes.

3.4 APPSHOT

Based on the insights from §3.3, the generation of high-quality multi-service traffic
snapshots faces the following major challenges: 1) synthesizing high-fidelity traffic
snapshot from context input with significant statistical variation; 2) preserving corre-
lations among multiple services, both in terms of structural similarity and percentage
contribution to total traffic; 3) allowing traffic generation for target cities of arbitrary
spatial sizes; and 4) accommodating diverse traffic characteristics and context data
ranges across cities.

With APPSHOT, we tackle challenges 1) and 2) by designing a tailored conditional
deep generative model (§3.3), and solve challenges 3) and 4) via customized data pro-
cessing and training methods (§3.4.2) and hyper-parameter tuning.

3.4.1 Problem Statement

Let χ = {X1, X2, · · · , XN} be a real-world mobile network traffic dataset that con-
tains sets of observations of mobile traffic, such that each set is collected in a dif-
ferent geographical region, i.e., city. The data for each city n ∈ {1, · · · , N}, in-
cludes observations over a given span of time T n, hence Xn = {xn

1 , · · · , xn
Tn}. The

observation at each time slot is composed of traffic due to S different services, i.e.,
xn
t = {xn

t,1, · · · , xn
t,S}. For time slot t ∈ 1, · · · , T n and service s ∈ 1, · · · , S, we rep-
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resent the mobile traffic observation xn
t,s ∈ ℜHn×Wn as a single channel image, whose

pixels map to the spatial units over which network traffic is recorded. Then, each pixel
value corresponds to the network traffic value recorded for service s at a specific geo-
graphic location; and, Hn ×W n are the height and width of the city n’s dimensions in
pixels, respectively; the dimensions may differ between cities.

In addition, each observation xn
t,s is associated with a set of K conditions, i.e.,

publicly available contextual attributes that may explain the volume of traffic generated
by mobile users (e.g., as Figure 3.1 illustrates, population distribution in the region,
land use characteristics, presence of points of interest, etc.). We denote the set of
conditions for each city as its context, and represent it as the set Cn = {cn1 , · · · , cnK}.
For each condition k ∈ {1, · · · , K} in city n, we have cnk ∈ ℜHn×Wn , and thus Cn ∈
ℜK×Hn×Wn , which is a multi-channel image with one channel per attribute. Note that
the static, spatial contextual attributes alone are typically insufficient to fully explain
the corresponding network traffic, as illustrated earlier in Figure 3.2b.

Our goal is to synthesize network traffic data fm
t,s ∈ ℜHm×Wm for an unseen region

m at a particular time t and given context Cm in a way that the synthetic fm
t,s samples

exhibit similar data characteristics to the real training data χ and are compatible with
the provided C.

3.4.2 Patch based Learning Methods
In order to optimize the learning process, the mobile traffic data and contextual at-
tributes need to be carefully formatted, as presented next.

Patching and Formatting

To create the training samples, we divide the Hn × W n traffic map xn
t,s of each city

n and service s in time slot t into smaller patches xn,l
t,s , l ∈ {1, · · · , L}, where L is

the total number of patches. This formatting has two advantages. Firstly, cities vary
in their geographical span and so their traffic maps have varied dimensions, hindering
the design of a single model that can handle different sized cities: here, employing
fixed smaller sized traffic patches allows using the same generator model architecture
regardless of the city dimensions considered for training or generation. Secondly, it
allows using diverse traffic patches from different snapshots together to enable a more
efficient training via stochastic gradient optimization. Moreover, different local sub-
regions of a same city can have similar relationship between the context and traffic.
So training at the patch level can be seen as a form of weight-sharing – a type of
regularization technique – to let the model learn the actual casual relationship between
context and traffic instead of memorizing the mapping.

The output synthetic traffic generated at the patch level (denoted as fm,l
t,s ) can be

of a high quality for each individual patch but may leave artefacts at the boundary
of patches when sewing the patch level outputs to a city-level traffic map. To over-
come this issue, we associate with each traffic patch xn,l

t,s a trimmed context patch cn,lk

(identical across all attributes) that includes a margin around the traffic patch (see Fig-
ure 3.7a). This is considering that only a portion of the city-wide context that is in the
geographical vicinity of the traffic patch stays relevant to the learning process. Cru-
cially, the additional margin ensures that the border pixels of a traffic patch xn,l

t,s have

41



Traffic
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(a) Patch of context and traffic map
Slide by 1 Patch each time

(b) No overlap

Slide by 1 Pixel each time

(c) Overlap

Figure 3.7: (a) Traffic patch and corresponding context patch; (b) non-overlapping
and (c) overlapping traffic patch cases.

sufficient context during the learning process. Clearly, the number of context patches
is the same as that of traffic patches, and we denote by cn,lk the complete context patch
corresponding to xn,l

t,s .
As an additional measure towards artefact-free synthetic traffic maps, we consider

overlapping traffic patches as shown in Figure 3.7c and slide across them by 1 pixel
each time during training and generation. Compared to the straightforward ‘no over-
lap’ case illustrated in Figure 3.7b, each pixel in the output traffic map benefits from
being part of multiple traffic patches. This not only helps with avoiding edge effects
but also serves as a data augmentation method. For example, with a city map of 20 ×
20 and traffic patch size of 10× 10 with dimensions in pixels for both, no overlap case
yields just 4 patches. Overlapping case, on the other hand, results in 121 patches3 for
the same example. More effective data for training aids in capturing key spatial traffic
features at high fidelity but also helps with better generalization across diverse cities.

Normalization

Given that different services may have vastly different traffic volumes, the training and
generation for services with relatively lower volume can become an issue if not handled
properly, especially in a multi-channel CNN model where the weights involved in the
generation of distinct services are broadly shared. To guard against this issue, we
employ service-level traffic normalization as a pre-processing step. Specifically, we

3We get 121 patches for this example by considering traffic patches with their top-left most pixel
falling at each of the pixels in the [1, 1] to [11, 11] square region.
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Figure 3.8: Schematic of APPSHOT generator architecture, labeled with input and
output at each layer.

normalize the traffic values, xs, of each service s by dividing them with xs,max, i.e., the
global per-pixel maximum traffic volume value observed for s.

This results in traffic values for each service to independently fall between 0 and 1.
As part of this normalization step, we also add a small ϵ value to handle cases where no
traffic is recorded for a service. The above normalization step can be easily reversed
during post-processing on the output synthetic traffic map via a rescaling step.

3.4.3 Detailed Model Design
Generator

The generator in APPSHOT is responsible for generating traffic map of all services,
each represented as a different channel in the multi-channel image output.

The generator, denoted as Gθ with θ representing the weights of the neural net-
work, is a conditional latent variable model instantiated by a CNN based architecture.
Formally, we use the latent variable z to model stochasticity and unobserved condi-
tions, then the probability of observing an actual mobile traffic x given conditions c
is modeled as pθ(x|c) = ∫ pθ(x|c, z)p(z)dz, where θ represents the parameters of the
conditional probability. Figure 3.8 shows a schematic of the generator’s neural network
architecture in APPSHOT. An important remark is that context c is spatial, whereas z is
non-spatial. The non-spatial input z in APPSHOT is processed via a specialized FiLM
conditioning layer [136], which effectively creates two convolutional entry branches
in the initial stages of the generator network. This design avoids the risks of a naive
conditioning on the latent variable z (e.g., simply concatenating it with c) that can
lead to the network completely ignoring stochasticity. Instead, the FiLM ensures that
the latent variable is duly accounted for in the generation process. The result of the
separate convolutional branches are then merged via an affine transformation into a
hidden representation whose spatial dimension is same as the output traffic map. This
representation is then processed by stacked convolution layers with size-1 kernels to
produce the final sample s.

In Figure 3.8, we label the dimensions of input/output at each layer using the for-
mat of [channels, sizex, sizey]. For example, the c[27, 12, 12] on the input side means
the context input is a multi-channel image with 12 × 12 dimensions and 27 channels;
each channel here represents a particular condition (i.e., contextual attribute). To re-
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duce over-fitting to the conditions, we add a channel-wise dropout layer to the input
conditions (with a dropout rate of 0.02). The first convolutional layer has a kernel
size of Nc − Nx + 1. Here Nx refers to the dimension of the output traffic patch size
(empirically set to 10) whereas Nc is the context patch dimension (empirically set to
12 to provide the best average output quality Nx = 10). The rest of convolutions are
of size 1. As per the number of channels: Nc → 8F → 4F → 2F → F → 1,
where the base number of features F are 64. For the FiLM layer process, the latent
variable z is a Nz dimensional noise vector with Nz set to 16F . All intermediate
activations are ReLU [120], following a batch normalization (BN) layer [78]; the fi-
nal activation is Sigmoid. For σ from the FiLM layer, we use the softplus activation,
F (x) = log(1 + exp(x)), to ensure it is positive.

Training

To learn θ, we train the model by optimizing the loss function, as elaborated below. The
generator is trained in an adversarial manner with two discriminators to reflect correla-
tion among services and their contribution to total traffic. For this purpose, we define a
conditional probability distribution pD based on real data (ground truth traffic) and cor-
responding context for cities 1 to N in the training data (i.e., {(x1, C1), ..., (xN , CN)}).
We then find the model weights θ∗ that minimize a divergence criterion between the
data distribution pD and the model pθ. Specifically, following standard GAN formu-
lations [60], we train the model by minimizing the Jensen-Shannon (JS) divergence,
i.e., θ∗ = argminθJS[pD||pθ]. One of the discriminators called individual quality dis-
criminator (D1) is designed to evaluate the overall fidelity of the multi-service traffic
map. For this discriminator, the adversarial loss is defined as:

LD1
JS(pD,pθ) = EpD [logD1(x, c)] + Epθ [log(1−D1(x̃, c))].

where the x̃ is the synthetic traffic map of x.
Unlike conventional works on image generation that treat different channels inde-

pendently, we need to capture the correlation between different channels. We also need
to minimize the divergence between the sum of output channels and real total traffic
at the pixel level. By training each channel to target generation of synthetic traffic
maps for a different service does not ensure the correct sum of all traffic maps from
different channels, so providing extra regularization is helpful in our case. To constrain
the sum of traffic from different services and encourage the model to learn the correct
composition of total traffic, we introduce a second discriminator called sum quality
discriminator (D2) with its adversarial loss defined as:

LD2
JS(pD,pθ) = EpD [logD2(

∑S
s=1 xs, c)] + Epθ [log(1−D2(

∑S
s=1 x̃s, c))],

where S is the total number of services under consideration, xs refers to the traffic map
of service s within S. x̃s means the synthetic traffic corresponds to ground truth xs.

Training solely with adversarial training as described above is insufficient, which
generally leads to higher training instability and lower fidelity output. So in APPSHOT,
besides adversarial training, we make the training process more stable and controllable
by adding the L1 loss. Specifically, we use the L1 norm of the synthetic multi-channel
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traffic map (with respect to its real counterpart) as part of the loss function. L1 loss
function is shown to be empirically effective in prior work (e.g., [147]).

As the overall loss function of the generator, we take the sum of the above two
adversarial losses and the weighted supervised learning loss (L1 norm):

L = LD1
JS(pD, pθ) + LD2

JS(pD, pθ) + λEc{||Ex∼pD [x],Ex∼pθ [x̃]||1}.

This final loss L is used to update the discriminators and generator in turn. Here λ is
a tuneable parameter to adjust the weight of L1 loss; we set λ = 0.5 by default in our
tests.

3.5 Performance Evaluation

3.5.1 Fidelity Metrics

Weighted Error (WErr). This metric quantifies the composition of a synthesized
multi-service mobile traffic dataset relative to the corresponding real (ground-truth)
data. Suppose in a real dataset made up of traffic from multiple services, the actual
percentage of traffic due to a service s among S services with respect to total traffic
is rs and its traffic volume is ts. If the traffic volume of the same service in the cor-
responding synthetically generated dataset is t̃s, then the Weighted Error (WErr) is
defined as:

WErr =
S∑

s=1

rs
|ts − t̃s|

ts
.

In other words, it is the relative estimation error in traffic volume per service weighted
by each service’s actual percentage, averaged over all services. Smaller WErr means
more accurate service composition in the synthetic dataset.

Normalized EMD (NEMD). Earth Mover’s Distance (EMD), also known as Wasser-
stein Distance [148], is a distance function defined between two probability distribu-
tions over a given metric space (e.g., 1D, 2D). It has been used in similar settings as
ours, e.g., to assess the quality of GAN models [64], or to compare two spatial distri-
butions [79].

For our particular purpose of comparing real and synthetic service-level traffic
maps, EMD is sufficient when we focus on a particular city. But that is not true for
comparison over a set of cities due to their widely different sizes. To address this is-
sue, we normalize the EMD between real and synthetic maps by the EMD between
real map and uniform (2D) distribution. Let us denote the uniform traffic map as ϕ,
the real map in simplex space as µ, and the synthetic map in simplex as v; then, the
normalized EMD (NEMD) is defined as:

NEMD =
EMD(µ, v)

EMD(µ, ϕ)
,

where EMD(a, b) is the EMD between 2D distributions a and b. It is worth noting that
with EMD, the images will be converted to simplex space, and thus the information
of the original data range is lost. This calls for use of complementary metrics such as
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those outlined next.
SSIM and PSNR. We also consider Structural Similarity Index Metric (SSIM) and

Peak Signal-To-Noise Ratio (PSNR) – the two commonly used image quality assess-
ment metrics [68] – to respectively evaluate the structural and pixel-level fidelity.

Hotspot Histogram EMD (HEMD). As noted earlier, hotspots are a key spatial
feature of interest with mobile traffic data. To quantify the extent to which different
methods faithfully capture this feature, we use the EMD between 1D distribution (his-
togram) of hotspots in synthetic and real data.

Besides the above quantitative fidelity metrics, we also consider qualitative mea-
sures including traffic histograms at city and pixel level as well as for number of
hotspots to visualize the quality of the synthesized data with different methods, es-
pecially to gauge their ability to model underlying data variations (stochasticity).

3.5.2 Baselines
We consider a wide range of baseline methods to comparatively evaluate APPSHOT in
terms of the metrics above. The primary selection of baselines includes many image
based traffic generator. The APPSHOT project primarily processes input in the form of
images, a decision rooted in its foundational design constraints. This approach is not
arbitrary; rather, it is supported by evidence from Reference [159], where the authors
demonstrate the efficacy of using image-based inputs to integrate diverse contexts ef-
fectively. Building upon the methodologies outlined in Reference [159], an optimal
strategy for this project would be the implementation of an image transformer, such
as Pix2Pix [80], which is well-suited for handling image-centric data. In contrast to
APPSHOT, when considering other model-based traffic generators like FDaS [43], it
becomes evident that omitting explicit modeling of spatial correlations leads to sub-
optimal results. These models, while adept in certain aspects, fall short in capturing
the intricacies of spatial relationships inherent in network data. This limitation under-
scores the significance of incorporating spatial correlation in modeling to achieve more
accurate and satisfactory outcomes in network traffic generation.

In our evaluation of baseline models, we also took into account non-generative ap-
proaches. For example, the Pix2Pix model, when operating under highly detailed con-
ditions, tends to produce outputs with limited variation, which effectively positions it
as a non-generative model in our analysis. Additionally, we explored simpler method-
ologies, such as plain Convolutional Neural Networks (CNNs). The collective findings
from these experiments clearly indicate that generative models play a crucial role in
effectively addressing the challenges of traffic map generation. The use of generative
models has shown to be instrumental in capturing the complexities and variabilities in-
herent in this task, something that more straightforward or non-generative approaches
have struggled to achieve.

CNN based Regression. A simple-minded approach for our multi-service traffic
map generation task is to train a deep neural network (DNN) that takes conditions c
as input and predicts a multi-channel image output x. Given the spatial nature of the
output, CNN based regression is a good choice. This approach clearly fails to model
stochasticity, a key characteristic of mobile traffic data. We implement this baseline
via CNN on U-net architecture [147], and perform patch learning with non-overlapping
fixed size patches with patch dimensions same as in APPSHOT.
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APPSHOT Data CartaGenie SpectraGAN Pix2Pix CNN FDaS
Morning Midday Evening All Peaks Morning Morning Morning Morning Morning

WErr ↓ 17.93% 19.09% 18.98% 15.10% 24.85% 17.74% 38.81% 42.07% 63.67%
NEMD ↓ 0.35 0.36 0.35 0.23 0.44 0.57 0.52 0.58 0.99
SSIM ↑ 0.84 0.86 0.86 0.96 0.85 0.79 0.78 0.76 0.44
PSNR ↑ 34.88 32.61 32.47 39.24 36.15 35.01 34.07 34.88 29.33
HEMD ↓ 2.09 1.99 2.24 0.6 3.90 2.93 4.31 5.79 9.20

Table 3.2: Fidelity performance of APPSHOT at different peak periods (left) and of
baselines for morning peak period (right).

Pix2Pix [80]. This model has been successfully used for image transformation
tasks in computer vision. It is both conditional and stochastic like conditional GANs,
but makes use of a tailored DNN architecture for image-to-image translation. Pix2Pix
has several limitations compared to our APPSHOT approach. In our implementation of
this baseline, we perform non-overlapping patch based learning as above.

Fit Distribution and Sample (FDaS) [43]. A prior approach for mobile traffic data
generation essentially involves fitting an empirical distribution to model the traffic data
using maximum likelihood estimation of parameters and then sampling it afterwards
to generate synthetic traffic [43]. While only total traffic demand across all services
is considered in [43], we apply their approach separately for each service to allow
comparison. Like in [43], we find log-normal distribution best fits the data but with
different parameters across distributions, as expected. This approach has the inherent
limitation of not being able to capture traffic correlations in space or time.

CartaGenie [178] and SpectraGAN [180]. These are the state of the art mobile
traffic data generation methods that also employ conditional deep generative modeling
as in APPSHOT. They, however, target generation of spatial snapshot or spatiotemporal
data for total traffic, as with the FDaS baseline above. To apply them to the multi-
service traffic generation case studied in this paper and have them as baselines, we
train and use multiple separate instances of CartaGenie and SpectraGAN models, one
per each service.

Data. In addition to the above baselines, we also consider an ideal case for refer-
ence, which we refer to as “Data”. Metrics for this case are computed by splitting the
real dataset (with 30 weekdays) into two distinct subsets (15 weekdays each part), and
comparing these subsets of real data against each other. This captures the variability of
the dataset within itself, which is a proxy for the ‘upper bound’ fidelity performance a
synthetic data generation model like APPSHOT can achieve.

3.6 Results

In the performance evaluation, we try to fine tune the baselines as well, including
changing the number of parameters or layers, select the hyper parameters with the best
overall performance. The configuration of all the baselines fine tuned to this task to
the best of our knowledge.
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3.6.1 Fidelity and Generalization
Throughout this section, we consider a leave-one-city-out evaluation. Specifically,
each of the 10 cities in our dataset is taken as a test city in turn while using the data
for the remaining 9 cities as the training set. This type of evaluation lets us assess
the ability of APPSHOT and various baselines to generalize to unseen cities as well as
their ability to handle different sized cities and their differences in traffic/context data
value ranges. Following the earlier analysis in §3.3, our evaluations focus on weekdays
and morning/midday/evening peak hours. For brevity, we mainly show results for the
morning peak hour period, unless otherwise specified; but similar conclusions apply
for other periods.

Correlation between services. As shown in §3.3, traffic for different services ex-
hibit strong mutual correlations. So it is important for the generated traffic data to
preserve this feature. To assess APPSHOT on this aspect, for each test city in the
dataset, we compute the average of SSIM between traffic snapshots of every pair of
services in the real ground-truth data, and similarly in the data synthesized with APP-
SHOT. We then compute the absolute error in the average pairwise SSIM computed
over synthetic data with respect to that on real data. Results shown in in Figure 3.9a
indicate that APPSHOT yields a small error, within 14% of the real data on average.

Composition of different services for different cities. Besides maintaining inherent
correlations between traffic for different services, it is also important to ensure that
their proportions relative to total traffic are preserved in the synthesized data. Fig-
ure 3.9b shows the error on this measure with APPSHOT relative to real data for dif-
ferent services with each test city. We observe that APPSHOT yields a low error within
20% of real in most cases. WhatsApp case is the only exception but this is an arte-
fact due to traffic for this service making up a very small percentage (0.5%) so small
absolute errors appear as big relative errors.
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Figure 3.9: APPSHOT service-level performance across cities.

Performance relative to baselines. The results of the comparative evaluation for the
morning peak hour period are summarized in Table 3.2. We observe that APPSHOT, in
the comparison with the baseline methods (CartaGenie, SpectraGAN, Pix2Pix, CNN
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and FDaS), yields the best performance on two of the metrics (NEMD and HEMD)
while being close to the best result on the other three metrics. Overall, APPSHOT pro-
vides the performance closest to the ideal ‘Data’ reference across all metrics. Among
the baselines, FDaS is clearly the worst performer on all metrics, showing the limi-
tations of this approach in handling correlations in traffic and ensuring fidelity of the
service-level snapshots.

Two other baselines – Pix2Pix and CNN based regression – have somewhat sim-
ilar performance on all metrics, but considerably worse on most metrics relative to
APPSHOT. This highlights their inability to accurately capture the spatial distribution
of traffic relative to ground truth, which particularly harms the way certain key char-
acteristics in the generated data (e.g., the position and number of hotspots). This is
particularly reflected in the HEMD performance which is more than double (twice as
worse) than APPSHOT. Since Pix2Pix is marginally better than CNN based regression
on all metrics, we only consider the former in the rest of our evaluations.

SpectraGAN exhibits slightly better performance than APPSHOT with respect to
two metrics (WErr and PSNR) but substantially worse on the remaining three met-
rics. CartaGenie is similar in that it does slightly better than APPSHOT with respect to
SSIM and PSNR but has substantially worse performance on the other three metrics.
Broadly speaking, this overall relatively poor performance of SpectraGAN and Carta-
Genie compared to APPSHOT can be attributed to their inability to exploit inter-service
correlations due to independent generation of per-service traffic and insufficient mea-
sures to correctly model hotspots (reflected in their significantly worse performance in
terms of HEMD).

The shortcomings of these two baselines with respect to APPSHOT are apparent in
the visualizations of synthetic traffic maps they generate as shown in Figure 3.10. We
see that CartaGenie and SpectraGAN respectively yield unacceptable synthetic traffic
maps for Instagram and YouTube for CITY 1, the most challenging target city given its
vastly bigger size, population density, traffic volume and hotspots compared to other
cities in our dataset (see §3.3). In §3.6.2, we will further explore the performance
of CartaGenie and SpectraGAN relative to APPSHOT. In Figure 3.10, also note that
Pix2Pix fails to provide meaningful traffic maps for any service and exhibits severe
artefacts, consistent with its poor performance in terms of quantitative fidelity metrics
as seen above.

Performance at different peak periods. We now consider how well APPSHOT gen-
erates service level traffic snapshots at different peak periods. Results for different
fidelity metrics averaged across all test cities are summarized in the left panel of Ta-
ble 3.2. We observe that APPSHOT provides consistent performance for all periods
close to the ideal ‘Data’ reference, with WErr under 20% and near-ideal results for
SSIM and PSNR.

Capturing statistical variations. It is important for a synthetic mobile traffic data
generation model to model inherent stochasticity in such data. This reflects the model’s
ability to learn traffic distributions conditioned on the contextual input, rather than
simply outputting a deterministic transformation (as CNN based regression would do).
We examine this aspect considering histograms of city-level and pixel-level total traffic
volume across all test cities, and the number of hotspots. Results shown in Figure 3.11
for APPSHOT clearly demonstrate that it achieves this intended goal. Note that we
include pixel-level histograms for only two arbitrarily selected test cities for brevity.
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Figure 3.10: Synthetic traffic maps for select services in CITY 1 generated with
different methods compared against the ground truth traffic maps corresponding to
those services.
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Figure 3.11: Statistical features of APPSHOT-generated data.
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Figure 3.12: Statistical features of APPSHOT-generated data without the FiLM layer.

3.6.2 Detailed Comparisons with CartaGenie and SpectraGAN

CartaGenie

Earlier in this section, we have already highlighted the benefit of APPSHOT as a whole
relative to the alternative of using multiple separate per-service instantiations of the
CartaGenie model. Here we dissect APPSHOT to examine the benefit due to some of
its underlying design choices and contrast with those underlying CartaGenie.

In Table 3.3, the ‘L1+D1+D2’ represents the APPSHOT design, using adversar-
ial training with two discriminators as well as use of overlapping patches and sliding
across them one pixel at a time (see Figure 3.7c). The ‘No Overlap’ case is different
from ‘L1+D1+D2’ in that the former uses non-overlapping patch based training (see
Figure 3.7b) as in the CartaGenie design. Clearly, non-overlapping patches worsens
performance on all metrics, significantly so for several of the metrics (WErr, NEMD
and HEMD).

The other two alternative designs – ‘L1 Only’ and ‘L1+D1’ – shown in Table 3.3
use overlapping patches as in APPSHOT but differ in their loss functions. Here ‘L1
Only’ represents the case where only L1 loss is used for the loss function as done in
CartaGenie. We see that doing so results in overall worse performance compared to
APPSHOT (i.e., ‘L1+D1+D2’). In particular, using L1 loss alone is clearly insufficient
to accurately model traffic composition (as measured by WErr) and capturing hotspot
distribution (HEMD). Addition of a discriminator (via adversarial training as in GAN),
shown as L1+D1, helps on both fronts. Yet another discriminator (L1+D1+D2) to en-
sure correct traffic composition, as we do in APPSHOT, provides the best performance
overall.
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Figure 3.13: Per-hour NEMD his-
togram for APPSHOT.

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
NEMD

0
20
40
60
80

100
120
140
160 Facebook

Snapchat
Instagram
YouTube
Total

Figure 3.14: Per-hour NEMD his-
togram for SpectraGAN.

No Overlap L1 Only L1+D1 L1+D1+D2

WErr ↓ 32.04% 34.68% 22.68% 17.93%
NEMD ↓ 0.47 0.33 0.36 0.35
SSIM ↑ 0.79 0.81 0.85 0.84
PSNR ↑ 32.6 37.3 35.2 34.88
HEMD ↓ 3.70 5.59 2.19 2.09

Table 3.3: APPSHOT design (shown under L1+D1+D2 in the table) compared against
alternative design choices. The ‘No Overlap’ and ‘L1 Only’ represent the design
choices underlying the CartaGenie model.

SpectraGAN

Different from other baselines, SpectraGAN is designed to capture the spatiotemporal
features of mobile traffic. We extend SpectraGAN to service-level generation by train-
ing it on each service independently. To evaluate APPSHOT in the time domain and
show that it generalizes to different periods, we train APPSHOT to generate service
level snapshots for each hour of the day (i.e., the same granularity as SpectraGAN)
separately, and obtain synthetic service-level traffic over time by stitching the hourly
snapshots. Specifically, we train 24 models with APPSHOT that correspond to different
hours of a day. The time series of city-scale total traffic of YouTube after stitching is
illustrated in Figure 3.15.

Spatial-domain performance. The histogram of per-hour NEMD over a period of
3 weeks is shown in Figure 3.13 and Figure 3.14 for APPSHOT and SpectraGAN,
respectively; there we consider total traffic and the four popular services. APPSHOT

yields consistently good performance for individual services as well as for total traffic.
SpectraGAN, on the other hand, performs significantly worse for some services, and
is unstable over time. These results are in line with worse spatial fidelity (in terms of
NEMD and SSIM) seen previously with SpectraGAN in Table 3.2. A key reason for
this is its inability to exploit inter-service correlations, unlike APPSHOT.

Time domain performance. We employ the L1 distance of autocorrelation between
synthetic and real data (AC-L1), also considered in previous work [98, 180], to com-
paratively evaluate the temporal fidelity of the synthetic data between SpectraGAN
and APPSHOT. Specifically, we compute this metric by taking the average value of L1

norm between the corresponding points of the auto-correlations of real and synthetic
time-series data, at the pixel level. Lower values thus imply better performance.
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Figure 3.15: City scale total traffic time series of YouTube in CITY 1, normalized by
the maximum hourly traffic.

Instagram Snapchat Facebook YouTube Total (10)

APPSHOT 47.3 60.1 69.8 46.8 62.0
SpectraGAN 75.6 94.6 75.9 71.2 65.3

Table 3.4: Time domain performance comparison between APPSHOT and Spectra-
GAN in terms of AC-L1 (lower is better).

Table 3.4 shows results comparing the performance APPSHOT with SpectraGAN
in terms of median AC-L1, considering the top four popular services and total traffic of
all ten services available. While the two methods achieve similar performance for total
traffic, APPSHOT has substantially better performance at the individual service level.
Figure 3.15 highlights the particular case of YouTube traffic by way of explaining these
performance differences. In Figure 3.15, we observe that SpectraGAN tends to largely
overestimate the actual traffic relative to ground truth, especially during idle periods
(e.g., in hours 180 or 335), while APPSHOT correctly models such situations.

3.6.3 Benefit from Other Design Choices and Parameter Tuning

We now present further results supporting design choices in APPSHOT, and discuss
the tuning of its key hyper-parameters.

Noise Input Effect with FiLM Layer. As discussed in §3.4.2, naive conditioning on
the noise input to the generator by simply concatenating it with (spatial) context input
can cause the model to ignore the noise input altogether and prevent it from modeling
stochasticity in the data. We avoid this issue by using FiLM layer [136] to provide
the noise input separately through it. The benefit from this choice is highlighted by
comparing the results in Figure 3.11 with that of Figure 3.12 where in the latter case
APPSHOT uses naive conditioning on noise input without the FiLM layer.

Hyper-parameters. We have determined the best settings for various hyper-parameters
empirically. These resulted in the use of 12×12 as input context patch size (for 10×10
output traffic patch size) and 3 × 3 kernel size at the first convolutional layer. Among
the various hyper-parameters of the APPSHOT neural network model, through experi-
ments and analysis, we find that the kernel size of initial convolutional layers in APP-
SHOT plays a critical role in determining the fidelity of output synthetic traffic maps
(as illustrated in Table 3.5 and Figure 3.16). We choose 3× 3 kernel size as the setting
for the first convolutional layer that generally works well.
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Kernel Size CITY 1 CITY 2 CITY 3 CITY 4 CITY 5 CITY 6 CITY 7 CITY 8 CITY 9 CITY 10 Average

1 0.32 0.52 0.41 0.34 0.46 0.45 0.40 0.44 0.36 0.28 0.38
2 0.31 0.47 0.42 0.37 0.45 0.50 0.34 0.38 0.35 0.33 0.39
3 0.27 0.40 0.40 0.35 0.38 0.41 0.35 0.38 0.36 0.26 0.35
6 0.30 0.53 0.55 0.43 0.49 0.47 0.55 0.53 0.35 0.26 0.44
11 0.45 0.54 0.44 0.37 0.51 0.46 0.54 0.44 0.35 0.25 0.44

Table 3.5: APPSHOT performance in terms of NEMD with different kernel sizes
for the first convolutional layer.

(a) K=1 (b) K=2 (c) K=3 (d) K=6 (e) K=11

Figure 3.16: APPSHOT-generated traffic maps for Instagram in CITY 1
with different kernel sizes (K) for the first convolutional layer.

3.7 Use Cases of APPSHOT

As part of our performance evaluation, we assess the utility of APPSHOT through a
downstream application use case of multi-service mobile traffic data. Specifically, we
employ synthetic data generated by APPSHOT to effectively feed a recent model for
the estimation of the multiplexing efficiency with radio network slicing [110]. The
actual size of each pixel in our dataset is 250× 250m2, which is close to the coverage
range of a small cell. We thus assume that the radio network is composed of small
cells each matching one pixel. We further assume that each service is associated with
an individual slice, i.e., a dedicated and customized set of network resources and func-
tions that allows achieving strong quality of service (QoS) guarantees to the service
providers. The need to isolate resources to each slice (i.e., service) is at the root of
a reduced multiplexing efficiency: resources need to be allocated for each slice, and
cannot be multiplexed as in legacy networks that cannot provide strong QoS [110]. In
our case, the sliced resources are at the radio access level (e.g., spectrum or baseband
processing resources), hence must accommodate the per-service traffic generated in
each pixel separately.

Formally, suppose there are N cells in the target region, and let us denote by
ri,s(p, t) the minimal resource to serve the traffic demand of slice (i.e., service) s in
cell i for a fraction of time p over a reconfiguration period t. The value of ri,s(p, t)
can be derived from multi-service mobile traffic data generated with APPSHOT and
using the model in [110]. The (minimum) amount of resources needed to serve the
overall traffic in absence of slicing (i.e., when multiplexing across services is possible)
is Ri(p, t). Then the network slicing efficiency is:

E(p) =

∑T
t=1

∑N
i=1Ri(p, t)∑T

t=1

∑N
i=1

∑S
s=1 ri,s(p, t)

.
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We compute the accuracy of estimating multiplexing efficiency with APPSHOT-generated
data relative to using real data. We consider low and high coverage cases, respectively
corresponding to covering 95% and 99% of demand in each reconfiguration period,
i.e., p = {0.95, 0.99}. In other words, more than 95% or 99% of the demand must be
accommodated in each slice during a reconfiguration period. We consider a wide range
of reconfiguration periods from 2h to 36h. As seen from the results in Table 3.6, the
APPSHOT-generated data only introduces about 5% error in estimating the multiplex-
ing efficiency compared with the real traffic data for short reconfiguration periods. The
estimation error with APPSHOT data slightly increases with increasing reconfiguration
period as well as lowered coverage probability but it always is within 10% relative to
using real data.

2h 4h 8h 12h 16h 20h 24h 36h

95% Coverage 4.7% 4.6% 5.6% 4.9% 5.5% 5.5% 8.1% 8.4%
99% Coverage 4.7% 4.6% 5.5% 4.9% 5.4% 5.5% 6.0% 6.8%

Table 3.6: Error in multiplexing efficiency estimation with
APPSHOT-generated data for different coverage probabili-
ties and reconfiguration periods.

3.8 Discussion

3.8.1 Limitations of APPSHOT

We recognize the potential impact of city-scale influences in certain scenarios, as
evidenced in contexts similar to those observed in London, where unique urban ef-
fects are discernible. However, our batch generation approach presents challenges in
fully exploring these city-specific correlations. The constraints stem from the limited
availability of training data and the necessity to generate traffic maps across various
scales, including arbitrary ones. Given these considerations, opting for batch genera-
tion emerges as the most pragmatic solution in our context. This methodology, despite
its limitations in capturing localized urban dynamics, offers a balanced approach to
handling diverse data availability and scalability requirements in traffic map genera-
tion.

Another notable limitation of our study is the inability to investigate the effects
of varying grid sizes in traffic map generation, although we highlight the grid size is
critical with few experiments in Figure 3.16 and Table 3.5. The diversity in traffic
patterns suggests that adopting a multi-resolution approach, similar to techniques used
in computer vision modeling, could potentially yield more nuanced insights. However,
our exploration in this direction is hindered by a fundamental constraint: the lack of
access to a diverse dataset with sufficient variations in density. Our training dataset is
confined to specific countries and regions, where the density of variations is relatively
uniform and we can therefore find an optimal grid size for all cities. This uniformity
in our data limits our capacity to examine and understand the impact of different grid
sizes on traffic map generation. The absence of such an analysis represents a significant
limitation of our work, as it restricts our understanding of how varying densities might
influence traffic patterns and predictions.
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3.8.2 Potential Extensions
The objective of APPShot is distinct from tasks aimed at city-level completion. How-
ever, adapting APPShot for city-scale applications is a feasible and straightforward
process. This can be achieved by dividing a city into several sections and training the
model separately on these subdivisions. This method of segmenting a city and applying
the APPShot model to each segment individually does not necessitate any alterations
to the model itself. Essentially, this approach represents a direct and uncomplicated
extension of APPShot’s capabilities, allowing it to operate effectively at a broader,
city-wide level without requiring fundamental changes to its underlying methodology.

3.9 Summary
In this chapter, we have presented APPSHOT, a novel conditional deep generative
model for synthesizing high-fidelity multi-service network traffic data that needs only
publicly available context information of target regions. We have used real-world
service-level mobile traffic data for multiple cities for our evaluation and show that
APPSHOT not only outperforms a range of baseline approaches in terms of fidelity
and also generalizes well to unseen regions. Our patch-based learning approach and
the corresponding operations have proven to be effective in generating traffic for cities
of different sizes. Also, data augmentation with overlapping patches significantly en-
hances performance with respect to handling traffic hotspots and diverse traffic ranges.
The architecture of the APPSHOT neural network and the service-level constraints it
incorporates significantly enhance the accuracy of service compositions in synthetic
traffic, while preserving a strong structural correlation between services. Furthermore,
APPSHOT is shown to capture realistic statistical variations on both city-wide traf-
fic demand and structural characteristics (e.g., number of hotspots). Finally, we have
demonstrated the utility of APPSHOT-generated data through a use case on radio net-
work slicing.
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Chapter 4

GenDT

4.1 Introduction

In this chapter we focus network data generation at physical layer. The conventional
method to get physical layer KPIs in mobile network, or radio KPIs, is drive test-
ing. Drive testing has traditionally been an integral part of operating mobile net-
works [37, 48, 144]. A key aim of drive testing is measurement based assessment
and optimization of mobile network coverage, capacity and quality of service (QoS).
It involves collecting field measurements in a controlled manner by driving or walking
in a target scenario. Several measurement tools are available to perform drive or walk
testing [8, 77, 86, 151]. The principal concern with traditional drive testing is that it
requires manual effort to obtain measurements and so is costly and time-consuming.

There exist broadly two alternative approaches to reduce drive testing cost. One
approach, generally referred to as Virtual Drive Testing (VDT) [26], is aimed at en-
abling device or infrastructure equipment testing in the lab under realistic conditions.
The idea is to initially obtain a set of field measurements, as in traditional drive testing,
and then recreate the field environment in the lab by replaying drive test scenarios and
replicating field-measured channel conditions through a hardware channel emulator.
Keysight VDT toolset [122] and Spirent Live2Lab [124] represent this approach. This
approach is obviously limited to device/equipment testing and so does not cater to the
needs of optimizing operational mobile networks – the latter is our focus in this paper.

The other existing approach seeks to leverage measurements from real end-user
devices. From a network/operator perspective, 3GPP has introduced minimization of
drive tests (MDT) feature in Release 10 to obtain measurements from actual user de-
vices and enhanced it since [6, 84]. While this is an appealing approach and has been
the focus of some industry solutions and trials (e.g., [63, 127, 200]), users’ consent is
needed for their devices to participate in the MDT framework, especially to provide
device side context information (e.g., location) to annotate measurements. This in turn
causes the issue of sparse or skewed measurement data with MDT [158]. On the other
hand, inferring device locations on the network side suffers from inaccuracy along with
the additional concern due to device diversity [164].

Alternatively, device side measurements can also be collected in a crowdsourced
manner via dedicated measurement apps or SDKs (from third-party mobile analytics
companies) installed on user devices (e.g., OpenSignal [123], Tutela [125]). The scope
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and granularity of measurements that can be gathered with such crowdsourced solu-
tions are limited by device OS APIs (e.g., Android Telephony API [75]) and so they are
mostly limited to coverage mapping based on signal strength measurements [10, 51].
Crucially, the effectiveness of both MDT and crowdsourcing based measurement ap-
proaches are limited by the ability to provide incentives for users to participate and to
safeguard their privacy.

Traditional generation techniques like the Taylor expansion [4] fall short in accu-
rately producing high-fidelity time series, particularly when dealing with the actual
radio signal, which can exhibit highly bursty characteristics. The Taylor expansion,
while useful in various contexts, lacks efficiency in representing time series data that
display such erratic and burst-like patterns. This limitation stems from the intrinsic
nature of the Taylor expansion, which is more suited to smooth, continuous functions
rather than the abrupt and unpredictable fluctuations typical of bursty radio signals.
Therefore, for the purpose of replicating these complex, high-variance time series, al-
ternative methods that can better capture the unique properties of bursty signals are
required.

In this paper, we introduce a new approach, termed GENDT, that is powered by
deep generative modeling for making drive testing efficient. Unlike the VDT ap-
proach [26, 122, 124], we design GENDT with measurement and optimization of op-
erational mobile networks in mind. The essential idea behind our approach in GENDT
is to develop a deep generative model that effectively mimics drive testing. Traditional
drive testing results in a time-series of measurements for different radio network KPIs
(e.g., RSRP, RSRQ) over a specified measurement trajectory. Similarly, GENDT takes
a trajectory as an input and generates the time-series data for multiple radio network
KPIs corresponding to that trajectory (see Figure 4.5 for an illustration). Note that
trajectory here means a sequence of (location, timestamp) tuples so the user/device
mobility is implicitly captured by this notion of trajectory. As our aim is to reduce
the number of measurements required with drive testing, we use readily available net-
work and environment ‘context’ as an aid, and train GENDT to learn the relationship
between the relevant context around a measurement trajectory and the corresponding
radio KPI time-series data. For the network context, we use cell site location and con-
figuration information that an operator would hold. Points of interest (PoIs) and types
of land use around the device location make up our environment context.

Given the above, the core technical problem we target with GENDT is conditional
multivariate time-series data generation, where the drive testing trajectory and its con-
text make up the condition (input) to the model to steer the data generation process,
and the output is the time-series data for multiple variables (i.e., radio KPIs of in-
terest). For training the GENDT model, we leverage a small number of controlled
radio network measurements for different measurement scenarios (highway, city cen-
ter, etc.) collected as with traditional drive testing. Each of these measurements is
annotated with the device location and the corresponding contextual information. The
GENDT model once trained as above can then be relied on to generate radio network
KPI time-series data for a new unseen drive test trajectory without having to collect
field measurements, by simply providing the trajectory and its surrounding context as
input to the model.

Realizing the GENDT approach as outlined above poses a significant challenge.
On one hand, GENDT should be able to generate high-fidelity (dependable) KPI time-
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series data for new unseen trajectories (i.e., generalize well). On the other hand,
GENDT should rely on minimal amount of measurement data for training. Addressing
this challenge entails tackling a number of issues in turn: (i) Dynamic context input:
the relevant context keeps changing as the device moves along the drive testing tra-
jectory. This includes not only the immediate environment but also the number and
the actual set of potential serving cells around the device location; (ii) Long and com-
plex scenarios: drive testing trajectories can be arbitrarily long which means the model
should be able to generate correspondingly long time series of radio KPIs without loss
of fidelity. Moreover, real-world drive testing trajectories can be complex spanning
several different measurement scenarios (highway, city center, etc.); (iii) Stochasticity:
radio network KPIs are inherently stochastic and so the generated data should pre-
serve this characteristic by having the distribution of synthesized data aligning with
real measurement data; (iv) Minimal training data: the model should provide insights
to optimize the amount of training data needed while ensuring high fidelity so as to
strike the right balance between dependability and measurement efficiency.

In GENDT, we address (i) via a tailored Graph Neural Network (GNN) [13] based
LSTM network component, where a node level network is used to map the time-
varying cell information context into a high-dimensional graph; this then feeds into
another aggregation network to learn the graph level information and output a mul-
tichannel time-series output, where each channel of the output represents a different
radio network KPI. We tackle (ii) with a batch generation mechanism – the training
and generation is done at a smaller batch level to preserve temporal patterns and im-
proved training efficiency. We address (iii) by introducing a stochastic layer in the
LSTM network and adversarial training for effectively modeling the stochastic nature
of radio KPIs. Finally to address (iv), we incorporate a residual generation component
in the model whose parameters give hints on model versus data uncertainty, thereby
help achieve high fidelity with minimal training data.

We evaluate the GENDT with respect to a range of baseline approaches, using two
real-world drive testing measurement datasets from two different countries. We not
only assess the fidelity of the data generated with GENDT relative to baselines but
also highlight its ability to achieve high fidelity with minimal amount of training data
– the latter translates to greater measurement efficiency to benefit drive testing. All our
evaluations are over the testing subset of each of the datasets that is non-overlapping
with the part used for training. As such, we demonstrate the ability of GENDT to
generalize to new unseen trajectories. We also present evaluations showing the effec-
tiveness of GENDT in supporting downstream use cases as well as an ablation study to
evaluate design choices underlying GENDT. In summary, we make the following key
contributions:

• (§4.3) We first present an analysis of drive testing measurement data character-
istics that motivate our model design.

• (§4.4) We propose a novel conditional deep generative model, GENDT, featuring
several new innovations. To the best of our knowledge, GENDT is the first
method for synthesizing dependable radio KPI time series data and as such the
first step towards enabling efficient drive testing via generative modeling.

• (§4.6.1) Using real-world drive testing measurement datasets from two coun-
tries, we show that GENDT synthesizes realistic time series for multiple key
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radio network KPIs for new unseen trajectories and generally outperforms all
baselines.

• (§4.7.2) Crucially, we demonstrate the potential of GENDT to reduce the mea-
surement effort with drive testing by leveraging the model uncertainty measure
within GENDT– it maintains high fidelity for long and complex trajectories us-
ing as little as 10% of the available data, or equivalently yield 90% measurement
efficiency.

• (§4.8.2) Moreover, we demonstrate the utility of GENDT for downstream ap-
plications through two distinct use cases, showing that using data generated by
GENDT yields results comparable to those obtained using real drive test mea-
surements.

4.2 Background on Device Side Measurement of Radio
Networks

4.2.1 Representative Radio Network KPIs
Drive testing involves measuring a number of different radio network KPIs. Here we
outline a representative set of key LTE radio network KPIs [154] that we target in
GENDT.

Reference Signal Received Power (RSRP) is the average power received from a
single reference signal. It typically ranges between -44 dBm (good) and -140 dBm
(bad). RSRP is related to another KPI called Received Signal Strength Indicator
(RSSI), which represents the total received power from the serving cell, co-channel
cells and other sources of noise:

RSRP (dBm) = RSSI(dBm)− 10× log(12NRB)

where NRB is the number of resource blocks.
Reference Signal Received Quality (RSRQ) indicates the quality of the received

signal and typically ranges from -19.5dB (bad) to -3dB (good). RSRQ is related to the
above mentioned KPIs, as follows:

RSRQ(dB) = NRB

(
RSRP (dBm)÷RSSI(dBm)

)
Based on the above, given any two of RSRP, RSRQ and RSSI, we can obtain the
third. We focus on RSRP and RSRQ given their central role in influencing handover
decisions for mobility management [150].

Signal to Interference plus Noise Ratio (SINR) is a key determinant of the re-
ceived data rate. It is related to the transmit power, pathloss and interference.

Channel Quality Indicator (CQI) is a key KPI that is related to SINR, and is
used for downlink resource scheduling and link adaptation, including the choice of
modulation and coding scheme [38]. It takes discrete values between 1 and 15.

Although the above set of KPIs are a subset of KPIs considered for drive testing
measurements [6], they are an essential subset as discussed above and so are sufficient
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Walk Bus Tram

Time Granularity 1s 1s 1s
Avg. Velocity (m/s) 1.4 5.6 11.5
Avg. Duration at each Serving Cell (s) 80.5 49.5 43.42
Avg. RSRP (dBm) -86.6 -87.3 -85.6
Std. RSRP (dBm) 9.9 10.7 10.0
Avg. RSRQ (dB) -14.4 -12.9 -13.3
Std. RSRQ (dB) 2.1 2.2 2.1
Measurement Samples (s) 15245 13890 14198

Table 4.1: Statistics of DATASET A for different scenarios.

City Driving 1 City Driving 2 Highway 1 Highway 2

Time Granularity 3.8 3.5 2.1 2.3
Avg. Velocity (m/s) 9.1 9.8 26.7 31.1
Avg. Duration at each Serving Cell (s) 31.4 27.3 22.0 22.2
Avg. RSRP (dBm) -84.6 -85.0 -86.5 -84.1
Std. RSRP (dBm) 8.8 7.1 10.5 10.2
ROC RSRP (dBm) 0.95 0.83 1.11 1.03
Avg. RSRQ (dB) -9.5 -10.6 -8.7 -8.5
Std. RSRQ (dB) 2.0 2.5 2.2 1.9
ROC RSRQ (dB) 0.36 0.41 0.38 0.31
Sample Num. 2.1× 104 2.3× 104 3.9× 104 4.6× 104

Table 4.2: Statistics of DATASET B for different scenarios.

to highlight the potential of the proposed GENDT approach. We leave the extension
of GENDT to cover additional KPIs for future work.

4.2.2 Measurement and Context Data
For our analysis and evaluation, we use two real-world mobile network measurement
datasets from two different countries, both obtained through a drive testing like pro-
cess. We also compile corresponding network and environment context data from
public sources.

DATASET A. We collected this dataset through first-hand measurements using Nemo
Handy [76], a commercial drive testing tool, mostly in and around a city center area in
country A. The Nemo Handy tool allows measurement of a comprehensive set of radio
network KPIs at a consistent and fine time granularity of 1s. These measurements were
obtained using a custom Samsung S20 device with Nemo Handy installed. There are
other studies in the literature that have reported measurements obtained using this tool
(e.g., [47, 142]). Table 4.1 provides a summary of this dataset.

4.2.3 Network Context: Cell Information
For each measurement location in the above two datasets, we treat the corresponding
cell deployment information as the network context. Specifically, we consider the cell
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Figure 4.1: RSRP over the same trajectory
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Figure 4.2: Serving Cell ID changes
aligned with the RSRP in Figure 4.1.

site location, estimated transmit power and cell orientation for each cell within a cer-
tain range around the device measurement location, as such cells are seen as potential
serving cells. See Figure 4.3 for an illustration1. We discuss the setting of this range
around the device in the next section. We obtain the cell site location and configura-
tion information from CellMapper [28], a non-profit crowd sourced cell information
dataset2.

4.2.4 Environment Context

The radio network KPI data characteristics are not only dependent on the network con-
text described above but also on the environment around the device (terrain, obstacles,
etc.). So we additionally consider the environment context, which in our case is repre-
sented by a set of 26 attributes (see Table B.1 in Appendix B.1.1). These attributes are
obtained from public sources and broadly fall into two categories: (1) land use type
from Copernicus Urban Atlas repository [12]; and (2) points of interest (PoIs) from
the OpenStreetMap (OSM) using the Overpass API [131]. Specifically, the value of
all these attributes, centered at and within a small radius (set to 500m in this paper)
of the device location, are taken together as the environment context. For the land
use attributes, we use the percentage area of each land use type around the device as
its value. For PoI attributes, we use the number of each PoI around the device as its
value. Clearly, like the network context, the environment context also changes with the
device location. Considering the fact that there are tens of different contexts, and that
these contexts could overlap, the sheer number of possible combinations makes per-
environment training infeasible. It is difficult to obtain sufficient data for all possible
cases .
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4.3 Analysis of Data Characteristics

Here we present a short analysis of drive test measurement data characteristics perti-
nent to our model design in §4.4.

Stochasticity of radio network KPI data. Figure 4.1 shows five measurements of
RSRP time series taken over the same trajectory on the tram in DATASET A around the
same time and on the same day. Measurement locations are aligned across the different
time series. We see significant variations between the measurements at most locations.
This shows that radio network KPI data is far from deterministic, which motivates the
need for a generative model capable of modeling this stochasticity as opposed to using
prediction/regression models. The high level of variation of a radio KPI (RSRP in this
case) at any given location is partly due to serving cell changes. Figure 4.2 shows
the serving cell ID corresponding to the measurement data in Figure 4.1. We observe
that in locations with high degree of RSRP variations, there are also a wide range of
serving cells. This suggests that assumption of serving cell at a given location is fixed
and known made in prior work (e.g., [10, 164]) does not hold in practice.

Distance to Serving Cell. From Figure B.2, we observe that distributions of dis-
tance to primary serving cell are as per intuition – slow mobility (e.g., walking) or
inner city (e.g., city center cases in DATASET B) have serving cells that are relatively
closer. Yet, there is considerable degree of variation in distance to serving cells within
and across scenarios. A direct implication of this observation for our purpose of gen-
erating radio KPI time series data conditioned on relevant context is that the scope of
the cell information context should reflect this wide diversity in order to be effective
across different scenarios. For some of the scenarios, we also observe a substantial
percentage of cells within almost zero distance from the device location. This reflects
a common phenomenon in dense city center areas where users may pass by cells within
a few meters distance and there may also be multiple cells that a user device could as-
sociate with. Also note that these plots show only the 2D distance between the device

1Here arrows indicate the sector and direction of each cell, i.e., each cell covers the direction between
two arrows (< 180◦). Dashed circle shows the furthest distance of a serving cell from the device. Cells
within that range are shown in red circles. Unavailable cells beyond that range are shown as grey circles.

2Note that in practice, this information would be directly available to an operator employing our
GENDT approach.
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Figure 4.5: Schematic of the GENDT approach for generation of drive testing
data. The whole pipeline starts from a input trajectory, represent by a series of
[Longitude, Latitude] with corresponding time stamp. This trajectory is then con-
catenate with context vector and cell information around for each time stamp, between
step 1 to 3. Then the concatenated data is input to GenDT, where those information is
used to do inference on the generator to get various radio KPIs.

and cell site locations.
Figure 4.4 shows the cell density differences across different scenarios3 These re-

sults also follow intuition indicating that high mobility scenarios tend to experience
lower density of cells compared to inner city and slow mobility cases. Significant
diversity across scenarios highlighted in Figure B.2 and Figure 4.4 emphasize the dif-
ficulty associated with generating radio KPI data for all scenarios using a single model.
Though challenging, addressing this challenge is important to make drive testing effi-
cient considering that trajectories of interest in practice span multiple different scenar-
ios.

4.4 GENDT

4.4.1 Problem Statement
As stated at the outset, we aim at faithfully mimicking drive testing through a data gen-
eration model to reduce the need for collection of field measurements. This goal trans-
lates to generating time-series data for different radio KPIs corresponding to an input
drive testing trajectory, as would be the case with traditional drive testing. Figure 4.5
illustrates the problem we target and our proposed approach to resolve it through the
GENDT model. Note that this schematic depicts the operational process once the
GENDT model is trained; we discuss the model training aspect shortly. The process
starts with providing an input trajectory (Figure 4.5:Input), which is a timestamped
sequence of locations for the user device (represented in [Latitude,Longitude] format).
Then the network context (Figure 4.5: 1⃝ as described in §4.2.3) and environment con-
text (Figure 4.5: 2⃝ as described in §4.2.4) corresponding to each timestamp in the

3DATASET A: Case 1 – Walking, Case 2 – Bus, Case 3 – Tram; DATASET B: Case 4 – City Center
1, Case 5 – City Center 2, Case 6 – Highway 1, Case 7 – Highway 2.
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input trajectory are consolidated into a series of context snapshots (Figure 4.5: 3⃝),
each including the user device (UE) location at the snapshot’s timestamp. This con-
text annotated trajectory together with noise makes up the input to the trained GENDT
data generation model ((Figure 4.5: 4⃝), which outputs time-series data for different
radio KPIs. Here context (Figure 4.5: 3⃝) serves as conditioning input to the generator,
whereas noise represents factors unaccounted for in the context for the data genera-
tion process such as cell load as well as statistical variation. In the training phase that
precedes the generation/operational phase outlined above, the model is trained using a
small set of real drive testing measurement data. The training follows the same pipeline
as in Figure 4.5 except that the model is updated based on the divergence between real
and generated data.

Resolving the above outlined problem for high-fidelity and generalizable radio KPI
time-series data synthesis with minimal training data is a significant challenge. A num-
ber of issues have to be addressed as part of tackling this challenge: (1) context input
varies over time with device location; (2) drive testing trajectories can be arbitrarily
long and complex spanning multiple different scenarios (city center, highway, etc.);
(3) considering the inherent stochasticity of the radio KPI data, generated KPI data
should match the distribution of the real data; (4) all of the above needs to be achieved
with minimal amount of training data to achieve our intended goal of efficient drive
testing.

4.4.2 Overview of Proposed Solution
Motivated by the above, we propose an original conditional deep generative model,
GENDT, that addresses the aforementioned challenge and issues. Specifically, the
issue (1) is addressed via a tailored GNN based time-series model, together with cus-
tomized data processing, training method, and hyper-parameter tuning, as elaborated
in this and the next subsection. Broadly speaking, the generation of time series data
for different radio KPIs in GENDT is done in two steps, as elaborated in §4.4.3. The
first step generation is conditioned on the network context (cell information). Then the
environment effect is added on through a residual generator component (§4.4.4). We
address (2) through batch training and generation (§4.4.5) that enables effective long
time-series generation and training efficiency. We tackle (3) through a combination of
mechanisms: noise in the input, adding stochastic layers in the different neural network
components of the generator (§4.4.6) and through adversarial training (à la GANs). To
address issue (4), we leverage the learned parameters of the residual generator model,
whose variation offers insight on the extent to which additional training data will help
improve model fidelity.

Formally, the target output of our generation model is to generate time-series data
for Nch different radio KPIs (e.g., RSRP, RSRQ) over a given time period T : x′

1:T,i =
[x′

1, . . . , x
′
T ]i ∈ RT , i ∈ [1, · · · , Nch]. Here Nch can be viewed as different ‘channels’

of the model output. The generated series x′
1:T,i should exhibit high fidelity with respect

to the corresponding true series: x1:T,i = [x1, . . . , xT ]i ∈ RT , i ∈ [1, · · · , Nch]. The
whole multivariate time series data x′

1:T,i can be generated in one shot but at the risk of
compromising fidelity, especially when T is long. So we employ generation in smaller
batches, each of length L. As such, the generated series can be seen as a sequence of
⌊T
L
⌋ batches.
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Figure 4.6: Schematic of GENDT generator architecture, labeled with input and output
dimensions for each component.

The above data generation is conditioned on context c. As such, c serves as an
input to the model. As noted earlier, overall context c is made up of network and
environment context. The network context in each batch b is dependent on the set of
potential serving (visible) cells over the course of the batch’s duration (i.e., L). As per
the analysis in §4.3, we consider cells within a certain distance ds of the user location
as the relevant network context. The value of ds is dependent on the scenario. For
example, in DATASET B, we find that serving cells are within 2 km’s within the city
and within 4 km’s on highways. We note that empirically and conservatively setting
ds to a higher value is sufficient for GENDT, although an unnecessarily high value
increases the computation time for training.

We use Ccell,b (Nb) to denote the set (number) of cells considered for the network
context in a particular batch b. Note that by considering the set of potential serv-
ing cells instead of a specific one, we account for the fact that serving cells keep
changing over time, as observed in §4.3. For each cell i in the set Ccell,b, we con-
sider Nc attributes. In this paper, we specifically consider Nc=5 attributes per cell:
ccell,i,b = [lati, loni, pmax,i, directioni, distancei,t]. Here the first four are as previously
described in §4.2.3. Specifically, lati and loni refer to the location of cell i, whereas
pmax,i and directioni respectively refer to the max transmit power and direction of cell
i. The distancei,t represents the distance to cell i from the user location in time stamp
t. By using this distance attribute, we implicitly account for the time-varying de-
vice location. Based on the above, the network context information in batch b is
Ccell,b = {ccell,i,b}, ccell,i,b ∈ RL×Nc and i = 1, . . . , Nb.

Besides the network context, we also consider the environment context as described
earlier in §4.2.4. Specifically, we denote the environment context in batch b using
cenv,b ∈ RL×Ng , where Ng (= 26 in our case) represents the number of attributes con-
sidered for the environment context. Based on the above, the overall input context to
our model for each batch b is cb = {Ccell,b, cenv,b}.

We take a data-driven approach, and accordingly design a parametric model pθ(x1:T |c)
with parameter θ and fit the model on training data D. Specifically, given training data
consisting of ground-truth multi-KPI time series from M drive test measurements, i.e.,
D = [xk

1, . . . , x
k
T ]i ∈ RT , i ∈ [1, · · · , Nch], k ∈ [1, ..,M ], and corresponding context

data c, we fit θ on D by finding θ∗ that minimizes the divergence D between the data
distribution pD and the model pθ, i.e., θ∗ = argminθ D(pD, pθ). Depending on the

66



specific training methods, different divergence criteria (D) can be considered. Once
trained, we can draw samples from the model pθ for a new target trajectory n with
context cn as input to generate the data x′n

1:T,i for that trajectory, as illustrated in Fig-
ure 4.5. Note that the training and generation process in GENDT is actually done at
the batch level as outlined above and elaborated later in §4.4.5. Also note that although
real world scenario characteristics can be quite different from one another (e.g., cell
density differences shown in §4.3) and a target trajectory may span multiple differ-
ent scenarios, our model does not need to explicitly consider the myriad of possible
scenarios. This allows us to use one single model for any scenario(s).

4.4.3 Generator
As illustrated in Figure 4.6, our conditional neural sampler pθ has three main neural
network components: 1) a GNN node network Gn

θ that does convolution operation over
network context (cell level information) time series; 2) an aggregation network Ga

θ to
process the temporal graph after the convolution; 3) a residual generator (RESGEN)
Gr

θ that accounts for the environmental effects to model the ‘residual’ and adds it to
the output of the aggregation network. All these three components operate at the batch
level.

• Gn
θ : RL×(Nc+Nz0 )×1 → RL×H×Nch , where Nz0 is the dimension of the input

noise and Nch is number of target KPIs. We use a multi-channel LSTM for
generation of multiple KPI time series, all together. To make sure the GNN node
LSTM network does not have a bottleneck effect, we set the hidden dimension
size H >> Nc. Based on our empirical insights, we set H = 100, which we
find to achieve the right balance between convergence efficiency and training
performance. The additive input noise z0 on the GNN-node network is not for
introducing statistical variation but rather to help the model learn a de-noise
behavior and avoid over-fitting [173]; this eases the training process and makes
it robust.

• Ga
θ : RL×H×Nch → RL×1×Nch . The input havg to Ga

θ , is the high dimensional
representation of the input graph. We take the average of the hidden representa-

tion of all cells as the input graph level representation, i.e., havg =
∑Nb

i=1 hi

Nb
. The

aggregation network has the similar structure as the GNN-node network. Both
are based on LSTM and only differ in dimensions and number of input-output
channels.

• Gr
θ : RL×(Ng+Nz1 ) → RL×1×Nch , where Nz1 is the dimension of the input noise.

The Ng environment context attributes are concatenated with the noise as input.
The output of Gr

θ has the same dimensions as Ga
θ as they are added together to

produce the generator’s final output. This component is elaborated further in
§4.4.4.

4.4.4 RESGEN

The network context driving the first two components GENDT generator architecture
(Figure 4.6) helps model the effect of cell deployment and configuration on radio net-
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Figure 4.7: Illustration of RESGEN network architecture and the generation of distri-
bution parameters (FC: Fully Connected Layer, LeakyReLU: Leaky Rectified Linear
Unit).
work KPI dynamics but that by itself is insufficient. Environment (terrain, obstacles,
etc.) has an equally important effect on radio KPI behavior. Crucially, the complexity
of the environment determines the cost of drive testing (required number of measure-
ments) in practice, as previously noted in [164]. So we design the third component of
GENDT generator Gr

θ termed RESGEN (Figure 4.7) to model the environment effect,
and crucially also to get cues on the need for additional training data. RESGEN com-
plements the other two components in that its output (referred to as ‘residual’) is added
to the output of the aggregation network to generate the final output time-series data
for the target radio KPIs.

In RESGEN, we model the residual for each timestamp with a parametric Gaussian
distribution, conditioned on the environment context (cenv,t ∈ R1×Ng ), noise z1 and
the recent values of radio KPI time-series data. The latter is real (generated) data
during training (generation) phase of GENDT, and importantly makes RESGEN an
auto-regressive model with temporal pattern learning capability [42]. The noise input is
sampled from a standard Gaussian distribution to represent the unaccounted contextual
information and also for capturing statistical variation. We observe that simply using a
noise input is insufficient to model the required variation on the output. Hence, we use
a dropout layer [58] before the final layer of RESGEN. Once trained, we sample the
Gaussian distribution N(µθ,t, σθ,t) to obtain the residual, where mean µθ and standard
deviation σθ are the learned distribution parameters.

Characteristics of the parameters [µθ, σθ] can be leveraged to guide the training pro-
cess. They allow distinguishing between ‘model uncertainty’ and ‘data uncertainty’. If
the parameters [µθ, σθ] themselves exhibit a high degree of variation during the training
process, then that suggests model uncertainty and the need for more training data to
stabilize these parameters. On the other hand, if the σθ has a stable but large value then
that indicates that the underlying data being modeled itself has a high degree of varia-
tion and so model is not the limitation. Our target is to reduce the model uncertainty
using minimal amount of training data and accordingly we leverage the above insight
to that end.

4.4.5 Batch Training and Generation

In GENDT, instead of handling the whole radio KPI time series from training input or
target output all in one shot, we do that in small steps called batches. We employ such
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a batch based training and generation approach for the following reasons:

• Long series generation: The time series of radio KPI measurements with drive
testing can be quite long. We thus need to be able to generate similarly long time
series but doing that in one shot risks fidelity. It is known that learning to gener-
ate long time series data at high fidelity with recurrent neural networks (RNNs),
including its widely used LSTM variant, is hard [98]. So we turn the learning
task of synthesizing arbitrary length series into two sub-tasks that are easier to
be handle with a LSTM-based architecture: 1) learning short-term temporal cor-
relations within each batch; 2) capturing long-term temporal correlations across
batches.

• Training efficiency: With conditional generative models, operating at the batch
level has a weight-sharing effect among batches and so enhances learning effi-
ciency.

• Computational efficiency: With batch training and generation, we only need to
consider context input at the batch level, which makes the processing of input
more efficient compared to treating the whole time series at once.

Concretely, we view the whole training input and target output time series for each
KPI as a sequence of batches, each of length L:

x1:T −→ {x1:1+L, x1+∆t:1+∆t+L, . . . , x1+⌊T
L
⌋∆t:T}

where ∆t is the step length of the sliding window, which allows different forms of
batching. During the training phase, we allow the batches to be overlapping (as il-
lustrated in Figure 4.8a) to additionally optimize the training efficiency. On the other
hand, for generation, we use non-overlapping batches (i.e., ∆t = L) to ensure that
there are no smoothing artifacts introduced in the output and that the desired statistical
variation is not compromised.

4.4.6 Stochastic Layers
The inherently and highly stochastic nature of radio KPI data (even at the same loca-
tion) needs special attention to model this characteristic, especially in the generator part
driven by the dynamic network context. We find that straightforward approaches to in-
troducing noise such as injecting noise directly in the input or using a FiLM layer [136]
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are ineffective in our setting. So we employ a variant of the Stochastic RNN (SRNN)
method [57] to efficiently propagate uncertainty in a latent state representation with
RNNs. Specifically, we use stochastic layers in the LSTM structures of both GNN-
node and aggregation networks. As illustrated in Figure 4.8b4, we introduce noise
to memories (ct) and hidden states (ht), where the noise is added just before each it-
eration. The noise modulated versions of hidden state and memory are respectively
h′
t = fn(ht, nt,h, ah) and c′t = fn(ct, nt,c, ac), where fn is a function to control the

intensity of noise input, and the intensity of noise added to hidden state h and c are
controlled by ah and ac, respectively. We assume that the noise has an uniform distri-
bution between [0, ĥt] and [0, ĉt], where ĥt and ĉt represent the average value of ht and
ct of all hidden dimensions, so that the noise adapts to the hidden state values. Unlike
the variational inference based learning used in [57], we use an adversarial training
method with a discriminator. See Appendix B.1.2 for further details.

Training Following the standard GAN formulations [73], we train the model by
minimizing Jensen-Shannon divergence, i.e., θ∗ = argminθ JS[pD||pθ], and with the
aid of discriminator as in the GAN framework. We denote such discriminator as R
due to their role as density ratio estimators [172]. Specifically, for given training input
measurement data time series and context batch (x, c), the corresponding adversarial
loss between the data pD(x, c) distribution and the model pθ(x, c) distribution is defined
as:

LR
JS(pD, pθ) = EpD [logR(x, c)] + Epθ [log(1−R(x′, c))].

In our case, we consider one discriminator, named as Rθ, the context input into dis-
criminator is the high dimensional representation of c, which is havg. The discriminator
is a single layer LSTM network.

We additionally use the standard mean squared error loss:

LM(x, x′|c) = 1

L

L∑
t=1

(xt − x′
t)

2

Since the batch length L is constant during training, this loss has an equivalent
effect to using L2 loss.

Overall, together with the adversarial (GAN) loss, the loss function to fit θ is:

L = LM + λLR
JS

where the λ is a weight to balance the effect of adversarial loss, which in our
case is set as λ = 0.1 by default. Appendix B.1.3 elaborates on the setting of hyper-
parameters.

4.5 Evaluation Methodology
Broadly speaking, we evaluate GENDT in two ways. First, we assess the fidelity of the
GENDT generated radio KPI time series data with respect to real measurement data
using multiple different metrics described in §4.5.1 and in comparison with various
baseline approaches outlined in §4.5.2. Second, we evaluate GENDT through two

4Here we show for one radio KPI (channel) case but the same applies for all channels.
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different downstream use cases and show that GENDT generated data is a dependable
substitute for real drive testing measurement data to support such use cases. When split
the training set, validating set, and evaluation set, we make sure there is no overlapping
regions or trajectories between those three set by a longitude-latitude filter, therefore
there is no overlapping between training set and evaluation set.

4.5.1 Metrics

Mean Absolute Error (MAE) for any given KPI between its real measurement data
time series (x : {x1, x2, . . . , xT}) and generated time series (y : {y1, y2, . . . , yT})
is calculated as: MAE =

∑T
i=1 |yi − xi|/n. As such, it is a natural measure for

evaluating fidelity of GENDT and alternative approaches.
Dynamic Time Warping (DTW) [27] is an alternative metric to MAE for assess-

ing the similarity between two time series (real and generated in our setting). The main
feature of this distance measure is that it allows to recognize similar shapes between
two time-series signals, even if they need signal transformations such as shifting and/or
scaling. As such, it provides a more robust similarity measure. Events like accessing
a specific cell or going around the same location have a similar effect on the temporal
pattern of KPIs across different measurement trajectories, though with slight time shift
due to differences in user device path and velocity each time. DTW is better at identi-
fying such similarity, as the other distance metrics are too sensitive to temporal shifts.
Hence, the DTW is very useful in capturing real world performance, especially when
used in conjunction with MAE, as we do. Histogram Wasserstein Distance (HWD).
Besides having the generated time series of different radio KPIs matching with their
corresponding ground-truth time series (as quantified by the MAE and DTW metrics),
we would also want the generated data for any target KPI to have the same distribution
(histogram) as the real data. Rather than limiting the comparison of histograms of real
and generated data to just visualization, we quantify the similarity between these his-
tograms by computing their Wasserstein Distance (WD) [148] and call this metric as
the Histogram Wasserstein Distance (HWD).

Measurement Efficiency. While fidelity of the generated data along different as-
pects as quantified by the above metrics is important, the required amount of training
data to achieve that fidelity is equally important. Lower the training data needed the
better as it demonstrates the cost reduction and efficiency improvement that GENDT
can provide, aligned with the motivation behind its design. As different scenarios in-
volve different movement speeds, lengths of trajectories included in the training data
in terms of distance are not representative. We therefore factor in speed in trajectories
and consider data used for training in terms of time (∼distance/speed). Specifically,
we use the percentage of the available data in a dataset that is used for training as our
measurement efficiency metric.

4.5.2 Baselines

We are unaware of any other work in the literature adopting a generative modeling
approach like ours for efficient mobile network drive testing. So we consider a range
of alternative approaches from other domains as baselines.
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Method
MAE↓ DTW↓ HWD↓

Walk Bus Tram Walk Bus Tram Walk Bus Tram
GENDT 5.17 8.88 7.49 2.4 5.2 3.6 7.2 3.7 3.9

FDaS 11.2 15.6 13.1 15.5 19.0 17.2 6.9 4.2 3.3
MLP 9.9 11.5 12.1 9.0 11.1 7.8 13.8 9.9 12.9

LSTM-GNN 21.5 18.3 12.8 12.1 14.2 15.1 9.7 12.3 12.4
Orig. DG 10.8 14.3 12.7 11.9 16.1 14.5 11.9 13.4 10.1

Real Cont. DG 9.2 10.43 7.71 5.1 7.9 5.2 12.6 11.2 4.9

Table 4.3: Generated RSRP time series fidelity with GENDT and baselines for differ-
ent scenarios in DATASET A.

Fit Distribution and Sample (FDaS). FDaS [43, 128] is another simple minded
baseline that focuses on modeling the distribution (histogram) of the data for any given
radio KPI. Specifically, it fits a distribution based on the real KPI data (ignoring the
time dimension) using maximum likelihood estimation, and samples from it afterwards
to generate the data for that KPI. While this baseline can be effective with respect to
the HWD metric, it can be quite poor in terms of the other fidelity metrics as it does
not consider relationship with context nor the temporal relationships in the data.

Multilayer Perceptron (MLP) is a simple minded baseline that infers the data for
each radio KPI independently at each time step through regression over the context
input. Clearly, this baseline does not account for the temporal relationships within the
real KPI time series data. Moreover, as it focuses solely on the relationship between
context and KPI data, it does not model stochasticity of the latter either.

LSTM-GNN [168], a variant of [66], is a state-of-the-art model architecture for
GNN based time-series prediction. We use it as a baseline as an alternative approach
especially with respect to the first two neural network components of GENDT genera-
tor (§4.4.3), and highlight the benefit of GENDT’s handling of dynamic context input,
batch based generation and use of stochastic layers.

DoppelGANger (DG) [98] and Variant. As mentioned in §2.5, DG is a state-
of-the-art multivariate time series data generation model and so is a natural baseline
approach to compare with. The original DG model (depicted in Figure B.3a) generates
the context in its first stage. In our problem setting, however, this context data is readily
accessible to the operator and can be directly used without having to learn to generate
it. So we additionally consider an optimized variant of DG called ‘Real Context DG’
in which we bypass the context generation stage and directly input real context to the
second stage time-series data generator in DG, as depicted in Figure B.3b.

4.6 Evaluation Results

Here in §4.6.1 we first the evaluate GENDT on the fidelity metrics from §4.5.1 and
benchmark it against the baselines outlined in §4.5.2. Then we demonstrate that the
uncertainty measure within GENDT can be used to optimize measurement efficiency
(§4.7.2). In §4.8.2, we demonstrate the value of GENDT-generated data for two down-
stream use cases. Finally, we carry out an ablation study of GENDT to examine the
effect of its underlying design choices (§B.3.2).
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Method
RSRP RSRQ SINR CQI

MAE DTW HWD MAE DTW HWD MAE DTW HWD MAE DTW HWD
GENDT 7.18 3.73 4.93 1.9 1.27 13.2 4.0 4.6 7.2 1.9 1.20 3.8

FDaS 13.63 17.23 4.80 2.8 1.80 10.1 8.2 6.2 5.9 3.1 1.90 3.8
MLP 10.83 9.3 12.20 2.4 1.70 11.0 7.6 5.9 9.0 2.7 1.33 6.1

LSTM-GNN 17.53 13.80 11.47 2.8 1.81 13.1 9.6 6.9 11.2 3.0 1.55 4.1
Orig. DG 12.93 14.17 4.98 2.9 1.86 11.9 8.8 5.9 6.5 3.2 1.60 3.8

Real Cont. DG 9.11 6.07 10.2 2.2 1.69 12.5 5.3 5.4 8.5 2.1 1.25 4.3

Table 4.4: Average performance of GENDT and baselines across all scenarios in
DATASET A for RSRP, RSRQ, SINR, and CQI time series generation.

Method
MAE↓ DTW↓ HWD↓

City C-
enter 1

City C-
enter 2

High-
way 1

High-
way 2

City C-
enter 1

City C-
enter 2

High-
way 1

High-
way 2

City C-
enter 1

City C-
enter 2

High-
way 1

High-
way 2

GENDT 4.9 4.8 8.5 8.9 2.8 2.9 5.1 5.4 3.8 1.3 5.2 7.3
FDaS 9.8 11.7 16.7 10.8 6.5 8.8 14.8 10.1 3.4 3.1 7.9 6.4
MLP 8.5 3.2 14.5 16.9 5.6 3.1 11.9 15.2 4.1 2.8 18.7 14.0

LSTM-GNN 19.7 16.8 18.3 13.6 12.1 11.8 14.2 11.2 8.6 10.0 8.5 8.0
Orig. DG 15.6 14.3 17.1 14.6 11.5 10.1 10.4 9.8 5.0 3.2 9.5 9.2

Real Cont. DG 10.3 7.4 9.1 9.4 3.9 4.6 6.0 5.9 3.8 2.9 11.8 9.8

Table 4.5: Generated RSRP time series fidelity with GENDT and baselines for differ-
ent scenarios in DATASET B.
4.6.1 Fidelity and Generalization

Setup To assess the generalization capability of GENDT to new unseen trajectories,
we split each of our datasets into two non-overlapping parts: training and testing. We
further make sure to avoid geographic proximity between training and testing mea-
surement data locations. We only report performance on the testing set throughout
this whole section. While we show results of GENDT (and other baselines) in differ-
ent scenarios separately to highlight the versatility of GENDT, note that these are all
generated using the same GENDT model.

DATASET A. Here we present evaluation results with DATASET A focusing on
generation of time series for RSRP, RSRQ, SINR and CQI KPIs. We first carry out the
per scenario evaluation focusing on RSRP, before evaluating the average performance
of GENDT for all KPIs across all scenarios.

By comparing the performance of different methods under multiple metrics in Ta-
ble 4.3 for the generated RSRP KPI time series, we observe that the GENDT generally
yields the best performance of each scenario for all metrics. Though FDaS expectedly
can model the data distribution well (measured by HWD metric), its performance on
other two metrics (particularly DTW) is the worst among all the alternatives compared.
MLP performance is intermediate to worst on all metrics, especially in terms of HWD,
as it does not model stochasticity and temporal behavior. The HWD performance of
LSTM-GNN is similar to that of MLP due to the same underlying reason. Interestingly,
it exhibits rather poor performance on MAE and DTW, even worse than MLP that does
not model temporal variation at all. We attribute this to two reasons: (1) LSTM-GNN
is a prediction model not a generative one; and (2) it does not have mechanism for
effective long series generation.

The original DG model, despite being a time-series data generation model, per-
forms poorly across all metrics, about similar or worse than MLP and LSTM-GNN.
The performance of the original DG is limited by its function of utilizing the con-
texts. As an unconditional generative model, the original DG model does not take in
any contexts but generate everything from noise input, therefore it cannot use the con-
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(a) RSRP time series
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Figure 4.9: Visualization of GENDT performance evaluated over a long and complex
trajectory in DATASET B.

textual information effectively. Still, it yields only intermediate performance due to
its inability to handle dynamic network context input and insufficient mechanisms to
capture stochasticity, latter clearly reflected in the poor HWD performance relative to
GENDT. The shortcoming of real context DG relative to GENDT with respect to the
former context handling issue and the effectiveness of GNN structure in GENDT to
that end is illustrated in the generated RSRP series with these methods in Figure B.4
(in Appendix B.3).

Considering all the considered KPIs including RSRP, the average performance
across all scenarios is reported in Table 4.4. We observe that the big performance
improvements seen with GENDT above continue to hold with the exception of CQI
performance, where benefits are somewhat marginal. We attribute this to the fact that,
unlike other KPIs, CQI generation is a classification problem involving a choice of one
among discrete values from 1 to 15. Overall, we observe that the overlapping batches
based training on top of batch generation and handling time-varying relevant context
input plays a key role in the superior performance of GENDT, so does the SRNN
structure in the generator (§4.4.6) which helps in better modeling the data distribution.

DATASET B. We now consider DATASET B which consists of longer and more
complex movement trajectories over a wider geographical region. This dataset, how-
ever, lets us evaluate with respect to generation of time series for only RSRP and RSRQ
KPIs as it lacks the other KPIs.

As before, we first consider RSRP and report performance at the per-scenario level
in Table 4.5. Again, we observe that GENDT generally yields the best performance and
FDaS doing marginally better in terms of HWD as expected. The average performance
across all scenarios is reported in Table 4.6, also considering the RSRQ KPI. We notice
that relative to significant improvements seen with GENDT in the case of RSRP, gains
for RSRQ are less striking. We find that this is because the RSRQ values in the test
scenarios are fairly stable and also vary in a much smaller range than RSRP, thereby
limiting the room for improvement.

4.6.2 Long and Complex Scenarios

We now consider a long continuous trajectory lasting 2230s (∼40mins) as the testing
set to evaluate GENDT and baselines for generation of long series of radio KPI data
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Method
RSRP RSRQ

MAE↓ DTW↓ HWD↓ MAE↓ DTW↓ HWD↓
GENDT 6.78 4.05 4.40 1.7 1.40 8.1

FDaS 12.25 10.05 5.20 2.9 1.98 10.8
MLP 10.63 8.95 9.90 2.6 1.81 8.5

LSTM-GNN 17.1 12.33 8.78 2.4 2.0 12.9
Orig. DG 17.93 9.17 11.80 2.9 1.86 12.9

Real Cont. DG 9.05 5.10 7.08 2.0 1.53 11.1

Table 4.6: Average performance of GENDT and baselines across all scenarios in
DATASET B for RSRP and RSRQ generation.

Method
RSRP RSRQ

MAE↓ DTW↓ HWD↓ MAE↓ DTW↓ HWD↓
GENDT 11.69 7.18 10.4 3.9 2.40 2.1

FDaS 24.25 16.05 19.20 10.8 13.1 2.98
MLP 18.63 14.95 29.90 8.61 9.9 4.6

LSTM-GNN 18.1 13.80 30.78 10.45 9.9 4.9
Orig. DG 20.40 13.45 26.73 10.1 13.9 2.3

Real Cont. DG 15.05 10.80 27.08 5.08 7.1 3.0

Table 4.7: Overall performance of GENDT and baselines for long and complex trajec-
tory case in DATASET B.

over a complex scenario. The considered trajectory spans three cities in DATASET

B (Wuppertal, Hamm, and Koln), including inner city driving and highway driving
between them. The total length of the trajectory is about 40km. We make sure that
this test trajectory does not overlap nor has significant proximity to trajectories in the
training set. Moreover, the training set does not include data from any of the three
cities or routes between them.

We first show qualitative results in Figure 4.9, where we can see that the gener-
ated RSRP series with GENDT varies in a range that tightly covers the ground truth
(Figure 4.9a), and also shows good match with ground truth in terms of RSRP data
distribution (Figure 4.9b). Note that the upper/lower bounds shown in Figure 4.9a are
not themselves generated time series with GENDT. Rather, they represent min/max
statistics of the generated samples for each time instant. We then summarize the quan-
titative results in Table 4.7 that show the overall performance of GENDT compared to
baselines. We see that GENDT consistently and significantly outperforms on all met-
rics for both RSRP and RSRQ. These results particularly highlight the benefit of batch
generation given the length of the target trajectory with only Real Context DG coming
close to the performance of GENDT. The additional measures in GENDT to aid in
effective long series generation (autoregressive RESGEN) and beyond (GNN structure
and stochastic layers) explain its superior performance. These results also highlight
the pitfall of FDaS as data distribution of the complex target trajectory is not captured
by the training set and so FDaS yields poor performance even in terms of HWD. We
further discuss the need of long trajectory generation in §B.3.1 with quantitative results
and illustrative examples.
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Figure 4.10: Assessing selection of new training data based on GENDT uncertainty
measure relative to random selection.

4.7 Measurement Efficiency

4.7.1 Model Uncertainty
Data uncertainty is irreducible due to the nature of the data while model uncertainty
can be reduced by training on more data and actively selecting new training points [58].
The design of GENDT naturally decouples data and model uncertainty: the data uncer-
tainty is reflected by the actual value of the standard deviation in the learned Gaussian
distribution from RESGEN while the model uncertainty is determined by the variation
of the Gaussian parameters. We use MC dropout [58] to obtain the model uncertainty
of GENDT, i.e., the dropout is turned on during generation time to obtain multiple
outputs of the model. As the parameters of observation model (mean and standard
deviation of the parametric Gaussian) are the (direct) output of the neural network
of RESGEN, we use the standard deviation of them averaged over time as the model
uncertainty. Specifically, the model uncertainty is defined as:

U(Gθ) =
1

T

∑
t=1···T

std(σθ)t + std(µθ)t

where T is the length of target series and std is the standard deviation computed by
empirical samples with dropout turned on.

4.7.2 Uncertainty Driven Measurement
We evaluate the usefulness of the model uncertainty in an active learning setup on
DATASET B, mimicking a real-world uncertainty driven drive test measurement data
collection process.

Here we take the long trajectory in §4.6.2 as the testing set (named as SL). We
remove the testing set from DATASET B, and split the rest of the data into 23 subsets
with no overlap in geographical region between them. We initially start with just one
small subset of data as the training set. At each step, we evaluate the trained model on
each of the remaining subsets in the data to obtain the model uncertainty, and select
the one with highest uncertainty as new training data to add to the current training
set. Concurrently, we evaluate the GENDT model performance on SL at each step
to assess the benefit with the above uncertainty guided training data selection. As
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shown in Figure 4.10, just after two steps (with 10% of the available data used), the
performance on SL no longer shows clear improvement on both DTW and HWD. We
omit MAE results for brevity as they are similar to DTW.

As an alternative approach, we perform random selection with the same starting
subset of the selected 10 subsets. In other words, we follow the same process as above
but at each step randomly selecting the training point to add instead of relying on the
uncertainty measure.

Results in Figure 4.10 shows that for the same number of selected subsets, the
random selection always shows lower training efficiency compared to the uncertainty
based method. Furthermore, the random selection never goes into a case where its per-
formance is better than uncertainty based selection, which means that the uncertainty
based method does provide an optimal path to add the most informative data. Overall,
with uncertainty guided (random) training data selection, 10% (20%) of the available
data (23 subsets) is sufficient to achieve the most generalization that can be evaluated
for DATASET B. We could equivalently view this as achieving 90% (80%) measure-
ment efficiency compared to traditional drive testing. Indeed, this efficiency could be
higher as the model can generate many more trajectories for which ground truth may
not be available.

4.8 Downstream Use Cases
In this section, we assess how well our GENDT approach can support drive testing
use cases. The general idea here is to consider use cases that depend on drive testing
measurement data, and evaluate the effect of using GENDT-generated data for those
use cases in comparison with using actual measurement data. The choice of the use
cases highlighted is constrained by the access to ground-truth radio KPI measurement
data to conduct such an evaluation. In the following, we present results for two distinct
use cases, each relying on data for a different set of radio KPIs. In Appendix B.3.3, we
discuss further use cases that GENDT can support.

4.8.1 Mobile Service Quality of Experience (QoE) Prediction
User QoE assessment is a key focus of mobile network operators for which they en-
gage in drive test measurement data collection. Application layer throughput is a key
QoE metric of interest that in turn depends on lower layer radio KPIs such as RSRP
and RSRQ [139, 140]. We also consider Packet Error Rate (PER) as another key
QoE metric. We focus on DATASET A that not only includes drive/walk testing based
measurement data for multiple radio KPIs collected with Nemo Handy [76] but also
corresponding downlink throughput and PER measurements obtained with iPerf3 [50].

For QoE prediction, we leverage a recent work [161] that examined machine learn-
ing based prediction of application QoE metrics like throughput based on drive testing
based radio KPI measurement data, including RSRP and RSRQ. In particular, we use
the MLP based regression model for QoE metric prediction from [161] that uses RSRP,
RSRQ, device location, etc. as features. We first confirm that RSRP and RSRQ KPIs
are critical for accurate QoE prediction with this model by dropping these two KPIs
from the model and observing the significant divergence between real (measured) and
predicted throughput (see Figure 4.11a and second row in Table 4.8). In contrast,
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Method
Throughput PER

MAE↓ DTW↓ HWD↓ MAE↓ DTW↓ HWD↓
Real 6.7 4.0 1.2 0.22 0.18 1.9

RSRP & RSRQ Excluded 13.1 9.6 2.4 0.48 0.39 3.8
GENDT 5.9 4.6 1.4 0.24 0.23 2.7

FDaS 13.4 9.9 2.4 0.48 0.30 3.5
MLP 8.6 5.9 2.1 0.33 0.38 3.2

LSTM-GNN 14.0 9.4 2.5 0.35 0.39 3.4
Orig. DG 13.1 10.1 2.3 0.47 0.39 3.3

Real Cont. DG 7.9 5.1 1.2 0.28 0.31 2.8

Table 4.8: Performance with GENDT-generated RSRP and RSRQ data when applied
to QoE (throughput and PER) prediction use case, relative to baselines.

including measured RSRP and RSRQ KPI data greatly improves the throughput pre-
diction (see Figure 4.11b and first row in Table 4.8).

To assess the usefulness of GENDT for this use case, we now evaluate the effect
of using GENDT-generated RSRP and RSRQ time series data. Quantitative results are
shown in Table 4.8 when using data generated with GENDT and baselines. Note that
we use the same fidelity metrics of MAE, DTW and HWD as before, except that these
results evaluate the fidelity of predicted throughput and PER time series with respect
to their real (measured) series. We observe that GENDT-generated RSRP/RSRQ data
yields QoE predictions very similar to that of using corresponding real data, and much
superior to using data generated with baselines.
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Figure 4.11: (a, b) Throughput prediction performance with and without RSRP/RSRQ
KPI measurement data, and (c) with GENDT-generated RSRP/RSRQ data.

4.8.2 Analysis of Handovers

Optimizing the handover frequency and performance is of key importance to mobile
network operators as too many handovers can not only degrade user experience but
also increase signalling overhead in the network. This is done in practice by tuning
thresholds of multiple KPIs relevant for mobility management informed by drive test-
ing measurement data on handovers [150].

To support this use case on inferring handovers for a given network deployment, we
retrained GENDT to generate the time series of an additional KPI – the serving cell.
Tracking serving cell changes essentially provides the information on time between
handovers. Note that GENDT model itself remains unchanged from what is described
in §4.4 to accomodate this new serving cell KPI. Quantitative results from Table 4.9
clearly show that GENDT-generated serving cell data provides inter-handover time

78



Method HWD↓

GENDT 2.4
FDaS 8.3
MLP 6.1
LSTM-GNN 5.3
Orig. DG 8.0
Real Cont. DG 3.0

Table 4.9: Inter-handover time dis-
tribution estimation with GENDT-
generated serving cell data, rela-
tive to baselines.
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Figure 4.12: Inter-handover time dis-
tribution from GENDT-generated serving
cell data compared to real distribution in
DATASET B.

distribution that closely match with real data compared to the baseline approaches.
This is also apparent from the CDF of inter-handover times with GENDT shown in Fig-
ure 4.12 compared to their real counterpart from drive test measurements in DATASET

B. In contrast, inter-handover times from DG-generated data are off from the real.

4.9 Discussion

4.9.1 Why generating point coverage is insufficient
The generation of data as discrete points falls short in adequately representing the
complexities of user mobility. In the context of network performance, user mobility
is a crucial factor influencing handover behavior and the potential for signal fading
associated with varying velocities. To truly capture these dynamics, it is essential to
generate radio Key Performance Indicators (KPIs) for specific user trajectories rather
than relying on static point-based data. This approach acknowledges that mobility
patterns are often fluid and varied, and a static, point-based model can only represent
a limited scenario, such as when the user’s trajectory is stationary or has a constant
value. Incorporating trajectory-based KPI generation allows for a more realistic and
comprehensive understanding of network performance in the face of real-world user
movement and behavior.

4.9.2 Comparison with Virtual Drive Testing
Virtual Drive Testing (VDT) serves a purpose distinct from that of real-world drive
testing. VDT is designed specifically for testing network equipment under controlled
conditions that simulate real-world driving scenarios. In contrast, our approach focuses
on replicating the process of collecting real-world drive testing data through the use
of generative modeling. This method allows us to create synthetic data that closely
mirrors the kind of information gathered during actual drive tests, without the need
for physical testing conditions. Our goal is to harness the power of generative models
to simulate real-world data collection, offering an innovative alternative to traditional
drive testing methods.
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Our current resource constraints preclude the possibility of conducting large-scale
VDT. Additionally, based on our understanding, VDT tends to simulate highly specific
environments rather than replicating the complexity and scale of real-world scenar-
ios. This inherent limitation in VDT’s capacity to generalize to unseen cases poses a
challenge in drawing fair comparisons. Therefore, while VDT can offer insights into
certain controlled environments, its application in our context may not provide a com-
prehensive or accurate reflection of the diverse and dynamic real-world conditions we
aim to analyze. This disparity between the simulated environments of VDT and the
multifaceted nature of real-world scenarios is a significant factor in our decision to not
utilize VDT for large-scale testing in our study.

4.9.3 Weather and Other Critical Contexts
Ideally, our dataset should include weather conditions, such as rain, due to their sub-
stantial influence on latent variables that are often treated as noise in our current model.
This is because, in the absence of specific weather information during data collection,
these environmental factors remain unaccounted for, leading to a significant limitation
in our dataset. Recognizing this, our proposed method has the potential to effectively
capture and integrate the impact of weather conditions, provided it is trained on a
sufficiently comprehensive dataset that includes detailed weather information. Incor-
porating such data would enhance the model’s accuracy and predictive capabilities,
allowing for a more comprehensive understanding of how weather influences the pa-
rameters we are measuring. This represents a key area for improvement and expansion
in future iterations of our research, underlining the importance of diverse and detailed
datasets in enhancing model performance.

4.10 Summary
In this chapter, we proposed GENDT, a GNN-based generator for generating radio
KPIs. We adapt GNN to leverage the context data that have graph structure with time-
varying number of nodes. Stochastic RNN is used to generate the small-scale fade
of radio signal, whereas we use a Gaussian noise with learned parameters to generate
the large-scale variation. Meanwhile, the parameter of learned Gaussian distribution
can represent the model uncertainty to a specific input, which in return guide the mea-
surement in the real world to cover the place that can reduce the model uncertainty
and accelerate the whole process of measurement. We evaluate GENDT on two city-
scale datasets in two countries that include many different cities. The results show that
GENDT can achieve perfect generalization with fewer than 10% training data across
the entire region, with significantly better fidelity of the radio KPIs generated.
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Chapter 5

DistilGAN

5.1 Introduction

Telemetry is a collection of measurements or other data at remote points and their
automatic transmission to receiving equipment (telecommunication) for monitoring.
Telemetry to accurately understand network behavior and manage networks is a funda-
mental and longstanding problem in many scenarios: from wired to wireless networks
including IoT/sensor deployments. So far, while many methods have been proposed,
we observe that none of them can simultaneously satisfy the four essential require-
ments telemetry methods must meet: (1) high-fidelity: ability to reliably capture fine-
grained network status; (2) efficiency: minimizing the amount of telemetry information
sent by network nodes to collectors for analysis and control; (3) versatility: being able
to work in varied network telemetry settings and with diverse resource constraints;
(4) real-time: having collectors receiving data from nodes capable to quickly recover
fine-grained network status from the received information to support real-time network
management.

In this chapter, we show that this is possible by proposing DistilGAN, a new data-
driven deep generative modeling powered solution anchored at the collector in a net-
work telemetry system that only requires sampling of raw measurement data from
network nodes at the continually specified minimal rate. We show the effectiveness of
DistilGAN in meeting all the above four requirements via extensive evaluation span-
ning three real and diverse scenarios: (1) a large ISP network; (2) 5G radio access
network; and (3) IoT (smart meter) network. Compared to wide range of baselines
representing the state of the art, we show that DistilGAN yields significant gains in
fidelity, efficiency, robustness and real-time capabilities, across the three diverse sce-
narios and downstream use cases considered. Representative instances of such gains
include 25% better efficiency compared to state-of-the-art method for flow-level mon-
itoring in ISP networks for the same fidelity, and 1-2 orders of magnitude faster data
stream recovery compared to state-of-the-art approaches.
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5.2 Requirements for Network Telemetry Methods

5.2.1 Fidelity

The utility of network telemetry data hinges on the extent to which it represents the
actual network state. So high fidelity is an essential requirement that network telemetry
methods must meet. This in turn means being able to access fine-grained measurement
information at the collector that reflects what is observed at the individual network
elements.

5.2.2 Efficiency

This requirement arises from the fact that communication of network monitoring data
to the collector needs to share the same underlying network resources with regular
operational network use. So the network telemetry method must be communication
efficient by keeping the monitoring overhead minimal and not causing disruption to
normal network operation. This in turn implies that simply reporting all raw measure-
ments from the network elements at their original frequency is not viable. Not only
that, the telemetry must also adapt what is reported in accordance with change in data
characteristics over time.

5.2.3 Versatility

Different network telemetry settings (e.g., ISP networks, data centers, cellular net-
works, sensor and IoT networks) differ in their telemetry KPIs and data characteristics.
Equally, network elements also exhibit differences in their capabilities and resource
constraints (e.g. processing power, available memory). So it is desirable for a network
telemetry method to be not only suitable for a variety of telemetry settings but also to
be robust in the face of resource constraints.

5.2.4 Real-time

Network telemetry method must support reconstruction of the network state at the col-
lector from the received telemetry data streams as fast as possible so to allow quick
and real-time response to routing imbalance [96, 99], network failures [118] and at-
tacks [170, 189]. Such data reconstruction has to at least keep pace with the arrival
rate of the data streams.

5.3 Motivation

Network telemetry systems are typically composed of two main components [190]:
(1) network elements (routers, switches, base stations, IoT devices, etc.) from where
measurement data originates and is reported; and (2) a centralized collector, where the
reported data is collected together to enable operators to analyze network behavior and
inform control decisions to effectively manage the network. The method employed for
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Approach Fidelity Efficiency Versatility Real-time

Sampling [14, 137, 145, 167, 185, 186] ? ? ✓ ✓
Sketching [70, 95, 100, 101, 182] ? ✓ × ✓
Sensing & Recovery [18, 34, 46, 69, 71, 191] ✓ ? ? ×
Our approach — DISTILGAN ✓ ✓ ✓ ✓

Table 5.1: Qualitative comparison between existing network telemetry approaches and
proposed DISTILGAN.

acquiring telemetry data is central to the above outlined system and it must meet the
requirements in §5.2: High Fidelity, Efficiency, Versatility, and Real-time.

5.3.1 Limitations of existing approaches

Broadly, three distinct approaches exist for network telemetry, as discussed below.
Generally speaking, they make different trade-offs between the various requirements
and as such none of them meet all the aforementioned requirements, as summarized in
Table 5.1.

Sampling

Sampling is the basic and most commonly used network telemetry method. As the
name suggests, the idea behind sampling is to ‘sample’ the raw measurements at
the network elements and report only those samples. When applied to packets and
flows in IP networks, this translates to sending raw data in the form of samples of
<flowID,count> tuples [14, 137] or packets [145, 167]. This approach has mini-
mal resource requirements at the network elements and can be applied to any network
telemetry setting, thus making it versatile. In fact, sampling is typically an integral
part of other network telemetry approaches discussed next. Sampled data is also easy
to handle at the collector, contributing to its suitability to support real-time control.

However, the fidelity and efficiency with this approach is determined by how the
sampling rate is selected. As noted in [185], the approach taken in practice is to be
conservative and use the highest possible sampling rate to ensure high fidelity and not
risk missing out on any important insights from the data. Clearly, this can be highly
inefficient. Nyquist sampling frequency from the signal processing domain offers a
structured way to pick the minimal sampling rate [130]. A telemetry KPI sampled at
the Nyquist rate and put through a fourier transform on the sender side can be perfectly
recovered at the receiver (collector) side with an inverse FFT operation [185, 186].
However, Nyquist rate varies with the data characteristics over time and so the sam-
pling rate needs to be continually adapted – sampling below the Nyquist rate compro-
mises fidelity while higher than Nyquist rate sampling causes inefficiency. Existing
approaches to adapt sampling rate tend to err more on the inefficiency side (e.g., by
sampling at two different frequencies that effectively doubles the measurement over-
head [186]). There are also domain specific approaches to adapt sampling rate (e.g.,
[116, 117, 126, 132]) but make assumptions on data sparsity, distribution and signal
shape that do not hold in general across different network telemetry settings.
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Sketching

Sketching is a streaming data summarization method that is aimed at efficient data
representation [35]. In the network telemetry context, sketching has been extensively
applied for flow-level monitoring tasks [70, 95, 100, 101, 182]. Specifically, this means
using a compact data structure (called a sketch) that is essentially a set of counters to
represent flow-level information. Sketches are constructed by hash functions to map
input flow data to counters, and therefore the information of interest (e.g., flow size)
is recorded in those counters with a compact format. With sketching, rather than re-
porting samples of raw measurements, sketches (compact format of measurement) are
reported to the collector periodically. Sketches can also be designed to reserve specific
measurements about networks, hence the usage of sketches contributes to greater ef-
ficiency for certain telemetry tasks such as heavy hitter detection. Decoding process
for received sketches at the collector is also quite lightweight so can be performed in
real-time [101].

However, sketching is limited by its very nature trades off versatility for efficiency,
as the sketching could be limited to specific system or parameter. The nature of queries
to be answered from the data stream must be decided in advance [35]. Also, sketches
designed for flow monitoring cannot be used for other types of KPIs (e.g., SNR in cel-
lular networks). The above constraint also affects the overall fidelity with the sketching
approach, while it can provide bounded errors to answer queries it is designed for under
the assumed conditions, fidelity suffers when those conditions change (e.g., reduction
in available memory). For example, more than 30% of the flows can have signifi-
cant measurement errors with sketching with the memory availability on commodity
network elements [69].

Sensing & Recovery

Compressive sensing (CS) [15, 53] is a representative class of methods that fall under
this approach. It essentially involves two procedures – sensing and recovery, one at
each end. At the sender side, the sensing procedure compresses the measurement
data stream (vector) by multiplying it with a sensing matrix. On the receiver side,
recovery procedure aims to recover the original measurement vector by solving an
optimization problem. While CS has a broad range of applications within and beyond
networking (e.g., [23, 33, 90, 108, 196]), its use for network telemetry has been mainly
to complement sketching for flow monitoring [69, 71]. For that setting, tailored use of
CS has been shown to result in near-zero-errors for almost all flows by ensuring the
orthonormality of the sensing matrix [71]. Because of the need to solve an optimization
problem at the collector for data recovery, it is difficult for the recovery to keep pace
with the telemetry data stream arrival rate and so it faces difficulty in supporting real-
time control tasks. Moreover, data sparsity assumption needs to hold for CS to be
effective but this may not be true for all network telemetry settings and KPIs of interest.

Another class of methods that take the sensing & recovery approach broadly rely
on time-series data compression [18, 34, 46, 191]. These methods are mainly devel-
oped for the IoT setting (e.g., to enable efficient data uploading from the IoT gateways
to the cloud [34]). The time series data compression or dimensionality reduction done
by these methods is relatively more computationally intensive on the sender side and

84



Raw Network KPI 
Measurement Series Sampling Generator Analyzer

CollectorNetwork Element
1 Reconstructed 

Time Series

2 New Sampling Rate 

Figure 5.1: Workflow of DISTILGAN. Two stages are: 1⃝ data reconstruction and 2⃝
sampling rate adaptation.

crucially requires operation over long time windows. This not only limits their ver-
satility due to high processing and memory requirements at the network elements but
also makes them unsuitable for telemetry driven real-time network control. Further-
more, we demonstrate through our evaluations that these methods also result in poor
efficiency.

Other non-telemetry approaches

Also, relevant are deep learning based data stream recovery and generation meth-
ods [49, 52, 91, 106, 112, 162, 188]. Although these methods are not designed for
network telemetry, they can be applied for that purpose by pairing them with use of
sampling on the sender (network element) side. For a given down-sampled telemetry
data stream from the network element, its reconstruction at the collector can be viewed
as an ‘imputation’ problem that seeks to recover missing samples. Early approaches
in this category (e.g., [91]) focus on recovering a high-quality audio signal from a
low-quality one through an interpolation (super-resolution) process using deep convo-
lutional neural networks. More recent approaches are based on generative or diffusion
models [52, 106, 112, 162]. As we demonstrate through our evaluations, these imputa-
tion approaches are ineffective at low sampling rates (or equivalently, high percentage
of missing samples), and also suffer from artefacts when sewing reconstructed data
across time windows due to lack of temporal modeling.

The receiver side data stream reconstruction problem can alternatively be seen as
conditional sequence generation, i.e., reconstructing/generating original data stream
from the down-sampled version received from the sender. Here existing approaches
based on deep generative modeling (e.g., [49, 188]) either focus on time domain or on
frequency/spectral domain reconstruction, and as a result fail to faithfully recover the
features from the other domain. We consider the above set of deep learning methods
in our evaluations and demonstrate that from being not tailored for network telemetry,
they are inefficient, require significant computing power on the sender side and so not
versatile, and have unacceptable inference latency for real-time network control.

The foregoing discussion motivates us to pursue a new and customized approach
to network telemetry that is better suited to meeting all the requirements. We present
our DISTILGAN approach in the next section.
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5.4 DISTILGAN
As stated before, we aim at a network telemetry method that satisfies high-fidelity,
efficiency, versatility and real-time requirements.

At a high level, our proposed DISTILGAN approach to achieving this aim is through
the design of a tailored deep generative model architecture that allows high-fidelity
data stream reconstruction at the collector from received sampled data, while simul-
taneously reducing the transmitted measurement data from the network element by
adjusting the sampling rate it in an adaptive manner. Figure 5.1 illustrates our ap-
proach. Starting with an initial (bootstrapping) sampling rate, our proposed solution
consists of two inter-dependent stages at the collector: (I) Reconstruct data at original
granularity from the received sampled data stream through a ‘Generator’ (Figure 5.1:
1⃝). (II) Infer the minimal sampling rate1 based on the generated data stream via an

‘Analyzer’ and feed it back to the network element to switch to (Figure 5.1: 2⃝).

5.4.1 Overview
Realizing our approach for high-fidelity data stream reconstruction from received sam-
pled telemetry data stream and continually adapting the sampling rate is a significant
challenge. A number of targets need to be met to address this challenge:

1. Reconstructing the data stream with high fidelity.

2. Adapting the sampling rate while not compromising fidelity.

3. Achieving general applicability across diverse network telemetry settings.

4. Minimizing inference (data stream reconstruction) latency to support real-time
network monitoring and control.

Formally, the first two targets can be stated as follows. Given a discretely sampled
form (x̃r) of a ground-truth telemetry KPI time series x(t) with raw measurement
frequency r0 > r, target (1) translates to generating x′(t) with frequency r0 so that
x′(t) mimics x(t). As the generation process occurs over short time windows of size
W , the input to the generator x̃r = D(x, r) = {x(d

r
)}, d = 0, 1, . . . , ⌊W

r
⌋. Function

D(x, r) essentially samples x with sampling rate r. Target (2) mandates that r is kept
minimal at any given time instant t. Communication efficiency or compression ratio
(CR) achieved through minimal sampling can then represented by “n = 1/r” – higher
the n better is the efficiency. For example, if the sampling rate r is 1

2
of the raw

measurement frequency r0 at the network element, then we achieve 2× efficiency in
communication.

To achieve the aforementioned targets, we propose DISTILGAN, a method in-
spired by temporal super-resolution using deep neural networks. DISTILGAN re-
constructs original data stream from received sampled data stream through a tailored
conditional deep generative model that operates across both spectrum and temporal

1For the simplicity of exposition, we focus our description on the sampling rate adaptation but our
method also supports adapting the threshold for event/change (e.g., bursts) detection in telemetry data
streams, as elaborated in §5.4.3.
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domains (Fig. 3.8). It additionally explores available sampling rates automatically,
and adapts the sampling rate by reporting the inferred minimal sampling rate to the
telemetry data sender (network element).

We achieve target (1) by training a spectral-temporal generator that can produce
a fine-grained representation of coarse-grained input sampled data stream, as detailed
in §5.4.2. In contrast to a solution that generates a deterministic output, our method
learns the inherent stochasticity in the signal and reflects that in the output. To bet-
ter reconstruct the signal, DISTILGAN incorporates a novel way to fuse spectral and
temporal outputs. We further propose a batch generation mechanism to support high
fidelity data stream reconstruction on the fly.

As elaborated in §5.4.3, we achieve the adaptive sampling rate target (2) by lever-
aging the inherent characteristics of our generative model and the outputs it produces
with inputs differing in their resolutions. Specifically, we devise a new metric called
‘Q-value’ to quantify the mutual similarity of different rate reconstructions and esti-
mate the data stream reconstruction quality with the current sampling rate. We then
decide to increase or decrease the sampling rate guided by the Q-value.

We meet target (3) by relying only on sampling at the network elements, and
not making any assumptions on data characteristics (unlike alternative approaches
like compressive sensing that assume data sparsity). Sampling is by far the most
lightweight approach in terms of processing and memory resource requirements to
use at the network elements, and so limiting to sampling at telemetry data senders en-
sures broad applicability, including over commodity network switches and resource
constrained devices. The only additional capability we need from a sender (with negli-
gible processing and memory overhead) is for it to be able to change the sampling rate
when informed by the collector (see Fig. 5.1).

Target (4) is achieved through a neural network architecture design that minimally
uses computationally heavy RNNs along with additional system optimizations to keep
the model inference latency low. We elaborate further on our solutions to meet targets
(3) and (4) in §5.4.6.

5.4.2 Generator Model Design for High Fidelity Data Stream Re-
construction

Fig. 5.2 shows the schematic of our generator model architecture. For simplicity, we
show the case of reconstructing data stream for a single telemetry KPI from its sampled
version. The same approach is applicable for the case to simultaneously reconstruct
data streams for multiple different KPIs.

Initial Interpolation

Gg
θ : R(L·r) → RL, where L is the data stream length at its original resolution and r is

the current sampling rate. Upon receiving the sampled data stream from the sender in
a given time window, we first perform the imputation, either with nearest interpolation
or IDFT depending on the current sampling rate, so that the data stream has the same
resolution as the raw measurement granularity. We further add input-dependent Gaus-
sian noise as latent information to support the stochastic variation from the downstream
generative model.
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Figure 5.2: Schematic of the DISTILGAN Generator Architecture.

The initial interpolation method is chosen based on the variation range ∆ = max(x̃r)−
min(x̃r) as the two paths in Figure 3.8 indicate. More specifically, we have

[I0, I1] =

{
[1, 0], ∆IDFT

∆nearest
≥ η

[0, 1], ∆IDFT
∆nearest

< η
(5.1)

where the 0 < η ≤ 1 is a threshold to select interpolation method, ∆ is the vari-
ation range after nearest interpolation and IDFT. The intuition behind is that IDFT
can reserve low frequency details and nearest interpolation can keep a more accurate
dynamic range and they work better in different conditions.

To provide noise input that represents model stochasticity and unobserved context
attributes, the interpolated time series is added with a conditional Gaussian noise Gg

θ

with learned parameters following [85] as Figure 5.4a illustrates: x̂ = Finterp(x̃r)+zg =
Finterp(x̃r) + Gg

θ(x
′
t−W :t−1, x̃r, z0), where Finterp is the Nearest Interpolation or IDFT

results based on Equation 5.1, z0 is a noise input following standard Gaussian distri-
bution and x′

t−W :t−1 is the output of last time window, for which we just use a random
initial state sampled from a standard Gaussian distribution for the first time window.
Specially for the time stamp with real samples, we keep the original value without
adding any noise, and for the other part we add a truncated Gaussian distribution by
constraining the noise range with δ = 20% (default in this paper) of the sample dy-
namics (max(x̃r)−min(x̃r)) to avoid extreme outlier samples of the learned Gaussian
distribution.

Temporal Domain

The temporal domain generator Gt
θ : RL → RL. We design the temporal generator

network we refer to as “Time-ResUnet” that is based on the Unet architecture with
residual connections [91] but customized to our setting. At a high level, our Time-
ResUnet neural network architecture uses downsampling (D-Blocks) and upsampling
(U-Blocks) blocks to reduce and increase series length, respectively. The network in-
cludes fully connected B-blocks as bottleneck layers. It also consists of Gated Recur-
rent Unit (GRU) layers at the upsampling end to capture temporal characteristics, with
both original input and transformed time series available for output alignment with real
samples. Residual connections are used for full utilization of input information.

Figure 5.3a shows a schematic of our Time-ResUnet architecture design. The “D-
Block” in Figure 5.3a means the downsampling block that reduces the series length
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Temporal domain fusion. FusionNet: 1-D Convolutional Layers.

via 1-D convolution. The “U-Block” means upsampling block, which increases the
length of series via a 1-D pixel shuffle method [91, 155]. The residual connections
help full utilization of input information across different steps. In the middle there
are a few full connection layers called “B-block”, which do not change the length and
dimension of the series. The following Gated Recurrent Unit (GRU) layers are applied
to capture temporal characteristics. Both the original input and transformed time series
are available for GRU layers, and this helps the model to make sure the output is tightly
aligned with the real samples.

Spectral Domain

The spectral domain generator Gs
θ : RL → CL. We additionally use a spectral domain

generator for enhanced fidelity and better capturing high frequency features but also
implicitly for increased efficiency to allow high-fidelity operation with smaller sam-
pling rates. For this generator, after applying DFT to obtain the spectrum as in [49],
we keep the spectrum within the current sampling rate and replicate it until the target
bandwidth. In this process, the zero frequency component, i.e., power component is
kept unchanged to make sure the overall power does not change. Our Spectral-ResUnet
neural network architecture design for the spectral domain generation is a variant of
the Time-ResUnet architecture in Fig. 5.3a with the only differences being the lack of
GRU layers, and operation on complex numbers.

Spectral-Temporal Fusion

Gf
θ : (RL,CL) → RL. Through the temporal and spectral domain generators, we get

two representations of output time series. While carrying out fusion of these two, we
find that the spectral output generally comes with a larger phase noise, whereas the
temporal output aligns better with real samples. So if we directly add these outputs,
due to the fact that their phase does not match, the model will only learn to reduce
the high frequency components to reduce the phase noise, which results in high fre-
quency components getting filtered out in the final output. In order to capture the high
frequency components while also reducing the phase noise, we carry out fusion in the
spectral domain and discard the phase information afterwards, as shown in Fig. 5.3b.

The overall generator Gθ can be represented as:

x′ = Gθ(x̃r) = IDFT{|Gf
θ (|DFT(Gt

θ(x̂)|, |Gs
θ(x̂)|)| × Angle(DFT(Gt

θ(x̂))} (5.2)
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Figure 5.4: (a) Schematic of Generative Gaussian Noise; (b) Batch Generation for
Long Time Series
where the function “Angle” in Equation (5.2) represents extracting the angle of a com-
plex vector in the form of an unit complex number, and x̂ is the input to the Spectral-
Temporal Generator (see Fig. 5.2).

Online Operation with Batch Generation

Online operation here refers to recovering the time series on the fly at every small time
window, instead of waiting to receive the whole data stream. Such an operation has
three benefits:

• Fast reconstruction without waiting for the whole series

• Enhancing the performance of adaptive sampling by window-wise analysis

• Avoiding artifacts associated with long series generation

We generate arbitrarily long series in small overlapping “batches”; similar ap-
proach has been previously shown to be effective for network traffic generation [98].
We further adopt an autoregressive structure: the previous output x′

t−W :t−1 is included
in the input to Gt

θ and Gs
θ. There could be nontrivial artifact when connecting batches

if we simply generate them independently because of the different stochastic variations
in different batches. To avoid this sewing artifact, we adapt the overlapping window
approach in Figure 5.4. For each received window, we discard the last few time stamps
of the output and enclose these discarded time stamp in next batch. Meanwhile, we
attach the last few time stamps of previous output ahead the current input, making the
generation auto-regressive.

Training

To train DISTILGAN, we follow the standard training procedure for conditional GAN [73,
115] using a combination of L2 loss and adversarial training with two separate dis-
criminators respectively for spectral and temporal domain generators. Our spectral
discriminator Rs is a multilayer perceptron (MLP) supporting complex numbers, while
the temporal discriminator Rt is implemented with single layer LSTM structure and
few dense layers.

We train the model by minimizing Jensen-Shannon divergence between the data
and model conditionals, i.e., θ∗ = argminθ JS[pD||pθ] following the conditional GAN
formulations [73, 115] with the aid of discriminator as in the GAN framework. We
denote such discriminator as R due to their role as density ratio estimators [172]. In
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our case, we consider two discriminators, named as Rt for temporal thread and Rs

for spectral thread. Suppose the spectrum of x and x′ are s and s′. Specifically, for
given training input measurement data time series, the corresponding adversarial loss
between the data pD(x) distribution and the model pθ(x′) distribution is defined as:

LRt
JS (pD, pθ) = EpD [logRt(x)] + Epθ [log(1−Rt(x

′))].

LRs
JS (pD, pθ) = EpD [logRs(s)] + Epθ [log(1−Rs(s

′))].

In our work, the temporal discriminator Rt is implemented with single layer LSTM
structure and few dense layers, while the spectral discriminator Rs is a MLP (multi-
layer perceptron) supports complex numbers.

We additionally use the standard mean squared error loss for both of the temporal
and spectral output:

LM = LMt(x, x′) + LMs(s, s′)

LMt(x, x′) =
1

L

L∑
t=1

(x− x′)2, LMs(s, s′) =
1

L

L∑
t=1

(|s| − |s′|)2

where s and s′ is ground truth spectrum and generated spectrum (as complex number).
Overall, together with the adversarial (GAN) loss, the loss function to fit θ is:

L = LM + λtLRt
JS + λsLRs

JS

where the λt and λs is a weight to balance the effect of adversarial loss, which in
our case is set as λt = 0.1 and λs = 0.1 by default.

The learned Gaussian noise is truncated by δ = 20% of the absolute range of raw
input samples of corresponding time window. A large δ leads a stronger stochastic
variation on the output but DISTILGAN can easily learn how to denoise the outlier
samples if the input is not very bursty. In the Time-ResUnet, we only use 1 GRU layer
because more GRU layers only have marginal enhancement on the performance with
extra increase in the inference tme.

We use single layer LSTM network with dense layers (three full connection dense
layers) in the DISTILGAN temporal discriminator, and complex MLP network for
spectral discriminator.

We use W = 96 for the reconstruction time window size by default and the default
step length during training is set to 15, so there is overlap between training batches.
W = 96 is sufficient for the dataset in this paper— larger W does not show significant
gain, whereas too small W makes high CR experiment hard to carry out. Note that, in
our experiments, we found that any step length as defined in §5.4.2 between 1 and 15
gives similar result.

5.4.3 Efficiency through Sampling Rate Adaptation

Here we first present how we estimate the received data stream reconstruction quality
and then describe how we use it to adapt sampling rates.
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Reconstruction Quality Estimation for Adaptivity

Data driven methods can aid reconstruction quality estimation. In machine learning,
model uncertainty estimation has been a subject of investigation in recent years. Meth-
ods from that body of literature [58, 152, 165] can shed light on understanding the
possible error during the model inference. However, these existing techniques come
with high computational overheads and so unsuitable for our purpose:

• Monte Carlo Dropout [58] – This method requires repeated inference to esti-
mate the learned distribution, which conflicts with our real-time inference re-
quirement. It also uses a dropout layer for which the dropout ratio needs to be
fine-tuned.

• Conformal Prediction [152, 165] – This method requires training an error pre-
diction on different quantiles, which is computationally heavy contrary to our
real-time requirement. The benefit from this method is also limited when the
underlying variation in the data is large.

In light of the above, we seek to devise a lightweight method to estimate the data
stream reconstruction quality and use it in turn to guide our sampling rate adaptation.
We observe that even without access to fine-grained ground truth time series for the
KPI of interest, its reconstruction results could still be used to estimate the recovery
quality together with the model. Our key insight is that: (1) there exists a sampling rate
at any given time which is sufficient to ensure high quality reconstruction; and (2) the
model would give similar quality result even if the sampling rate is further increased
beyond that point of sufficient sampling rate.

Specifically, we use an intuitive measure of the recovery quality based on the ro-
bustness of recovery under different levels of sampling redundancy, where the robust-
ness refers to the extent to which the model can tolerate more and more missing sam-
ples. In other words, we would like to “ask” the model about its estimated reconstruc-
tion quality on the result. In particular, we define the estimated quality metric, Q-value,
as follows:

Q(Gθ) =
Nu∑
i=1

NMAE(Gθ(D(x, r)), Gθ(D(x, r − i)))/Nu, (5.3)

where Nu is a configurable parameter2 representing the other lower sampling rates
immediately below the current sampling rate to be examined; r is the sampling rate
used for the currrent time window;

NMAE is the normalized mean absolute error (§5.5); D(x, r) is the current re-
ceived sampled data stream; and function D(x, r− i) is the variant of D that represents
sampling at the lower rate of r − i.

In §5.4.4, we provide theoretical justification on the correlation of the above Q-
value metric with reconstruction error of the model. In §5.4.5, we further provide
supportive empirical evidence of this correlation considering different scenarios.

The above suggests that we can rely on the Q-value to estimate the effect on data
stream reconstruction quality from changing the sampling rate. If Q-value is very low

2In our evaluations, we empirically set this parameter Nu = 2.
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then this indicates that the current sampling rate may be higher than sufficient and so
could be adjusted down. Otherwise, sampling rate should be increased. This raises the
question on the scale by which increase and decrease of sampling rates should happen.
In §5.4.5, we examine additive/multiplicative policies for sampling rate adaption (à la
TCP congestion avoidance mechanism).

Adapting Sampling Rate in DISTILGAN

In DISTILGAN, the capability to adapt sampling rate is reflected along two inter-
dependent procedures:

• Automatic Sampling Rate Space Expansion: DISTILGAN will automatically
find applicable sampling rates, as depicted in Fig. 5.5a. This automatic sam-
pling rate expansion starts from finer granularity pre-trained models. When the
existing pre-trained models all show similar reconstruction quality performance,
DISTILGAN will train an even lower sampling rate model and try to reconstruct
the received data stream sampled at that rate. If the quality is maintained as in-
ferred through Q-value, then the new lower sampling rate will be added into the
rate space for real-time sampling rate adjustment from the next time window.
With this mechanism, the telemetry system does not have to train the model for
all possible sampling rates in advance. Instead, DISTILGAN can organically
expand the rate space and corresponding trained models over time.

• Automatic Sampling Rate Selection: DISTILGAN will select from available
sampling rates in an adaptive manner, as illustrated in Fig. 5.5b. The selection
procedure is as follows:

1. the received sampled data stream is down-sampled with sampling rates
lower than the current one to create further sampled data streams. The
reconstructed data streams corresponding to those further sampled streams
(i.e., at lower rates) are generated by the model.

2. If Q-value scores from above step (1) are lower than a small threshold, then
the lowest sampling rate that does not degrade the reconstruction quality is
selected.

3. Otherwise, the current sampling rate is increased and set as the selected
rate for use by the sender in the upcoming time window.

If after the above procedure, the current rate matches with the selected rate then
rate space expansion is triggered to train models at sampling rates lower than the
current rate, following the procedure outlined in Fig. 5.5a.

Threshold based Sampling

DISTILGAN uses threshold based sampling to capture the significant and random burst
in time series3. Mathematically, this part captures top k% of the samples, to avoid

3By default, we provide the same threshold based sampling result as DISTILGAN to all baselines for
fair comparison, as correct threshold is unavailable (see §5.6.2) for the model that cannot learn correct
distribution. Most of samples still measured by periodical sampling.
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Figure 5.5: (a) Automatic Sampling Rate Space Expansion; (b) Automatic Sampling
Rate Selection.

missing extreme burst. The threshold is learned by DISTILGAN, we use the past dis-
tribution generated by DISTILGAN to represent the ground truth distribution because
the generative model can easily capture the conditional distribution of the data. As for
the quantile of the threshold, without prior measurement of data sparsity, we only apply
a small quantile for significant outliers, which is in general less than top 5%. We then
leave the adaptive part to periodical sampling because it is also able capture enough
information when the redundancy is low by increasing sampling rate. Threshold based
sampling is especially important to applications like 5G Rand and IoT for which signal
burst is important; we detail the usage in these applications in §B.5.2.

5.4.4 Q-value as coarse recovery error estimation

Q-value can be taken as an estimation of recovery error when the following two con-
ditions are met. Suppose we are targeting on a fidelity loss ϵ that is a very small value
(e.g., NAME< 0.01)

Condition 1: Further subsampled series should have a decreasing recovery quality:

NMAE(Gθ(D(x, r −m)), x) ≤ NMAE(Gθ(D(x, r − n)), x), If m ≤ n (5.4)

Condition 2: The adaptive step is large enough to bring significant change to the
output when there is no redundancy in the input data. There is a ∆ leads to:

NMAE(Gθ(D(x, r)), Gθ(D(x, r −∆))) ≥ ϵ, if NMAE(Gθ(D(x, r)), x) > ϵ (5.5)

If the current sampling rate has significant redundancy, and even with lower n
sampling rates (n ≥ 1) the model can still reconstruct the original series, then the first
n components in the summation of Q-value (Equation 5.3) should be very close to
zero. Otherwise, if there is no redundancy at all, the further subsampled time series
should lead to a distinct output, and further reducing sampling rate can only make the
difference on reconstruction more significant (Condition 2), until the performance is
close to unconditional generation — higher reconstruction loss than any sampling rate,
when the sampling rate is extremely low. When i is small:

If Redundancy : NMAE(Gθ(D(x, r)), x) << ϵ, and NMAE(Gθ(D(x, r − i)), x) ≤ ϵ
(5.6)

Then : NMAE(Gθ(D(x, r)), Gθ(D(x, r − i))) ≤ ϵ (5.7)

If a low sampling rate is insufficient or current sampling rate is significant lower than
required, all re-sampled result should have different result and thus the Q-value is
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Figure 5.6: MAE of further downsampled and reconstructed time series to 1X (Ground
Truth), 3X, 8X, and 12X (reconstructed) time series in IoT Smart Metering

larger, if Condition 1&2 is true.

If No Redundancy : NMAE(Gθ(D(x, r)), x) > ϵ, (5.8)
Then : NMAE(Gθ(D(x, r −∆)), x) > ϵ, (5.9)
and NMAE(Gθ(D(x, r)), Gθ(D(x, r −∆))) > ϵ (5.10)

Now discuss how to make Condition 1 and 2 be true at the same time.

• Condition 1 is in general work in our dataset, which can be verified by experi-
ments. The less input information, the worse recovery quality it is.

• Condition 2 is true when the ∆ is large enough to introduce significant change
in the input. Suppose ∆ = r, the model will work on unconditional state, the
difference to conditional generated result should be significant and larger than
the target fidelity loss ϵ.

Both of the condition can be directly verified through experiments. This phenomenon
exists in all the three datasets in §5.5, and therefore the generality should be promising.

As stated before, in this paper we use a Nu = 2, so that the maximum value of i
is 2. Although we use a small Nu, the Q-value is sufficient to detect micro changes of
the input — if the sampling rate is higher than loss-less recovery rate, then Q-value is
around zero, otherwise the model need to increase the sampling rate to make sure there
are certain redundancy in the samples. We also tried larger Nu in ISP network, the
result is showed in Figure 5.7b: it is too sensitive by giving an error estimation much
larger than actual value, which might cause memory wasting.

We further evaluate the effectiveness of Q-value in §5.4.5, and the results show
that the Q-value is sufficient to adjust actual sampling to the optimal rate — minimal
sampling rate that meets fidelity requirement.

5.4.5 Mutual Difference of Reconstructed Time Series
Mutual difference of reconstructed time series refers to the components in the summa-
tion of Q-value and inequality (5.5). We verify Condition 1 and Condition 2 in §5.4.4
directly by experiments. Taking IoT Smart Metering for example, from Figure 5.6 we
have observed that when the reconstructed time series exhibit a higher NMAE to the
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Figure 5.7: (a) Comparison between different AIMD strategy on CAIDA dataset (flow
size by <source,destination>), at 1 second epoch length. Background: Nor-
malized MAE (NMAE); (b) Actual Error, Q-value, and Monte-Carlo Estimation with
different FS [71] size in DISTILGAN based sketching.
ground truth compared with other time stamps, the reconstructed time series will also
show a higher mutual difference. This verifies the high-level effectiveness of the Q-
value. From Figure 5.6 we also observe that lower sampling rate tends to have worse
reconstruction fidelity and larger mutual difference, and therefore the Condition 1 is
verified. We also provide another example on ISP network Figure 5.7a illustrates dif-
ferent sampling rates for different runs of AIMD algorithms in §5.4.3 on ISP network
traffic. Overall the phenomenon matches the example in IoT smart metering—further
downsampling contributes to worse mutual NMAE, and the AIMD algorithms do help
to adapt to a suitable sampling rate. For Condition 2 we show the result in Figure 5.7b,
where we prove that if the Nu is configured with proper value, the Q-value will guide
the model to converge to expected loss. In Figure 5.7b, the memory represents the
input information in the sketching system, similar to the sampling rate in other cases.
When the memory is much lower than necessary, the Q-value is even higher than the
actual loss. As the memory increases, the Q-value converges to a small value simul-
taneously with the actual loss.Larger Nu means higher sensitivity as the Nu = 4 case
in Figure 5.7b because larger i will be considered when compute Q-value, and then it
needs more redundancy on sampling rate to meet the target Q-value.

5.4.6 Design Choices & Optimizations for Versatility and Real-
Time Inference

In addition to the aspects highlighted earlier in §5.4.1, the versatility and real-time
nature of DISTILGAN is reflected through the following aspects:

• Minimal processing and memory requirements at the sender. As stated before,
sampling is a lightweight process at the network elements. All that the sender
needs to do with DISTILGAN is to simply report measurement KPIs of interest
to the collector at the specified sampling rate. The above combined with the
adaptively use the minimal sampling rate throughout keeps the resource require-
ments at the network elements at the bare minimum that even the most resource
constrained elements can cope with.

• Low inference latency: millisecond level inference for recovering fine-grained
time series of measurement KPIs of interest.

• Fast Training: Ability to achieve good generalization with small amount of train-
ing data.
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Figure 5.8: (a) Inference with default GPU Scheduling; (b) Proactive GPU Scheduling.

GPU (w/o Parallel) GPU (in Parallel) CPU (w/o Parallel) CPU (in Parallel)

Avg. Inference Time (ms) 1.8 1.2 17.8 12.5

Table 5.2: Inference Latency with DISTILGAN.
For network switches, the benefit of DISTILGAN would be mainly in bandwidth

savings and efficiently using network resources with minimal monitoring overhead.
However, when performing telemetry with resource constrained and battery operated
mobile and IoT devices, minimal sampling rate (and therefore longer intervals be-
tween reporting samples) can be directly converted into significant power savings. As
an example, with discontinuous reception (DRX) mechanism in 5G, reducing the mea-
surement frequency from 100 Hz to 25 Hz (4× reduction in sampling rate) results in up
to 80% power saving on radio module and around 40% power saving on commercial
smartphones, according to the measurements result of major operators [7].

We measured and optimized the execution of DISTILGAN. First, the spectral and
temporal generator processes can be executed in parallel. Second, since the samples
arrive every time window, we can further reduce the CPU I/O and scheduling time
through proactive scheduling, as illustrated in Fig. 5.8. We also try executing DISTIL-
GAN solely over CPUs. The experiments are based on NVIDIA Tesla A100 Ampere
40 GB GPU and AMD EPYC 7302 16-Core CPU. Results are shown in Table 5.2 using
received sampled stream with a 96-sample window as input to DISTILGAN generator.
Leveraging GPUs and parallel execution via proactive scheduling, DISTILGAN can
achieve a 1.2ms inference latency. Even the 12.5ms CPU execution latency is clearly
sufficient for the IoT smart metering and 5G RAN monitoring scenarios with 1s and
1ms measurement granularities, respectively (see Table 5.3). For example, with 1ms
granularity and window size of 96, 12.5ms CPU execution based inference latency will
ensure data recovery 83.5ms earlier than the arrival of next window of samples. Even
when considering the 100 microseconds flow level measurement granularity in general
ISP networks, 1.2ms GPU execution latency is well within the 10ms time budget to
process a 96-sample input window. In fact, the above inference latency results suggest
the ability DISTILGAN to comfortably recover larger windows of incoming samples
without any need for buffering or waiting times at the collector.

The training of DISTILGAN is fast. For the network scenarios considered in this
paper, we can expect training time ranging from tens of seconds to a few minutes
with a single GPU, depending on the scenario and window size. At the same time,
DISTILGAN achieves a good generalization with a small randomly chosen training
set. For ISP networks and 5G RAN, DISTILGAN when trained on less than 10% data
of each dataset achieves good performance on the remainder of those datasets, while
for the IoT smart metering scenario the amount of training data required is much lower
at 3%. If the measurement of ISP network and 5G RAN lasts over a longer period as
one would typically expect it to be the case, we can expect a good generalization with
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much smaller percentage of training data. We explored such a situation with synthetic
datasets (§B.6.1) and found that we only need to train DISTILGAN with less than 1%
of whole synthetic time series to achieve good generalization.

DISTILGAN barely has any computational or memory overhead on the network
element end due to use of sampling at minimal rates. DISTILGAN also has the poten-
tial for profound benefits for telemetry with resource constrained and battery powered
network devices, such as significantly reducing the power consumption and extend the
battery life cycle when combined with sleep mechanisms. We can reduce the infer-
ence latency of DISTILGAN to 1.2 ms with GPUs and 12.5 ms with CPUs, which is
sufficient for most real-time network monitoring and control applications. To achieve
the aforementioned benefits while ensuring high-fidelity data stream reconstruction,
DISTILGAN only requires a small amount of training data for a good generalization,
generally less than 10% of the entire dataset in our experiments.

5.5 Evaluation Methodology

5.5.1 Datasets

We evaluated DISTILGAN using three real-world scenarios (Table 5.4) with associated
datasets (Table 5.3). We also evaluated DISTILGAN on synthetic datasets (sine wave
and fGn [17]) in §B.6.1 to represent some typical signals in engineering. By default,
we use first 20% time series as training data, and evaluated the model on the rest of the
80% data.

ISP Network. The performance in ISP network is evaluated on Trace-driven sim-
ulations with CAIDA Traces [25], which is a representative real world ISP network
traces at large scale with 100K ∼ 150K TCP flows every second. This dataset has
been used in various works in network telemetry [69, 71, 199], and we use the same
data source to make sure the evaluation is done with the target scenario of certain
baselines.

5G RAN. We leverage the state-of-the-art JANUS RAN monitoring system [55]
in a carrier-grade 5G Open RAN (O-RAN) testbed and investigate the feasibility of
minimally sampling representative radio network KPIs and recovering the fine-grained
radio KPI time series afterwards. This O-RAN testbed allows measuring a large set of
KPIs but some of them like Cell ID, Number of UEs, number of resource blocks (RBs),
etc., do not vary with fine granularity, so we do not include them in our experiment.
Based on our investigation on all radio KPIs that are measured frequently in O-RAN,
we select three key KPIs that are reported with fine granularity and has significant
variation in small time scales: Signal to Noise Ratio (SNR) – signal quality; Downlink
Data Transport Block Size (DL TBS) – very fine granularity throughput measurement;
and Timing Advance (TA) – mobility measurement.

IoT Smart Metering. IoT system Smart Metering [34], is multivariate dataset
from four real smart meters installed at different locations in a university campus.
This dataset has the longest time scale (3 months) with 1s granularity, and also is
particularly suitable for adaptive sampling rate evaluation. The set of KPIs included in
this IOT dataset is listed in Table 5.4.
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CAIDA 5G RAN IoT (Smart Metering)

Time Granularity 10ms∗ 1ms 1s
Variate Number 1 3 6
Flow Number 5× 105 1 1
Longest Series 1 hour 1 hour 3 months
Total Time Stamp 3.6× 105 3.6× 106 2.5× 105

Table 5.3: Measurement statistics for different datasets. *: 10ms is the minimal gran-
ularity we consider to query network flow information such as size.

Dataset KPIs (Measurement Attributes)

CAIDA ISP Network (1) Flow size
5G Radio Network (3) Signal-Noise Ratio (SNR), Downlink Transport Block Size (DL TBS) and Timing Advance (TA).
IoT Smart Metering (6) Apparent Power, Power, Energy, Current, Frequency, Voltage.

Table 5.4: KPIs considered in different datasets.

5.5.2 Metrics

We evaluate the performance of DISTILGAN in comparison with a wide range of base-
line methods representing the state-of-the-art (Table 6.5), focusing on all four essential
requirements for network telemetry methods highlighted earlier in the motivation sec-
tion (§5.2)4. In the following, we describe which specific metric we used for each of
the requirements.

ISP Network settings — P(Err.¡0.1%). Here we focused on the ability to recon-
struct flow sizes. For this, we use the percentage of flows that have less than 0.1%
relative error as the metric, following the state of the art work on flow-level monitoring
in ISP networks [71]. The recovered size is Sizer, and original size is Sizeo, then
relative error Err. = |Sizeo−Sizer|

Sizeo
.

5G RAN and IoT Smart Metering settings— NMAE, NWD, and NSWD.
Normalized MAE (NMAE). Given a measured data time series indicated with

(x : {x1, x2, . . . , xT}) and the generated one (y : {y1, y2, . . . , yT}), the Mean Absolute
Error (MAE) is calculated with the following: MAE(x, y) =

∑T
i=1 |yi−xi|/T . NMAE

is the MAE after normalization:

NMAE(x, y) = MAE(normalize(x), normalize(y)),

where normalize(x) = { xi−min(x)
max(x)−min(x)

}Ti=1. Compared to the original MAE, NMAE
can better reflect the overall fidelity as it has been also advocated in past works [21,
194].

Normalized Wasserstein Distance (NWD). This metric help us quantifying the
similarity between the reconstructed time series and its original counterpart. We com-
pute the Wasserstein Distance (WD) [148] after data normalization to obtain NWD, as
also used in [187]. This metric can reflect the accuracy of percentile threshold.

Normalized Spectrum Wasserstein Distance (NSWD). Besides computing the
WD on temporal domain, we also measure the spectrum similarity with WD. Same
as the temporal correspondance above, we normalize the bandwidth before comput-
ing WD; the DFT is computed with a 1000 window size, around 10 times of default

4For detailed description of various baselines, please see §B.6.
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window size of reconstruction, to obtain an reliable result.
Efficiency. We use the Compression Ratio (CR) as a measure of efficiency. Gen-

erally speaking, compression ratio cr is defined as cr = Sizeo/Sizea, where Sizeo is
the memory cost of the raw measurement while Sizea of the one actually stored.

In the case of sampling and sampling based baselines (including sensing & recov-
ery based methods), cr can be seen as the ratio of the raw measurement frequency
to the sampling rate used at any given time instant. With sketching, the size of the
sketches and their frequency of reporting determine the cr.

Versatility. We demonstrate the versatility of DISTILGAN by applying our solu-
tion to the three very different telemetry settings presented in Table 5.3. Additionally,
we show the behavior of our system under different constraints (e.g., memory, mea-
surement window, number of flows etc.)

Real-time. We used the data stream recovery time as the metric for this require-
ment. As discussed in the previous point, the data is not stored raw in memory. This
metric allows to evaluate how much time it takes to recover the original data from the
compressed version. If the recovery time is smaller than the epoch length (input win-
dow size) used for data generation, then the recovery can be considered as real-time.

5.6 Evaluation
In this section we compare DISTILGAN against state-of-the-art approaches (Table 6.5).
We focus on its efficiency (§5.6.1), versatility (§5.6.2) and real-timeliness (§5.6.3)
while keep high-fidelity measurements reconstruction as a general requirement for all
the experiments. We evaluate our system using the three scenarios presented in Ta-
ble 5.4: ISP network, 5G RAN, and IoT Smart Metering. In the Appendix (§B.4) we
share additional information about specific configurations and tests methodology used
throughout the evaluation.

5.6.1 DISTILGAN achieves High Fidelity and Efficiency
We evaluate the efficiency comparing the maximum CR while guarantee a pre-set mea-
surement fidelity. In Figure 5.9a, we compare the behavior of DISTILGAN against
state-of-the-art sketching solutions when estimating flow sizes from a real network
trace taken from CAIDA. Here we set our measurement time window (i.e., epoch
length) to 10ms as real-time network telemetry systems need a very small control
loop. From the figure, we can see that DISTILGAN allows for up to 25× gain in terms
of bandwidth consumption than state-of-the-art when targeting on near-zero error mea-
surements. Classical CS based methods such as SeqSketch [71] and EmbedSketch [71]
are not efficient when used with very small time windows because the orthonormality
of sensing is not well guaranteed with their design, the flow size distribution on ms
level is different to the distribution on seconds level (B.4.1), and hence need to apply
more counters, whereas DISTILGAN is robust to lack of orthonormality after training.

We also compared DISTILGAN against solutions performing sensing & recovery
using the same ISP network scenario with CAIDA. Considering the operation of these
systems, for a fair comparison, we did not use a time window but we sampled the
original network trace and tried to reconstruct the missing information. As Figure 5.9b
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Figure 5.9: Flow-level monitoring in ISP networks. (a) Comparison with sketching
methods using compression ratio vs. flow ratio (percentage of flows with less than
0.1% relative error on flow size); (b) Compression ratio vs. fidelity (NMAE) for meth-
ods not using sketching – just sampling IP packets.

shows, the feasible compression ratio is lower than the sketching case, as the models
need to recover the size of missing packets, instead of just the whole flow. Overall,
generative models yield significant gain in terms of efficiency, up to 8× better than
conventional data-driven solutions. We also observe that DISTILGAN shows better
CR than any of the considered generative models under same fidelity requirement.
Besides, compared with constant sampling rate case, the adaptive mechanism bring
about 25% ∼ 35% gain on CR.

Finally, in Figure 5.10, we demonstrate the high-fidelity nature of DISTILGAN
in being able to capture high frequency components using the same baselines as in
Fig. 5.9b. For this, we show the spectrum and amplitude from doing a sinusoidal
wave signal reconstruction. The synthetic signal has few components around 400Hz,
100Hz, and 50Hz. For visualization, we give the power on 400Hz, 100Hz, and 50Hz
with more significant value so the main components are clear. The Nyquist rate is
800 Hz and the signal is sampled at 200 Hz. All the methods work on window size
at 6 — the model is required to output reconstructed signal after receiving every 6
samples. In Figure 5.10b we can observe that the high frequency components are lost
with FT-IFT, while in Figure 5.10c we observe all three components. Without learn
spectrum explicitly, CSDI can hardly identify the components below 100Hz but simple
generate random noise spectrum beyond that. STFTGAN is the only other method in
the baselines that can identify the high frequency features, however, it cannot avoid the
artifacts introduced by recovering from a short window and the noise level much higher
than DISTILGAN. The phenomenon here is aligned with the NSWD performance in
Figure 5.11c and Figure 5.12c.

5.6.2 DISTILGAN is Versatile

DistilGAN seamlessly works across different telemetry domains

Besides ISP network, we also evaluate DISTILGAN on 5G RAN and IoT Smart Me-
tering scenarios, where the main task is to reconstruct the original time series (i.e.,
stream of measurement data) after temporal downsampling. Such task is common in
5G RAN and IoT system for the various purposes, e.g., saving bandwidth. We carry
out experiments using the KPIs presented Table 5.4, and take the average performance
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Figure 5.10: Sinusoidal wave reconstruction with different methods

of all KPIs in each scenario as the final performance. In Figure 5.11 and Figure 5.12,
we show how NMAE, NWD, and NSWD evolve when changing CR. Here we compare
DISTILGAN against state-of-the-art techniques in the sensing and recovery world.

As Figure 5.11 shows, DISTILGAN in general has the best fidelity in terms of
all metrics with different CR. Compared with FT-IFT, the adaptive DISTILGAN has
75% better NMAE, and more than one order better than FT-IFT in terms of NWD
and NSWD. Compared with other data driven solutions, in Figure 5.11a, the gain of
DISTILGAN on NMAE is marginal when the CR is lower than 8, but when CR is
higher, DISTILGAN shows much better capability on maintaining the performance on
NMAE. As for NWD (Figure 5.11b) and NSWD (Figure 5.11c), DISTILGAN shows
almost 1 order gain to the baselines, indicating the superiority of DISTILGAN in dis-
tribution learning on both of temporal and spectral domain.

Without an adaptive mechanism, all methods start to have much worse performance
if CR goes beyond 8. By tuning the Q-value, the adaptive version of DISTILGAN has
more robust performance when CR changes. CSDI is good at NMAE when the CR
is lower and has similar performance on NWD with DISTILGAN, but it cannot learn
the spectrum efficiently and the NSWD performance is up to 10 times worse than
DISTILGAN. Spectrum can be recovered with high-fidelity only with the model that
learn the spectrum explicitly, such as DISTILGAN and STFTGAN.

The performance evaluation in IoT smart metering system is showed in Figure 5.12.
Here we use the same methodology as in 5G RAN, and overall all data-driven methods
show better fidelity in this specific dataset. Such observation is aligned with the fact
that our smart metering data comes with much coarser granularity and higher redun-
dancy. Even though, DISTILGAN still advances the other methods by having equally
good performance on all three metrics.

DISTILGAN is Robust

We now evaluate the behavior of DISTILGAN when estimating the flow size of net-
work traffic and changing either epoch length (i.e., time window) or system condition.
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Figure 5.11: Fidelity vs. compression ratio in 5G RAN, in terms of: (a) NMAE, (b)
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Figure 5.12: Fidelity vs. compression ratio in IoT Smart Metering, in terms of: (a)
NMAE, (b) NWD, (c) NSWD.

We compare this against state-of-the-art sketching based approaches that also adopt
a time window for their measurements. Starting from CAIDA traces, we varied the
epoch length from 10ms to 1s, kept the fidelity constant and evaluated the CR. DIS-
TILGAN has up to 25× gain on bandwidth efficiency when the epoch is very short,
and still use less bandwidth than the others even for 1s epoch length (Figure 5.13a).

We then varied the available memory and evaluate the accuracy of flow size esti-
mation. Here we observe that DISTILGAN can provide high-fidelity measurements
even with very limited memory: with only 450KB available, it can still get ∼ 80% of
measurement correct.

Finally, as Figure 5.13c shows, the gain on memory efficiency brought by DISTIL-
GAN is constant regardless the epoch length.

5.6.3 DISTILGAN is Real-Time

Overall Recovery Time

In this section, we focus on the ability to provide results in real-time (e.g., performing
data reconstruction faster than arrival rate of new measurements). We consider a worst
case scenario, where a sketch-based solution needs to estimate the flow sizes of 100K
flows, while a method based on sampling or sensing and recovery needs to reconstruct
100K KPIs. Based on our datasets, 100K flows/KPIs tend to appear every 1s and hence
we consider an approach real-time if it is capable of producing a result in less time.

In Figure 5.14, we compare the recovery time for all the solutions we have consid-
ered so far. Methods that leverage CS (i.e., SeqSketch, EmbedSketch, and SketchVi-
sor), together with Classical CS approaches might require > 60s to get the results, so
they cannot be considered to be real-time. Deep diffusion based methods like CSDI
need hundreds times longer inference time to get a reliable result than simple DNNs,
and hence latency is high with CSDI.

Some of conventional sketching methods such as UnivMon and ElasticSketch meet
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Figure 5.13: (a) Comparing with sketching methods on compression ratio in ISP Net-
work for different epoch lengths; (b) Ratio of flows with less than 0.1% relative error
vs. memory; (c) Memory Requirement to meet high-fidelity requirement under differ-
ent epoch lengths.
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Figure 5.14: Recovery time to get measurement result with 100K flows for Sketch-
ing methods: SeqSketch, EmbedSketch, SketchVisor, ElasticSketch, and UnivMon; or
100K KPIs for other methods including DISTILGAN.

the real-time requirement well because they do not need complex computation. Sub-
sampling and then Inverse Fourier Transform (FT-IFT) can be done in real-time, but
the fidelity is worse than data driven methods in §5.6.2. Some deep learning based
methods might be two orders faster in recovery time than classical CS (e.g., AU-
DIOUNET, CSGAN, and DISTILGAN), but this only happens when the neural network
structure is simple (e.g., AUDIOUNET and CSGAN) or fine-tuned for real-time (e.g.,
DISTILGAN).

Real-time performance for specific task

We run further tests to better understand the results presented in the previous subsec-
tion. In Figure 5.15a, we show the inference latency on a single core CPU of DISTIL-
GAN, SeqSketch and SketchVisor when varying the number of flows. Here, we can
see that the inference time only increases near linearly with the number of flows, and it
never needs more than 1s, even in the presence of 1000K flows to decode. Noteworthy
that DISTILGAN still perform up to 90% better, especially its implementation on a
GPU.

Then for 5G RAN, we focus on sampling and recovery task. We measure the
optimal temporal window size in Figure 5.15b when work on the 5G RAN dataset in
Table 5.4, and then measure the inference latency with the optimal temporal window
size in Figure 5.15c. From Figure 5.15b, we can see that classical CS and AUDIOUNET

requires larger window size to achieve the best CR. Classical CS, CSDI, TIMEGAN,
and STFTGAN cannot be executed within their optimal window, which means they
cannot run with the finest time granularity in real-time.
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Figure 5.15: (a) Recovery Time with A100 GPU and CPUs for sketching based meth-
ods with different flow number; (b) Minimum (optimum) recovery time window size
to achieve the best compression ratio with deep learning based models; (c) Inference
latency under optimal window size.

Method
4× 16×

NMAE↓ NWD↓ NSWD↓ NMAE↓ NWD↓ NSWD↓
DISTILGAN 0.006 0.004 0.007 0.011 0.008 0.012

No Adaptive Sampling 0.007 0.007 0.009 0.016 0.009 0.018
No Learned Gaussian 0.008 0.012 0.030 0.016 0.018 0.048

No Temporal Generator 0.017 0.015 0.012 0.024 0.024 0.018
No Spectral Generator 0.011 0.01 0.035 0.017 0.025 0.088

No GAN Loss 0.016 0.024 0.066 0.025 0.047 0.089
No Auto-regression 0.01 0.009 0.014 0.015 0.012 0.023

Table 5.5: DISTILGAN ablation study results using the 5G RAN dataset.

5.6.4 Ablation Study

We conduct ablation study to quantify the contribution of different part of DISTIL-
GAN to the high-fidelity reconstruction, and give more insights to the model design.
In ablation study we focus on 5G RAN dataset for following reasons: (1) 5G dataset
has the smallest granularity among all scenarios. which means this case is more chal-
lenging than IoT smart metering; (2) Evaluation with the NSWD and NWD metrics
on ISP network flow size measurement is not straightforward as we do not care about
spectrum in such scenario.

Comparison with baselines earlier in §5.5, has already highlighted the limitations
of alternative designs. Here we examine the benefit from some of the key design
choices underlying DISTILGAN through an ablation test in Table. B.3. Overall, all
the key components play critical roles in the final fidelity. The adaptivity brings more
gain when compression ratio is larger as there is more space to carry out different
sampling rates. Specially, Adversarial Training (GAN loss), Time ResUnet (temporal
thread), and the auto-regression structure contribute most to NMAE, while Learned
Gaussian Noise and GAN loss jointly enhance the fidelity on temporal stochastic vari-
ation significantly. GAN loss plays critical role among all domains, the cannot show
any gain compared with the other generative models without GAN loss. Although the
spectral thread is designed to generate the high frequency and periodical features, as
well as the spectrum, it does not perform well without GAN loss and Learned Gaus-
sian Noise. Auto-regression structure for batch generation helps all the fidelity metrics
evenly by providing information from the past.
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5.7 Downstream Use Cases of DISTILGAN

5.7.1 ISP Network Microburst Detection

We evaluate the ability to detect microbursts at collectors when only relying on samples
of traffic sent from network nodes. This is a common scenario when a network node
has very limited resources and cannot afford any type of processing. Here, we define a
microburst as a flow (or aggregate of flows) that exibits the bitrate higher than a given
threshold in a very short time window (microsecond-scale) [72].

We take a CAIDA ISP network trace [25] and recorded all the microburst flows
using a time window of 1ms to obtain our groundtruth. We then sampled the trace
at 10ms timescale to obtain a dataset of sampled traffic. We then recover the origi-
nal traffic trace from the samples and use those to perform the microburst detection
task. The F1 score is showed in Figure 5.16, DISTILGAN has significantly higher F1
score, especially when adaptive mechanism is activated (i.e., the sampling threshold
is dynamically selected by our system). We also measure the average distance to the
nearest real microburst to show the accuracy on temporal domain in Figure 5.17, and
the results show that DISTILGAN has 1 ∼ 2 order closer distance to the real burst.
Hence even DISTILGAN report a wrong detection, it will be very close to the real
microburst.
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5.7.2 O-RAN Anomaly Detection

Here we started from data taken from a carrier grade Open RAN (O-RAN) testbed. We
then used TranAD [170] software to detect anomalies present in the data and build our
ground-truth5. Noteworthy that TranAD reports all the anomalies with a timestamp
associated to them.

We then sampled the data using a fixed sampling rate similarly to the use case pre-
sented in §5.7.1. The obtained results are illustrated in Figure 5.18. Adaptive DISTIL-
GAN can achieve 8 ∼ 10 CR without significant loss on F1 score, whereas the other
generative methods can only makes it to 4 ∼ 6 CR. Among the non-adaptive methods,
DISTILGAN stills gives the best performance at any CR. The non-generative methods
cannot reserve any anomalous pattern when sampling rate is very low as they cannot
easily learn those patterns.

5Anomalies here can happen because of radio interferences.
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5.7.3 IoT Smart Metering Analysis
We started from a dataset including reports from four real smart meters [34]. This
includes the temporal evolution of different variables such as power and energy con-
sumption (Table 5.4). We used this as our groundtruth. We then sampled the data using
different CRs and tried to reconstruct the original dataset with DISTILGAN. We com-
pared this against AMDC [34], a lossy streaming-based compression/decompression
algorithm specifically created for IoT smart metering reporting. In particular, we used
AMDC to first compress the time series of data and then re-generate it.

The evaluation results are shown in Table 5.6. Here the two methods are compared
in terms of NRMSE (Normalized Root Mean Square Error) of the reconstructed series
with respect to the groundtruth. If the value is bigger than 0.2 then the reconstructed
serie cannot be considered acceptable [34]. As we can see, DISTILGAN can even
reach a CR of 30 and still being able to retrieve the original series of data with a very
small NRMSE. In contrast, AMDC fails beyond CR = 4. Finally, in Figure 5.19,
we report the contribution to the Q-value for each considered attribute when using
DISTILGAN with adaptive sampling. The weight of Apparent Power, Power, and
Current increases with CR. This reflects the adaptive sampling mechanism can adapt
to different variate as well.

Method DISTILGAN Adapt. DISTILGAN AMDC

CR=30 Fail 0.059 N/A
CR=20 0.053 0.032 N/A
CR=16 0.051 0.029 N/A
CR=8 0.040 0.025 N/A
CR=4 0.032 0.019 N/A
CR=2 0.010 0.006 0.006

Table 5.6: Comparison with Streaming
Compression Algorithm in IoT system
AMDC on Overall NRMSE (Success if
NRMSE < 0.2 for each window, otherwise
fail).
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when carry out adaptive sampling in
IoT smart metering.

5.8 Summary
In this chapter, we investigate various network telemetry methods and propose our
resolution — DISTILGAN, to realize a high fidelity, efficient, versatile, and real-time
network telemetry system. DISTILGAN leverage a spectral-temporal-based genera-
tor with a reconstruction quality estimation-based method to achieve adaptive sam-
pling/recovery network telemetry data. We also tailor the model to have highly paral-
lel structure and optimize the inference process with GPU, achieving millisecond-level
inference latency that can meet the latency requirement of real-time control loop. We
evaluated DISTILGAN in three distinct scenarios, as well as different downstream use
cases, and the results show a significant advance of DISTILGAN in the four require-
ments stated above.
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Chapter 6

SpotLight

6.1 Introduction

In this chapter we investigate the explainable anomaly detection in networking. So far,
there are existing works for general multivariate time series anomaly detection. How-
ever, most of them cannot give an explanation of anomaly detection, i.e., highlight the
root cause among all anomalous KPIs. We also find that the existing works are mainly
designed for few open-source datasets and has never be evaluate on more complex sys-
tem such as ORAN. Unfortunately, none of the existing method can give a satisfactory
accuracy in ORAN system. The limited accuracy and lack of explanation motivate us
to design and implement our solution for the anomaly detection in ORAN system.

The Open RAN architecture, with disaggregated and virtualized RAN functions
communicating over standardized interfaces, promises a diversified and multi-vendor
RAN ecosystem. However, these same features contribute to significantly increased
operational complexity, making it highly challenging to troubleshoot RAN related per-
formance issues and failures. Tackling this challenge requires a dependable, explain-
able anomaly detection method that Open RAN is currently lacking. To address this
problem, we introduce SPOTLIGHT, a tailored distributed deep learning method run-
ning across the edge and cloud. SPOTLIGHT takes in a diverse, fine grained stream of
radio network and platform metrics from the Open RAN system and the platform, to
continually detect and localize anomalies. It introduces a novel multi-step generative
model that allows us to detect potential anomalies at the edge using a light-weight al-
gorithm, followed by anomaly confirmation and an explainability phase at the cloud,
that helps identify the minimal set of KPIs that caused the anomaly. We extensively
evaluate SPOTLIGHT using the metrics collected from an enterprise-scale Open RAN
deployment in an indoor office building. Our results show that compared to a range
of baseline methods, SPOTLIGHT yields significant gains in accuracy (13% higher F1
score), explainability (4× reduction in the number of reported KPIs) and efficiency
(4− 7× bandwidth reduction).

In summary, we make the following key contributions in this chapter:

• For the first time, we draw attention to the problem of anomaly detection and
localization in the Open RAN context, highlight its uniqueness and the new chal-
lenges that need to be addressed.
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• We introduce the SPOTLIGHT system architecture and method design to resolve
the above problem. SPOTLIGHT employs a novel custom-tailored pipeline pow-
ered by a pair of deep generative modeling based anomaly detection methods,
working in tandem and optimized for a distributed deployment, followed by
causal discovery for enhanced explainability (§6.3).

• We develop a detailed and holistic Open RAN data collection process spanning
both the radio network and platform dimensions, and we create, to our knowl-
edge, the largest and most realistic multi-UE Open RAN dataset to date (§6.4).
We commit to making the dataset publicly available within 6 months of publica-
tion of this work.

• We evaluate SPOTLIGHT on a realistic 5G RAN deployment and demonstrate
its accuracy and explainability benefits compared to state-of-the-art solutions
over synthetic anomalies, as well as its ability to detect and localize real world
anomalies during normal RAN operation (§6.5-§6.7).

6.2 System Overview

6.2.1 Open RAN Architecture
Traditional RAN deployments are typically developed as embedded systems, where
the hardware and software components are built by a single vendor and are tightly
integrated.

Open RAN is an industry transformation, similar to SDN, that seeks to decouple
RAN software (SW) from hardware (HW) and open up the interfaces between different
SW components. It allows independent evolution of hardware and software, and faster
rollout of new services. It also enables operators to mix and match their components
through new and open interfaces, thus helping the ecosystem diversification.

As shown in Figure 6.1, an open and virtualized RAN base-station consists of
several components. One is a radio unit (RU), deployed at a cell tower. Connected to
it is a virtualized distributed unit (vDU), performing latency-critical operations, such
as signal processing and radio resource scheduling. It runs on commodity servers,
optimized for low latency (e.g. using Linux with real-time kernel patches). Due to
stringent latency requirements, it is deployed at a far-edge site, at most within a few
kms from the cell towers. One vDU can serve several RUs, depending on the HW
capacity at the edge. Several vDUs connect to a virtualized centralized unit (vCU),
which often runs at a near edge, further away from the towers, since it has more relaxed
latency requirements. A typical large telco may have 10,000s of far-edge and 100s of
near edge sites.

The Open RAN architecture standardizes the control and data plane through open
interfaces. Entities like a service management and orchestration framework (SMO) and
a radio intelligent controller (RIC) allow operators to control various aspects of RAN
deployments, such as switching off RUs for power saving and optimizing handovers
between cells.

In contrast to conventional RANs, Open RAN deployments are composed of sev-
eral hardware and software components that are developed by different vendors and
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Figure 6.1: Open RAN defines various open interfaces and consists of hardware and
software components provided by diverse vendors (marked in different colors). The
RAN is deployed over 10,000s of far-edge and 100s of near-edge sites.

are bundled into a single solution by third-parties (e.g., system integrators). For ex-
ample, a vDU and vCU from one vendor can run on server hardware from another
vendor and the platform software from a third vendor. Different platform providers
may use different versions of Linux and Kubernetes as a part of the platform. A key
goal of Open RAN is to standardize different interfaces and architectures to enable
such diverse deployments.

6.2.2 Key Challenges in ORAN Anomaly Detection

Massive Data Volume and Number of KPIs

The foremost challenge we face involves managing the substantial throughput of mea-
surement data and the extensive array of Key Performance Indicators (KPIs). Iden-
tifying anomalies within hundreds of KPIs, each with a granularity of approximately
100 milliseconds, presents a significant hurdle. Effective anomaly detection must not
only process individual KPIs but also discern the interconnected correlations among
all KPIs. It is crucial to highlight the intricate nature of these system KPIs; they com-
prise a complex mix of various types, including categorical and binary, among others.
This diversity and complexity render most traditional methods inadequate, often fail-
ing to yield reasonable results. Our approach, therefore, must be sophisticated enough
to navigate and interpret this multifaceted data landscape effectively.

Realtime and Limited Resources

Real-time anomaly detection in Open RAN systems necessitates that all processes are
completed swiftly while the system is operational, underscoring the need for rapid
inference latency. However, reducing this latency isn’t as straightforward as simply
increasing the number of GPUs. This is particularly relevant in the context of far-edge
implementations of the RAN system, where the use of GPUs is often not feasible due
to budget constraints. Conducting anomaly detection efficiently using only CPUs at
the far-edge poses a significant technical challenge.

111



Meanwhile, on the cloud side, while computational resources are typically more
abundant, another issue emerges. Frequent data exchanges between the far-edge and
the cloud can lead to substantial bandwidth consumption. This raises a critical ques-
tion: how do we balance the communication overhead with the accuracy of the anomaly
detection? Achieving this balance requires a thoughtful and well-designed approach,
considering both the limitations of far-edge computing resources and the bandwidth
constraints of cloud communication. Addressing this challenge is key to developing
an effective and efficient anomaly detection system in Open RAN environments.

User Experience: Low False Detection

In the realm of anomaly detection research, there’s a notable trend towards metrics-
driven evaluation, with many studies primarily focusing on the overall F1 score. This
score combines precision and recall, essentially evaluating the proportion of accurately
identified anomalies. While this approach is valid for certain research problems, it may
not align with the practical concerns of network operators.

From a network operator’s perspective, the incidence of false positives – or in-
correct anomaly detections – poses a significant challenge. Frequent false alarms can
overwhelm operators, making it difficult to efficiently troubleshoot genuine issues.
Therefore, a crucial aspect of our research is to enhance the precision of anomaly
detection. Improving precision will reduce the rate of false positives, ensuring that
anomaly reports are reliable and actionable. Addressing this issue is vital for develop-
ing an anomaly detection system that is not only effective in theory but also practical
and user-friendly in real-world network operations.

6.2.3 Explanation in ORAN Anomaly Detection
We would pursue certain explainable functions of the anomaly detection results, so
that the user can spend less time on debugging. In this chapter, the term ’explanation’
specifically pertains to elucidating the outcomes of anomaly detection, rather than de-
tailing the operational mechanics of deep generative models. To clarify, this involves
focusing on a concise list of potential root causes whenever an anomaly is identified.
Such an approach significantly streamlines the user’s task by reducing the need to ex-
amine a multitude of irrelevant KPIs. By concentrating on this targeted list, users can
efficiently isolate and address the fundamental issues leading to the detected anoma-
lies. This method of explanation not only enhances the practical utility of our anomaly
detection system but also makes it more user-friendly by simplifying the diagnostic
process.

6.3 Overview of SPOTLIGHT

6.3.1 System Architecture
SPOTLIGHT is a system for detecting and explaining anomalies in RAN and platform
components of Open RAN. Its primary focus is on vDU components which are most
difficult to operate due to real-time operational requirements, but it is also applicable
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(c) KPIs for TCP DL Traffic with FH network contention
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(d) KPIs for TCP DL Traffic with inadequate FH network contention

Figure 6.2: FH traffic and UE throughput for different scenarios

on other RAN components. It is built on observations that (i) anomaly detection needs
to be automated as much as possible due to the expected scale of the RAN deployments
in practice, and (ii) that in order to build this automation we need to collect detailed
metrics from both RAN and platform. SPOTLIGHT is distributed across cloud and
edge. Its high-level architecture is shown in Figure 6.3. It consists of three parts:
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Figure 6.3: Schematic of SPOTLIGHT in the Open RAN context.

• Data collection. Unlike conventional RAN systems, SPOTLIGHT introduces
detailed instrumentation on both the RAN and platform. We introduce probes
that collect fine-grained metrics or KPIs (over 600 in total) that provide required
data to enable reliable anomaly detection and root cause identification (see §6.4).

• Data processing at the edge. A far-edge node has limited compute capacity and
is not suited for sophisticated ML methods. A centralized location (e.g., cloud),
is better equipped for this task. However, sending massive amounts of data from
10,000s far-edge locations to a centralized place can be prohibitively expensive.
We use the edge to implement a light-weight data filtering algorithm that draws
a balance between the available compute and the uplink bandwidth.

• Anomaly detection and identification in the cloud. We deploy the heavy part
of our processing in the cloud due to ample availability of compute and storage
resources.

We collect data samples each 100 ms. We aggregate 50 consecutive samples into a
window, representing multi-variate time series, and feed it to SPOTLIGHT’s anomaly
detection method. At the output, in the event of an anomaly, we receive a filtered set
of anomalous KPIs related to specific RAN and platform components that help easily
identify the root cause.

6.3.2 Detection Method Description
We start with the design requirements of SPOTLIGHT based on the following require-
ments.

• Accuracy. Our goal is to to maximize the detection of all anomalies (i.e., have a
high recall) as well as minimize spurious detections or false alarms (i.e., have a
high precision). To detect any kind of anomaly, we further require our method to
be semi-supervised in that it should be trained only using normal data [29], and a
limited amount of it. The method should also generalize well to new and unseen
KPI patterns, including normal cases un-encountered in the training data.

• Explainability. We need an anomaly detection method that reliably directs us to
the minimal subset of KPIs that point to the source of a detected anomaly. For

114



Fi
n

al
 L

ay
er

D
ro

po
u

t 
La

ye
r

Previous 
LayersInput

D
is

cr
im

in
a

to
r

L1
 +

 A
d

ve
rs

ar
ia

l L
o

ss

JointVAE

(a)

5% CSDI

5%-15% CSDI

15%-25% CSDI

MRPI

Outlier Data 
(A)

Normal 
Data (N) ......

Imputation with 
Nearest Model

Drop Outlier 
Points

Randomly Drop 
Normal Points

Err. A > Err. N?

N

No 
Anomaly

Y

A
n

o
m

a
ly 

(b)
0 10 20 30 40 50

Time

20

10

0

10

20

KP
I V

al
ue

a(t)

b(t)

J(t))

M(t)

KPI
No Anomaly

Anomaly by JVGAN
Anomaly by JVGAN and MRPI

Fixed by MRPI
Covered by JVGAN
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example, an anomaly in a physical (L1) layer of vRAN can be visible through
unexpected uplink traffic variations in L1. But this will also cause variations in
uplink traffic in MAC, RLC and PDCP layers, and we will potentially mark these
metrics anomalous as well. The goal of the filtering step is to find the right root
cause (L1 in this case) through a minimal set of relevant metrics, by learning and
tracking dependencies between metrics.

• Efficiency. We seek a method that strikes a balance between leveraging available
local processing resources at the far-edges, to minimize the bandwidth and cost
requirements for further processing at the cloud, while ensuring detection and
localization of any anomalies within the desired timescales.

To address these requirements, we structure the detection method into 4 compo-
nents, shown in Figure 6.3. The first component is a light-weight pre-processing al-
gorithm that runs at the edge, called JVGAN, which is based on a variational autoen-
coder. The key contribution we make here is to improve the accuracy compared to
off-the-shelf methods, given that we have to deal with bursty and multi-modal data.
JVGAN is also light-weight (takes less than 0.1% of a CPU core) and its output is
significantly lighter than its input (4×-7×), addressing the efficiency requirement (see
Section 5.6.1).

JVGAN may have a high level of false positives (low precision). So we further
process the data in the cloud to improve the accuracy. For that, we use an imputation
based anomaly detector called MRPI. The idea behind it is that if we treat the outlier
points from the JVGAN stage as missing points and cannot generate them with a
time series imputation model (trained on normal data) then those outliers represent
true anomalies otherwise false alarms. This allows to better capture noisy and bursty
data. This step further improves precision by 5%-10% (see Section 6.6.1). Finally,
we filter down the list of anomalous metrics to the minimal set. This is done in steps
marked as KFILTER and CAUSALNEX in Figure 6.3, and addresses the explainability
requirement.

The anomaly detection and localization problem we target takes as input the mul-
tivariate time series of KPIs x = (xi(t))i, for each KPI i. This includes measured as
well as derived KPIs, and span both radio network and platform. Resolving our prob-
lem translates to outputting ∅ if no anomaly is found, and a minimal subset K ⊆ K
otherwise, where K is set of all KPIs. In the anomaly case, the subset of KPIs K in the
output reflects the likely cause and location of the anomaly, given that each KPI im-
plicitly represents a location in the system. We continually perform the detection and
localization for every incoming time window W of KPI streams. We next formalize
the three key components of the algorithm.
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Why use a generative model? The task of identifying anomalies in our study
is framed as a binary classification problem, yielding deterministic outcomes (Yes or
No). Labeling this process as ’predictive’ underscores the definitive nature inherent
in anomaly detection. Our choice to utilize a generative model, particularly one that
employs probabilistic generation techniques, is primarily driven by the goal of distribu-
tion learning. The essence of our approach lies in learning a deterministic distribution
through probabilistic means. In this context, if the data falls within the bounds of the
distribution we generate, it is classified as non-anomalous. Thus, while the generative
model serves as a tool for learning the distribution of potential values, the actual deter-
mination of anomalies is governed by a deterministic rule. This approach allows us to
systematically categorize data as anomalous or not, based on a learned distribution that
reflects the expected range of normal data variations. Besides, if learn in conventional
way, with boundary and threshold, that would make the learning task more challenging
since more independent parameters need to be learned.

Distribution based inference with JVGAN

As discussed in §2.5 and shown in §6.6.1, the prior RAN anomaly detection methods
based on time series prediction or reconstruction are ineffective when applied to our
setting. So we take a fundamentally different approach and create a new, generative
modeling based anomaly detection method.

JVGAN, the initial component of our method, is a generator that first learns the
distribution of normal KPI time series and then uses the learned distribution as a ref-
erence to infer if a given test KPI time series is anomalous. This distribution learning
approach is not only robust to highly diverse patterns across many KPIs, as in our set-
ting, but also does not have the threshold setting issue as prior methods. Furthermore, it
has the beneficial effect of data filtering at the edge by efficiently distinguishing normal
from potential anomalous cases so that only the latter cases are further inspected.

Specifically, for JVGAN we train a generator Gj
θ on the observed KPI time series

x(t), where θ refers to the learned weights of the generator model. The objective of the
generator Gj

θ is to infer whether or not a given observed KPI time series x(t) ∈ X(t),
which can be stated as:

min
θ

Et>0[G
j
θ(x(t))|x(t)/∈X(t)] + Et>0[1−Gj

θ(x(t))|x(t)∈X(t)],

where Gj
θ(x(t)) = 1 if x(t) ∈ X(t), and 0 otherwise. The trained generator Gj

θ(x(t))
is then sampled N times to get a set of samples J(t) that approximates the true but
unknown distribution of the ‘normal’ KPI time series X(t).

During classification, given a ‘test’ KPI time series y(t), we check to see if it
falls within the learned distribution J(t). We use the upper and lower bounds of J(t),
represented respectively as a(t) and b(t) that are calculated as the envelope (max and
min respectively) of samples drawn from the distribution J(t), and we declare metric
y(t) as anomalous if

∀yj ∈ y(t),∃a(t), b(t) ∈ J(t) s.t. yj < bjor yj > aj (6.1)

This is illustrated in Figure 6.4(c).
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JVGAN generator Gj
θ(x(t)) is based on the variational autoencoder (VAE) [88],

which is a standard approach for distribution learning. However, as we show in §6.6.1,
vanilla VAE is ineffective for this purpose due to the following three issues:

1. Classical VAE works well only when dealing with continuous data, but there
exist many KPIs in our setting, that are discrete or categorical (e.g., HARQ out-
come).

2. Our KPI time series is highly bursty, which makes it harder for vanilla VAE to
learn the distribution in a way that can reliably separate normal and anomalous
cases.

3. Fitting the learned distribution too closely to training data hurts generalization,
as training data does not represent all possible normal cases, i.e., X(t) ⊂ X(t).

We address issue (1) in Gj
θ(x(t)) by considering JointVAE [44] as our basic neural

network structure, as it is more robust with categorical and binary data streams. For
issue (2), we include adversarial training (à la GANs [59]) for high fidelity distribution
learning. For issue (3), we use Monte Carlo Dropout [58] to have the learned distribu-
tion to be not limited by training data. The JVGAN generator architecture (Gj

θ(x(t)))
with the above techniques is illustrated in Fig. 6.4(a).

Imputation guided Inference with MRPI

JVGAN can reliably detect normal cases when a given test KPI time series is fully
within J(t). Considering that J(t) is only an approximation of the unknown true dis-
tribution of the normal KPI time series, X(t), and that it is limited by the training data
X(t), we have many cases that only fall partially in J(t). Fig. 6.4(c) illustrates such a
case where some of the data points in the time series for a KPI fall outside the distri-
bution J(t). However, simply inferring all such cases as anomalies will lead to poor
precision (i.e., many false alarms). So, we introduce a further vetting step through
another generator called multiple rate probabilistic imputation (MRPI) to minimize
spurious anomalies.

The key idea behind MRPI is as follows.
The data points in a test KPI time series x(t) that fall outside J(t) are treated as

‘missing points’, and then we assess if they can be generated by an imputation model
trained using only normal data X(t). Among those missing points, the ones that cannot
be reliably generated through imputation, i.e., fall outside the distribution M(t) learnt
by the imputation model, can be safely inferred as anomalous.

Our MRPI design is based on CSDI [162], which is the best existing time series
imputation model [9]. However, the original CSDI design is limited to just one setting
of missing data rate. On the other hand, it is impractical to have a separate imputation
model for each possible missing data rate. We empirically observe that imputation
at 10% intervals provides good generalizability within each interval. Therefore, we
train multiple CSDI models for different intervals (ranges of missing data rates) using
normal training data X(t): ≤ 5%, 5 − 15%, 15 − 25%, .. (11 models in total). During
inference, we pick the model that is closest, based on fraction of data points in x(t) not
covered by J(t). For example, if 10% of x(t) is not in J(t), then we pick the trained
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5 − 15% CSDI model. We declare the point as an anomaly, if it does not belong to
the distribution of the selected CSDI model. We illustrate this in Fig. 6.4(c) where
the CSDI distribution is shown in green. The overall MRPI architecture is shown in
Fig. 6.4(b).

Enhancing Explainability with KFilter and Causal Discovery

By applying the combination of JVGAN and MRPI, we can continually detect any
KPIs exhibiting anomalous behavior based on the most recent batch of KPI data streams.
However, the anomalous nature of some of these KPIs may be transient while other
anomalous KPIs might be the effect of an anomaly caused elsewhere. So, to bet-
ter identify the actual root causes of persistent anomalies, we employ two methods –
KFILTER and Causal Discovery – as elaborated below.

KFILTER. The purpose of this method is to filter out insignificant anomalous
KPIs. In particular, the aim is to discard those KPIs that are detected as anomalous
only for a brief period of time but otherwise show normal behavior. So, we monitor
the percentage of time each KPI is detected to be anomalous across the whole measure-
ment period and filter out the ones which appear anomalous below a certain threshold
period. We empirically set that threshold to 25% in our experiments.

Causal Discovery. Even after applying the KFILTER, there may be several anoma-
lous KPIs left for a domain expert to examine to identify the root cause behind a
detected anomaly. We observe that KPIs have inherent correlations and causal rela-
tionships between them. This suggests that the actual KPIs to inspect in the event of
an anomaly are the subset of anomalous KPIs that have a causal relation from them
to other anomalous KPIs. We aim to leverage the directed graph of causal relations
among KPIs to reduce the ones reported by SPOTLIGHT in the event of an anomaly.
Such an approach has proven to be effective in other settings such as root cause detec-
tion of failures in micro-services [74]. To deduce the causal graph among anomalous
KPIs after KFILTER, we make use of CausalNex [16], the state-of-the-art toolkit for
causal reasoning with Bayesian Networks. Specifically, each anomalous KPI is rep-
resented as a node in this graph and we report the ones that have directed edges from
them to other anomalous KPIs.

Training

We train the JVGAN and MRPI models independently, as they focus on distinct tasks.
We view the KPIs as different channels in the neural network, and therefore their in-
herent correlation is captured through weight sharing.

For both JVGAN and MRPI, we train the models by minimizing the Jensen-
Shannon (JS) divergence between the distributions of the data and the corresponding
models, following the conditional GAN formulations [73, 115] with the aid of a dis-
criminator as in the GAN framework. We use L1 loss as part of the loss function
for training. The discriminator of JVGAN is implemented with a single layer LSTM
structure and a few dense layers, whereas in MRPI we keep the original discriminator
as in CSDI [162]. Both JVGAN and MRPI have a loss function: L = LL1 + λLJS,
with a default weight λ = 0.1 to capture the effect of adversarial loss.
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KPI Category Description Type
Signal Quality Includes UL/DL SINR, CSI reports, UL/DL MCS Radio

Packet Size
UL/DL packet size at PDCP, Midhaul, RLC, MAC
and FAPI layer Radio

Losses UL Bler rate and DL HARQ NACK rate Radio
Buffer info UL Buffer status report and DL buffer occupancy Radio
Resource Allocation UL/DL PRB usage and UL/DL TBS Radio

Thread Scheduling
Runtime of thread, count of on and off CPU,
CPU ID Platform

FH traffic FH UL/DL link usage in Gbps Platform
PTP logs PTP frequency, RMS, delay and max offset Platform

Table 6.1: KPI description

6.4 Data collection
One of the premises of SPOTLIGHT is access to detailed metrics. Here we describe the
data collection process we have built as a part of the system.

Radio Network KPIs: We leveraged a powerful and lightweight telemetry extraction
framework [56] that can collect detailed KPIs at a fine granularity and we integrated
it in the RAN functions. This allowed us to collect many vCU and vDU events, such
as signal quality reports of UEs, MAC scheduling decisions, queue and packet sizes
at the PDCP and RLC layers, HARQ ACKs/NACKs, etc. Using the raw data, we de-
rived several KPIs at the granularity of 100ms, including histograms and other statistics
(min, max, distribution skewness, etc.). Using this process, we collected a total of 206
radio network KPIs, all agnostic of the number of UEs.
Platform KPIs: We collected network counters (number of packets and throughput)
exposed by an API of the ToR switch at a granularity of 5s. We developed an eBPF
tool [45], that allowed us to collect detailed per-CPU runtime information from all
the threads running in the system (RAN and others), by capturing all the scheduling
events. The tool exposes both on- and off-cpu runtimes of threads, i.e., how long a
thread ran before being pre-empted (on-cpu) and how long it waited until it was sched-
uled again (off-cpu). As these events can reach hundreds of thousands per second, we
aggregated the thread runtime statistics at a granularity of 1s to guarantee the stability
of the system, in a similar way as we did for the radio network KPIs. We also scraped
OS logs to collect data about PTP synchronization (1s granularity). This resulted in
the collection of 466 platform KPIs in total.

A brief summary of all the collected KPIs, statistics and the data collection process
is listed in Table 6.1, while a detailed description of the dataset’s schema can be found
in [11].

6.5 Evaluation Methodology

6.5.1 Evaluation setup

We have deployed a state-of-the-art, enterprise-scale 5G Open RAN deployment, cov-
ering a five floor office building, with two 5G base stations per floor. All the compo-
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Servers (8×) HPE Telco DL110 Gen 10; Xeon 6338N CPU
Accelerator Intel ACC100 for LDPC coding
Ethernet NIC Intel E810 4×25GbE NIC,

Ethernet switch Arista 7050-CX3
Radio unit Foxconn 4x4 RU; 100MHz at 3.5GHz
PTP grandmaster Qulsar Qg2 multi-sync gateway

Operating system Real-time CBL-Mariner Linux kernel 5.15
PHY software Intel FlexRAN v22.03
L2+ software CapGemini 5G Solution

Table 6.2: 5G RAN hardware and software configuration.

Foxconn RU

HPE DL110 server

CBL Mariner Linux

Arista 7050-CX3 ToR

Qulsar Qg2 PTP 
Grandmaster clock 

10GbE 25GbE

Intel FlexRAN L1

CapGemini L2

1GbE

CapGemini vCU

vDU

5G Core

25GbE

Figure 6.5: Deployment configuration for single cell.

nents are commercial-grade and O-RAN compliant. Table 6.2 summarizes the hard-
ware and software configuration. The vRAN functions support several 5G features,
including 100 MHz transmissions, 4×4 MIMO and the O-RAN 7.2x FH protocol. To
our knowledge, this combination of features in a standards-compliant and end-to-end
5G Open RAN deployment is a unique characteristic of our deployment. We oper-
ated the deployment for over a year, and we identified a number of real-world cases of
anomalies (discussed in Section 6.7.1) from this experience.

For the evaluation, we focus on a single cell of the deployment, using the configura-
tion illustrated in Fig. 6.5. In terms of the end-user devices, we use up to 8 UEs during
the network’s normal operation, including both commercial 5G smartphones (OnePlus
N10, Samsung Galaxy A52s), as well as Raspberry Pi development kits equipped with
Qualcomm 5G modems.

6.5.2 Dataset Creation
Using the deployment described in Section 6.5.1, we created a rich dataset consisting
of fine-grained platform and radio network KPIs described in Section 6.4, consider-
ing both non-anomalous and anomalous cases. Overall, our training dataset consists
of approximately 77 million measurement points. To our knowledge, this dataset is
the largest and most realistic Open RAN dataset to date, with existing alternatives
(e.g., [20]) mainly providing simulation/emulation data and not considering the real-
time platform KPIs.

To generate a realistic dataset, we introduced a diverse set of eight traffic profiles,
summarized in Table 6.3, and considered scenarios with one, five and eight UEs. In
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Figure 6.6: Floorplan of cell and UE deployment used for data collection and evalua-
tion.

experiments involving a single UE, we generated traffic with all profiles for a duration
of 10 minutes each. For five and eight UEs, we selected random UE subsets and created
two scenario types:

• Constant traffic: Each UE selects a traffic profile and maintains it for 10 minutes.

• Mixed Traffic: Each UE randomly selects one of the 8 traffic profiles for a ran-
dom duration (5 to 10 seconds). After this period, the UE pauses transmission
for a random duration between 5 to 10 seconds before resuming with another
randomly selected traffic profile. This lasts for 10 minutes.

Obtaining reproducible data in a controlled manner is challenging in a multi-UE
setting with mobility. Therefore, in this work, we opt to use static UEs, meaning that
some KPIs, such as SNR, are more static than in a truly mobile environment. We
compensate for this in two ways:

• We consider several UEs with diverse positions and varying distances from the
radio (showed in Fig. 6.6), ensuring that these KPIs differ across different UEs.

• All the KPIs of our dataset are aggregates across all UEs, rather than capturing
individual UE metrics.

This combination, makes the aggregate signal quality related KPIs of the dataset dy-
namic. In addition to that, and due to (pseudo-)random traffic patterns that we intro-
duce, all the other KPIs are also very dynamic.

6.5.3 Representative Anomalies
To evaluate the accuracy and explainability power of SPOTLIGHT, we carefully crafted
a variety of anomalous scenarios. The anomalous scenarios under study were designed
to cover representative issues across the vRAN stack, and are also discussed in §??.
Specifically, we considered the following representative types of anomalies:
CPU contention – We emulate a class of anomalies in which thread contentions or
misconfigurations are throttling threads that are responsible for RAN operations (see
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Traffic Type Discription Duration
(minutes)

iperf3 TCP DL UE sends TCP DL traffic in DL direction 10
iperf3 TCP UL UE sends TCP UL traffic in UL direction 10

iperf3 UDP DL
UE sends UDP traffic at 10 mbps in

DL direction 10

iperf3 UDP UL
UE sends UDP UL traffic at 10 mbps in

UL direction 10

file download UE downloads the file from internet 10
file upload UE uploads the file to server using scp 10

video stream UE streams a video 10
web traffic UE constantly access a random website 10

Table 6.3: Different profiles of generated traffic

Anomaly Target Effect Duration Frequecny Ratio

PDCP worker
thread contention CU

Delays in processing of
user packets, leading

to packet drops

between 0.8
to 6 seconds

Every
10 seconds 10-65%

Radio
interference

DU air
interface

SNR reduction and
packet retransmissions

between 1
to 2 seconds

Every
10 seconds 10-20%

FH
network

contention

FH
and DU

SNR reduction and
packet retransmissions

between 0.3
to 0.6 seconds

Every
15 seconds 10-12%

MAC scheduler
thread contention DU

Missed scheduling
decisions and packet drops

between 0.8
to 1.2 seconds

Every
10 seconds 3-5%

Mixed anomalies All Combination of effects
Same as in

single anomaly
cases

Same as in
single anomaly

cases
varying

Table 6.4: Description of considered anomalies. The end result of all anomalies is UE
throughput degradation.

Section 6.7.1 for a real-world example). We introduced a CPU contention using stress-
ng [67] to a worker thread responsible for relevant processing (e.g. a PDCP worker
thread for CU, etc).

Radio interference – This scenario reflects radio interference related issues that could
be a result of inter-cell or external interference. For this anomaly, we configure a USRP
software-defined radio to transmit an intermittent traffic over 40MHz of spectrum over-
lapping with our vRAN allocated spectrum.

Network contention – This scenario is meant to represent anomalies stemming from
the sharing of network links between RAN and other functions, without proper isola-
tion and QoS guarantees. For this anomaly, we introduced intermittent traffic on the
same link that carries the FH traffic (IQ samples) between the DU and the RU.

Mixture of anomalies – In the mixed anomaly scenario, we created all six possible
combinations of the four anomalies occurring together in pairs.
We summarize them in Table 6.4. Overall, we created a test dataset containing ∼33
million datapoints. In Section 6.7.1, we further discuss several real anomalies that
manifested in our deployment during its operation for over an year.
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Category Baseline Method

Prediction & Reconstruction
TranAD [170]

VAE-LSTM [97]

Prediction based
GDN [41]

LSTM-PRED [87, 169]

Reconstruction based
MADGAN [94]

LSTM-AE [87, 169]
Statistical Z-Score [5]

Table 6.5: Anomaly de-
tection baseline meth-
ods.
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Figure 6.7: Average F1
score across all scenar-
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Figure 6.8: Anomaly detection be-
havior of SPOTLIGHT vs TranAD.

6.5.4 Baselines

Accuracy baselines

As discussed in §2.5, most state-of-the-art time series anomaly detection methods in
both RAN and ML domains are prediction based, reconstruction based or combine
both. To assess accuracy benefit with SPOTLIGHT ’s anomaly detection approach, we
pick representative baselines from each of these categories, as outlined in Table 6.5.
Like SPOTLIGHT, all these methods are trained on normal data.

Methods based on time series prediction (GDN [41] and LSTM-PRED [87, 169])
rely on the prediction error (i.e., difference between predicted and actual KPIs at
each time step) for anomaly inference. On other hand, reconstruction based meth-
ods (MADGAN [94] and LSTM-AE [87, 169]) encode and decode the test time series
input using trained models and infer anomalies based on the reconstruction error (i.e.,
discrepancy between decoded and actual test input). For LSTM-PRED and LSTM-
AE methods, we use the standard deviation of prediction/reconstruction errors during
training as the threshold for anomaly detection during inference.

As a simple-minded statistical baseline method, we also use a Z-Score based time
series anomaly detection [5] in which z-score is continually computed over a sliding
window and classify a new point in the time series as an anomaly if its z-score is above
a threshold (one standard deviation).

Note that among these baselines, LSTM-PRED, LSTM-AE and Z-Score perform
‘univariate’ time series anomaly detection separately for each KPI, whereas SPOT-
LIGHT and rest of the baselines are multivariate across all KPIs.

Explanation baselines

SHAP with TranAD: SHAP [105] is a commonly used model agnostic method for ex-
plainability and provides a unified measure of feature importance – higher SHAP score
for a KPI reflects its higher importance. We augment TranAD, the best performing
anomaly detection method among our baselines, with SHAP (using its Omnixai [183]
implementation).
GDN [41] has inherent explanation capability by modeling the set of KPIs (variables)
as graph nodes and learning the edge weights between them through its attention mech-
anism. KPI(s) inferred to be anomalous and their highest weight neighbors forms the
explanation output from GDN.

Besides the above two baselines, all univariate baseline methods we consider –
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Method
PDCP Radio MAC Network Overall

F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑
SPOTLIGHT 0.952 0.91 0.99 0.891 0.91 0.88 0.94 0.89 1 0.861 0.92 0.81 0.92 0.91 0.92

TranAD 0.88 0.78 1 0.82 0.75 0.90 0.89 0.80 1 0.70 0.62 0.80 0.81 0.73 0.92
MADGAN 0.80 0.70 0.91 0.78 0.73 0.82 0.82 0.69 1 0.75 0.65 0.88 0.79 0.69 0.91

GDN 0.72 0.56 1 0.73 0.58 1 0.51 0.34 1 0.32 0.19 1 0.57 0.41 1
VAE-LSTM 0.66 0.52 0.93 0.77 0.63 1 0.74 0.58 1 0.40 0.26 0.81 0.63 0.48 0.93
LSTM-AE 0.73 0.58 1 0.72 0.57 1 0.28 0.16 1 0.34 0.21 1 0.51 0.38 1

LSTM-PRED 0.71 0.55 1 0.72 0.56 1 0.26 0.15 1 0.31 0.18 1 0.5 0.36 1
ZScore 0.72 0.57 0.97 0.73 0.59 0.95 0.52 0.35 1 0.33 0.19 1 0.57 0.42 0.98

Table 6.6: F1 score, precision and recall for the 5 UE scenario and for all types of
anomalies.

LSTM-PRED, LSTM-AE and Z-Score – provide explainability by default, as they
treat each KPI independently and every KPI corresponds to a location in the Open
RAN system.

6.6 Evaluation Results

6.6.1 Accuracy

We begin our evaluation by comparing the overall accuracy of SPOTLIGHT to the base-
lines from Section 6.5.4 for all the configurations identified in Section 6.5. As it can be
seen from Fig. 6.7, the average F1 score of SPOTLIGHT for all the considered anoma-
lous cases is 0.92, which is ∼14% higher than the second best method (TranAD),
demonstrating its high accuracy across all scenarios under study.

To understand the nature of SPOTLIGHT’s accuracy, we present a more detailed
view of the results in Table 6.6, for all single anomalies in the case of 5 UEs with
mixed traffic. The table presents F1 scores, precision and recall. We obtain similar
results for all other scenarios, but we omit them due to lack of space. As we can ob-
serve, SPOTLIGHT has similar recall to the baselines, but fares significantly better in
terms of the precision. This can be observed in the example illustrated in Fig. 6.8, in
which we pinpoint the anomalies detected by SPOTLIGHT and the second best method,
TranAD, for the PDCP worker thread contention anomaly during a 175s period. As
we can see, in contrast to SPOTLIGHT, TranAD identified two false anomalies dur-
ing 85-95s and 130-175s for the KPI under study. Instead, the JVGAN component of
SPOTLIGHT correctly identified the samples during 85-95s as non anomalous, as they
fell within the distribution it learned. On the other hand, JVGAN falsely identified the
samples between 130s and 175s as anomalous. However, the imputation of MRPI cor-
rected the false detection of JVGAN, flagging the KPI as non-anomalous, maintaining
SPOTLIGHT’s precision at a high level.

The benefits of MRPI on improving the precision of SPOTLIGHT can also be seen
in the ablation test of Table 6.7 for one of the 5 UEs scenarios. JVGAN captures
most of the true anomalies, leading to a very high recall score for all anomalies under
study. However, the precision of the model is fairly low, but is significantly enhanced
by the introduction of MRPI at the expense of a marginally negative effect on recall.
Finally, it should be noted that if we replace the JointVAE structure with a conventional
VAE, then the precision becomes much lower, because the performance on categorical
and binary variable is much worse. Introducing model uncertainty based tolerance
contributes to the overall precision by reducing false detections. Without adversarial
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Method
PDCP Radio MAC Network Overall

F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑ F1↑ Precision↑ Recall↑
SPOTLIGHT 0.967 0.94 1 0.92 0.95 0.89 0.95 0.91 1 0.91 0.99 0.85 0.92 0.91 0.92

JVGAN (MC Dropout) 0.95 0.90 1 0.87 0.80 0.95 0.90 0.82 1 0.84 0.84 0.85 0.87 0.83 0.95
JVGAN (W/o MC Dropout) 0.74 0.62 0.92 0.76 0.63 0.95 0.78 0.65 1 0.73 0.62 0.89 0.75 0.63 0.94

JVAE 0.67 0.50 1 0.70 0.54 1 0.72 0.56 1 0.67 0.52 0.95 0.68 0.53 0.97
VAE 0.65 0.48 1 0.66 0.50 1 0.57 0.40 1 0.43 0.28 0.90 0.51 0.36 0.97

Table 6.7: Ablation Test on 5 UE scenario
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Figure 6.9: Ratio of KPIs flagged as potential causes for anomaly among all considered
KPIs

training and MC dropout, the JointVAE does not perform better than other VAEs (e.g.
VAE-LSTM), and therefore we can see that the adversarial training and MC dropout
play critical roles in enhancing the precision.

6.6.2 Explainability
Here, we focus on evaluating SPOTLIGHT in localizing and explaining anomalies. We
begin by comparing the explainability power of SPOTLIGHT compared to the base-
line methods of Section 6.5.4. We first consider the ratio of anomalous KPIs that are
flagged as potential culprits among all the considered KPIs for each anomaly by both
SPOTLIGHT and the baselines. A low ratio indicates that a model is more focused
and does well in filtering out irrelevant KPIs from the explainability step, effectively
simplifying the root cause analysis process. Fig. 6.9 illustrates the ratios for all sin-
gle anomalies that we considered. We observe that in all cases, SPOTLIGHT has a
significantly lower ratio compared to the other methods.

Next, we zoom in the causal analysis results to better explain the benefits of SPOT-
LIGHT for explainability over the baselines. Here we use Anomaly Detection Ratio
(AD Ratio) as a score for each anomalous KPI, reflecting their relative significance,
after the causal discovery step of SPOTLIGHT.

Fig. 6.10 illustrates an aggregation of the KPIs that were flagged up by SPOTLIGHT

and TranAD+SHAP for each considered anomaly, grouped by the category that the
KPIs belong to. The height of each bar (y-axis) shows the anomaly detection score
(or SHAP score in the case of TranAD+SHAP) of the most influential KPI of each
category. The number of flagged KPIs of each category are shown at the top of each
bar.

Taking as a concrete example the anomaly of PDCP contention in Fig. 6.10a, only
18 KPIs (out of more than 600) were flagged as potential culprits by SPOTLIGHT.
Eight were localized to the platform layer and were related to the PDCP threads (the
correct cause) and the rest to the radio KPIs of the RLC layer. In contrast, in the
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(b) MAC contention
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(c) Radio interference
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Figure 6.10: KPIs flagged by SPOTLIGHT and TranAD+SHAP groupped by category.
AD Ratio: score for each anomalous KPI

F1↑ Precision↑ Recall↑
Overall 0.90 0.98 0.84

PDCP + Network 0.89 1 0.80
PDCP + MAC 0.89 0.80 1
PDCP + Radio 0.91 0.88 0.94

Network + MAC 0.91 1 0.86
Network + Radio 0.90 1 0.81

MAC + Radio 0.95 0.90 1

Table 6.8: Mix Contention Accuracy
of SPOTLIGHT for all combinations
of anomalies and traffic scenarios.
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Figure 6.11: Ratio of processing time vs data col-
lection time.

case of TranAD+SHAP, 41 KPIs were flagged as significant. In addition, the flagged
KPIs belong to six different categories, meaning that a domain expert would have a
much harder job in identifying the actual root cause, as they would have to consider a
much bigger and less focused set of KPIs. Similar observations can be made for the
remaining anomalous scenarios (Fig. 6.10b - 6.10d).

6.6.3 Results with Multiple Anomalies

In addition to the single anomalies, we also consider the mixed anomalies as defined in
Section 6.5.3. As we can observe from Table 6.8, SPOTLIGHT achieves similar accu-
racy results to the single anomaly cases, in terms of both precision and recall, demon-
strating that it can generalize well to complex anomalous scenarios. SPOTLIGHT is
also successful in localizing combinations of anomalies that manifest simultaneously,
as illustrated in Fig. 6.12, for the case of combined PDCP/network contention and
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Figure 6.12: KPIs flagged by SPOTLIGHT for mixture of anomalies.

of MAC contention and radio interference. Similar observations about the causal de-
tection capability of SPOTLIGHT can be drawn for all the remaining combinations of
anomalies, which we omit due to lack of space.
6.6.4 Efficiency
We next show that our algorithm fits the architecture shown in Fig. 6.3 in terms of CPU
and bandwidth requirements. We measure the time it takes to process metrics from one
window of 5s on different computer architectures and we plot the ratio of the process-
ing time over the measurement time (5s). If the ratio is 1 or below, the processing can
be done in real-time, at least as fast as the data is collected. We perform measurements
on an AMD EPYC 7453 28-Core CPU and NVIDIA RTX A5000 GPU(s). We show
the results in Fig. 6.11. We see that JVGAN is well suited for running at the edge as it
takes less than 0.1% of a CPU core to process the data at line rate. In contrast, MRPI
requires almost 10 CPU cores or less than 6% of a GPU to run at line rate. That amount
of compute power is not available at the edge, but can be easily accommodated in the
cloud. Moreover, sharing 1 GPU (approx $2,000) to manage 17 far-edge servers is a
reasonable management overhead.

We next measure the network overhead. If we ship all the metrics to the cloud,
the average required bandwidth is 1.5-2 Mbps per far-edge site, aggregating to 100
Gbps for a large telco network with 50,000 base stations, with very high ingestion and
storage costs. When we run JVGAN at the far-edge and ship only its results to the
cloud, the required bandwidth drops by 4 – 7×, a significant cost reduction.

Finally, JVGAN, MRPI, and KFILTER, also make the explanation more efficient
by massively reducing the number of KPI to process, only 3% ∼ 5% KPIs are used
in explanation to show the anomalous KPIs with top significance. SPOTLIGHT only
takes around 30 seconds to run CAUSALNEX for 10 minutes measurement. TranAD
and SHAP combination fails to achieve this, requiring 4 ∼ 5× time of measurement
period (e.g., > 40 minutes to process 10 minutes measurement).

6.7 Real-world evaluation

6.7.1 Case Studies
In addition to the artificial anomalies that we introduced in Section 6.5.3, we used
SPOTLIGHT in our real deployment to evaluate its detection and localization capa-
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bilities with real, previously unknown anomalies. By collecting the exact same KPIs
that we used for training, SPOTLIGHT allowed us to detect and troubleshoot three real
anomalies in our network:
Intel ICE driver bug – This issue was linked to a misbehavior of the Intel ICE driver
for the E810 NICs. Specifically, the driver version used in our deployment ignored the
hints of interrupt thread affinities and placed interrupt threads to isolated CPU cores
dedicated to the vRAN. This resulted in CPU contention with vDU worker threads,
which degraded the performance of the vRAN. Once SPOTLIGHT successfully iden-
tify the thread contentions, it will led us to investigate the other processes that were
running on the same cores, revealing the misbehaving threads. The issue was resolved,
after upgrading the ICE driver to a version that introduced relevant patches [129].
PTP synchronization issue – This issue was related to a misconfiguration of our de-
ployment, in which an NTP daemon (systemd-timesyncd) was running alongside the
PTP daemon (ptp4l) that was synchronizing our vDU server with the Qulsar grand-
master clock. Every time that the NTP daemon would run, the server would get de-
synchronized from the PTP grandmaster, resulting in detachments of the UEs and/or
traffic drops. SPOTLIGHT identified the anomaly and successfully pinpointed the PTP
timestamp KPIs as the culprit, which allowed us to quickly inspect the causes of the
de-synchronization that disable the NTP daemon.
vDU RLC queue overflow bug – This issue was related to a bug of our vDU stack,
that caused the RAN to drop all packets arriving at the RLC layer for all attached UEs,
if saturated with traffic for a long time. SPOTLIGHT detected succesfully the anomaly
and reported that the anomalous KPI was related to the RLC queues. After reporting
this issue to our vRAN vendor, we were able to identify and rectify the bug.

6.7.2 Operational model

In this section, we demonstrate how SPOTLIGHT works in an operational environment.
In such environment, it is important to have a very low fraction of false positives to
reduce the unnecessary workload of operational teams. Our observation window is
5s (Section 6.3.1), which means that we have 12 observations per minute. We note
that most of the RAN anomalies we had observed are not transient and last for many
minutes. So in order to reduce the false positives, we aggregate the observations over
one minute, and we report an anomaly only if we have 10 positive reports out of 12
windows. This means that the precision over 1h interval is 2 · 10−4 and the recall is
0.91 – 0.98. We verify these results by running the system for 1h without an anomaly,
and we note that we do not observe a single false positive during that time.

6.8 Discussion

6.8.1 Discriminator is not used to detect anomaly

In this chapter, the role of the discriminator is primarily focused on facilitating the
adversarial training of the generators. To ensure a balanced training process, we inten-
tionally designed the discriminator as a less powerful network. This approach helps
in achieving consistent convergence during training. However, it’s important to note
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that this design choice limits the discriminator’s effectiveness in performing complex
classification tasks.

Additionally, the discriminator is trained specifically to differentiate between the
outputs generated by the generator and the actual ground truth data. This does not
necessarily equip it to distinguish between normal and anomalous samples within real-
world data. As a result of these limitations, the discriminator is not employed during
the model inference stage in our setup. Its role is confined to the training phase, where
it aids in refining the generator’s performance, rather than being directly involved in
the final anomaly detection process.

6.8.2 How to understand the explanations

In this context, the term ’explanation’ is used in contrast to scenarios where no expla-
nation is provided, necessitating the review of all Key Performance Indicators (KPIs).
Unlike a language model that translates detection results into simple, plain text, our ex-
planations require domain-specific knowledge for interpretation. They are not straight-
forwardly converted into plain text but are instead presented in a format that necessi-
tates a certain level of expertise in the field for full comprehension. The process of
transforming these technical explanations into easily understandable plain text is be-
yond the scope of this chapter. Our focus here is on providing detailed, field-specific
explanations that can aid experts in swiftly pinpointing and understanding the root
causes of anomalies, rather than on simplifying these explanations for a general audi-
ence.

6.8.3 Choice of Models

We chose the JointVAE model as one of our foundational generators due to its robust
performance with categorical data and its efficiency for CPU-based inference, making
it a suitable choice for environments with limited computational resources. In terms
of employing diffusion for data imputation, this decision was driven by its superior fi-
delity in time series imputation within our specific setup. While we have experimented
with various other methods, only those that demonstrated notable effectiveness in dif-
ferent scenarios have been included as baselines in our study. This selective approach
ensures that our comparisons are meaningful and grounded in real-world applicabil-
ity, providing a comprehensive overview of each method’s strengths and limitations in
various contexts.

6.9 Summary

In this chapter we investigate the efficient explainable anomaly detection in the ORAN
system. We first carry out detailed measurement and data analysis on an ORAN test
and introduce various contentions in different parts of the system. Our initial test
shows that none of the existing methods can give a reasonable result on the anomaly
detection, not to say explain the result. Therefore, we design and implement SPOT-
LIGHT, an explainable anomaly detection system based on VAEGAN and the deep
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diffusion model. Although high accuracy and sensitivity are achieved in anomaly de-
tection, SPOTLIGHT also uses a lightweight generative model to filter out normal KPIs
directly on the far edge. We also use a Bayesian network-based method — Causal-
Nex to carry out causal discovery on anomalous KPIs. The evaluation result shows
that our method has 4× ∼ 7× better accuracy in explaining the root cause than the
state-of-the-art.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions
In this thesis, we improve the performance of network data generation and monitoring
with deep generative models. Through the different models used in this work, we prove
that the deep generative model can enhance the fidelity and efficiency of most network
monitoring tasks. We can also tailor the generative model to meet the real-time re-
quirement in certain cases where there is no tolerance of monitoring delay. The explo-
ration done in the thesis has a high versatility in the field of network monitoring, where
we have tried our best to discuss as many as possible scenarios in network measure-
ment, including ISP network, radio network, Kubernetes micro-services (ORAN), IoT
system, etc. In addition to data generation and monitoring, we also successfully lever-
age a deep generative model to improve the explanation of network anomalies in the
ORAN system. For each of the challenges stated in §1.2, we propose and implement
the corresponding resolution, the high-level conclusions for each of these solutions are
presented in the following subsections.

7.1.1 APPSHOT: Conditional Deep Generative Model for Synthe-
sizing Service-Level Mobile Traffic Snapshots at City Scale

We have presented APPSHOT, a novel conditional deep generative model for synthe-
sizing high-fidelity multiservice network traffic data that needs only publicly available
context information of target regions. We have used real-world service- level mobile
traffic data for multiple cities for our evaluation and show that APPSHOT not only out-
performs a range of baseline approaches in terms of fidelity and also generalizes well
to unseen regions. Our patch-based learning approach and corresponding operations
have proved to be effective in generating traffic for cities with different sizes. Also,
data augmentation with overlapping patches significantly enhances the performance
with respect to handling traffic hotspots and diverse traffic ranges. The APPSHOT neu-
ral network architecture and the service level constraints it incorporates significantly
enhance the accuracy of service compositions in synthetic traffic, while preserving a
strong structural correlation between services. Furthermore, APPSHOT is shown to
capture realistic statistical variations on both city-wide traffic demand and structural
characteristics (e.g., number of hotspots). Finally, we have demonstrated the utility of
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APPSHOT-generated data through a use case on radio network slicing.

7.1.2 GENDT: Mobile Network Drive Testing Made Efficient with
Generative Modeling

We have presented GENDT, a new conditional deep generative model. GENDT is the
first data generation method for radio KPI time series data, aimed at reducing the mea-
surement effort with drive testing. It embeds a number of innovative aspects, including
the use of stochastic layers on top of a GNN and LSTM based network to process dy-
namic input network context and to model stochasticity, and batch based training and
generation for high fidelity long series generation. We evaluate GENDT with real drive
test measurement data from two different countries, covering a wide range of scenarios.
Our results show that GENDT generally outperforms a range of baselines, and by a big
margin. We also show that GENDT can generate radio KPI time series over long and
complex trajectories with high fidelity. Moreover, GENDT is being able to tell apart
data uncertainty from model uncertainty. The knowledge of model uncertainty in turn
enables selection of the most informative measurement data for model training, which
can significantly reduce the measurement overhead — our results show the potential
to optimize measurement efficiency by up to 90that the efficacy of GENDT-generated
data to support downstream drive test measurement use cases is comparable to that of
real data.

7.1.3 DISTILGAN: High Fidelity, Efficient, Versatile and Real-
Time Network Telemetry with Deep Generative Modeling

In DISTILGAN, we have tackled the significant network telemetry challenge of accu-
rately and timely understanding network behavior while minimizing the data collected
from various network elements. We further aimed for a method that requires minimal
processing and memory resources at the sending nodes (i.e., just sampling at minimal
rate) and thus has broad applicability including with commodity network switches and
resource-constrained devices (e.g., IoT sensors). We presented DISTILGAN, a new
data-driven solution based on deep generative modeling that meets all the essential re-
quirements for a network telemetry method: high fidelity, efficiency, versatility, and
real-time. DISTILGAN achieves high-fidelity network measurement data reconstruc-
tion through a custom-tailored deep generative model operating across temporal and
spectral domains. It can also adapt to the minimal sampling rate required for specific
fidelity objective on measurement nodes, by analyzing the reconstruction quality from
received data stream through a novel Q-value measure. We evaluated our method using
three real and diverse scenarios: (1) a large ISP network; (2) 5G radio access network
(RAN); (3) IoT (smart metering) network. Compared to a wide range of baseline ap-
proaches representing the state of the art, we show that DISTILGAN yields significant
gains with respect to all four of the above requirements as well as for representative
downstream use cases. For example, DISTILGAN provides 25× gain in efficiency for
the same fidelity compared to state-of-the-art method for flow-level monitoring in ISP
networks. Moreover, DISTILGAN achieves 1∼2 orders of magnitude lower inference
latency than prior art to support real-time monitoring and control applications at few
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ms scale.

7.1.4 SPOTLIGHT: Accurate, Explainable and Efficient Anomaly
Detection for Open RAN

In this work, we presented SPOTLIGHT, a tailored deep learning based method for
Open RAN anomaly detection and localization, that is distributed between the edge and
the cloud. SPOTLIGHT manages to provide highly accurate and explainable anomaly
detection results, that are significantly better compared to state-of-the-art methods,
while remaining computationally efficient. To train and evaluate SPOTLIGHT, we de-
veloped a large scale and realistic data collection process spanning both the RAN and
the platform layer on an enterprise- scale 5G Open RAN deployment. As a future
work, we are planning on evaluating SPOTLIGHT at a larger scale.

7.2 Future Work
This section summarizes the limitations and future work opportunities in relation to
the contributions made in this thesis.

7.2.1 Network Data Generation
APPSHOT and GENDT cover the most common data generation task in networking,
mainly in 1-D data (e.g., univariate time series), 2-D data (multivariate time series and
traffic map in a period), and 3-D data (e.g., spatial-temporal distribution of traffic).
Nevertheless, there are still scenarios that are not discussed in this thesis.

High Dimension Data generation. One example for high-dimensional data would
be point-cloud data; a set of data points in a 3D coordinate system might change over
time (then become 4D). Such data structure becomes more and more common in cur-
rent network, such as Lidar system. There are two challenges we need to resolve for
higher dimension data: (1) fundamental changes in data structure, 4D data is much
more complex; (2) More challenging to be real-time, 4D data in general come with
massive throughput but in many scenarios (e.g., automatic driving), real-time process-
ing is needed.

An Universal Framework. In this thesis, our solution is more about a tailored
method for each scenario. It would be more efficient if the user could rely on a general
framework for most of the M − to−N generation task, where M is the input dimen-
sion and N is the output dimension. One alternative is using graph or point cloud to
represent all data structures but automatically select the dimension to learn correlation
between different inputs. This part will be left for future exploration.

7.2.2 Network Telemetry
The proposed method, DISTILGAN, can only work for data that can be represented as
a general multivariate time series. In fact, measurement data could be topological or
textual logs, which cannot be processed by DISTILGAN. For topological data, we can
enhance the current version with extra design to accommodate categorical data, and
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when the dimension goes beyond multivariate time series, we need to propose a new
model for that. For textual logs, such as heads of IP packets, we might want to explore
the application of NLP (natural language processing) methods to detect events hidden
in ’normal’ traffic.

7.2.3 Anomaly detection
In this thesis, we design and implement SPOTLIGHT for anomaly detection in the
ORAN system. However, there are still pending tasks to explore in the future, which
is not feasible for now due to the available experiment resources.

Multiple Cells. Because of the current implementation of the testbed ORAN sys-
tem, we can only use one cell each time. In real world, we would expect at least tens
or hundreds of cells for each cloud server. The implementation of multiple cells poses
a challenge on the generalization of the proposed method among different cells, intro-
duces more transmission overhead for measurement, and leads to a significant increase
in workload on the cloud side. More challenges might be noticed once multiple cells
are available.

Mobility. Our current setup is an indoor implementation of ORAN, obviously
we cannot reflect the complex radio environment a user might experience in the real
world. High mobility will cause significant fluctuation on radio KPIs such as SINR
and makes the switch between different cells more frequent. The concept proposed in
SPOTLIGHT needs more evaluation in the context of high mobility.

More System KPIs. Current SPOTLIGHT focuses mainly on RAN KPIs and
ORAN system KPIs. In fact, the other measurements about the system can also re-
flect anomalies. For instance, the thread of ORAN might immigrate to different CPU
cores because ORAN is deployed on top of Kubernetes. Such immigration might cause
issues when two critical threads are moved to the same core. Our current setup of
SPOTLIGHT does not consider the KPIs such as CPU utilization, etc., and therefore
cannot capture the CPU thread immigration issue. In the future, we will try to include
those extra KPIs in anomaly detection to detect more anomalous events of the ORAN
system.
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Appendix A

Work and Publications

A.1 Publication Related to APPSHOT

Chuanhao Sun, Kai Xu, Marco Fiore, Mahesh K. Marina, Yue Wang and Cezary
Ziemlicki, ”AppShot: A Conditional Deep Generative Model for Synthesizing Service-
Level Mobile Traffic Snapshots at City Scale,” in IEEE Transactions on Network and
Service Management, vol. 19, no. 4, pp. 4136-4150, Dec. 2022, doi: 10.1109/
TNSM.2022.3199458.

A.2 Publication Related to GENDT
Chuanhao Sun, Kai Xu, Mahesh K. Marina, and Howard Benn. 2022. GenDT:
mobile network drive testing made efficient with generative modeling. In Proceed-
ings of the 18th International Conference on emerging Networking EXperiments and
Technologies (CoNEXT ’22). Association for Computing Machinery, New York, NY,
USA, 43–58.
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Appendix B

Implementation Details and
Extra Results

B.1 Data Analysis and Model Details of GENDT

B.1.1 Visualization of Environment Context Attributes

Green Urban Office Primary Roads

Figure B.1: Spatial distribution of 3 selected environment context attributes in
DATASET B.

B.1.2 Details of Stochastic Layers
The intensity of noise is controlled by a function. When we add noise, we do not want
to change the total value of hidden state of all hidden dimensions, so we have:

h′
t = (ht + ahnt,h)

∑
i=1:H ht,i∑

i=1:H(ht,i + ahnt,h,i)
, ht = {ht,1, · · · , ht,H}

c′t = (ct + acnt,c)

∑
i=1:H ct,i∑

i=1:H(ct,i + acnt,h,i)
, ct = {ct,1, · · · , ct,H}

Where H is the dimension of hidden state ht and ct. Using different ah and ac, we
can control the relative intensity of noise to the hidden states, and thus control the
uncertainty level during training.

We use a different training method compared with [57], where the learning was
done by variational inference with an inference network introduced to use the backward-
recurrent state to approximate the nonlinear dependence of h′

t with future observation
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Environment Context Attribute

Land Use Type PoIs

Continuous Urban Tourism
High Dense Urban Cafe

Medium Dense Urban Parking
Low Dense Urban Restaurant

Very-Low Dense Urban Post/Police
Isolated Structures Traffic Signal

Green Urban Office
Industrial/Commercial Public Transport

Air/Sea Ports Shop
Leisure Facilities Primary Roads

Barren Lands Secondary Roads
Sea Motorways

Railway Stations
Tram Stops

Table B.1: List of environment context attributes considered. See examples in Fig-
ure B.1
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Figure B.2: CDF of distance to serving cell in different scenarios.

xt:T and states ht:T . Instead, in our case effective training of SRNN is realized via
adversarial training with a discriminator. A LSTM based discriminator provides extra
training signal on top of the L2 norm loss function to make the model converge with
nonlinear dependence of h′

t.

B.1.3 Hyper Parameters

We use single layer LSTM network for both GNN-Node and aggregation networks in
the GENDT generator. Hidden layer dimensions for both GNN-Node and aggregation
networks are set to 100.

We use 50 for the batch length by default and the default step length is set to 5.
Note that, in our experiments, we found that any step length between 1 and 15 gives
similar result.

Noise intensity [ah, ac] are chosen in the range of [1, 3] with the best fit of histogram
– larger intensity means more significant variation in output series but needs to be fine-
tuned per scenario. In general, ah = ac = 2 gives good results for most of the cases.
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Figure B.3: Schematic of original DoppelGANger (DG) and its optimized variant.

B.2 Discussion on DoppelGANger
As DoppelGANger (DG) seeks to provide a generic data generation architecture across
different types of time series data and use cases as well as allow hiding sensitive con-
text (called metadata in DG), it adopts a two stage generation process. In the first
stage, context is generated from noise through an unconditional GAN model. The gen-
erated context then is used to condition (control) the generation of target time-series
network/system data in the second stage via a conditional GAN model.

From the perspective of our mobile network drive testing data generation problem
and our proposed GENDT method, DG has four key limitations:

• The DG model architecture cannot handle dynamic network context input. GENDT
overcomes this issue through a tailored GNN based generation model.

• There is very limited support for modeling stochasticity in DG via naive direct
injection of noise as input to the model. GENDT, on the other hand, comprehen-
sively and effectively deals with this issue through stochastic layers in the model
as well as noise input through its residual generator.

• DG adopts a batch generation approach for long time series generation, while
GENDT builds on this and optimizes it much further through its autoregressive
residual generator and training with overlapping batches.

• DG lacks any mechanism to minimise training data required, whereas GENDT
has the built-in residual generator to provide cues on the need for more training
data.

It is worth noting that the motivation behind DG (and even SpectraGAN) is to
overcome the barrier to accessing real data stemming from commercial sensitivity or
privacy concerns, whereas the high cost of measurement data collection with drive
testing motivates our design of GENDT.

B.3 Additional Evaluation and Use cases

B.3.1 Need to Support Long Series Generation
Note that for high fidelity drive test data generation, it is essential to support long
series generation. To illustrate this point, we compare GENDT with two cases, where
the data for the long (2200+s) target trajectory considered in this subsection is instead
obtained by stitching data from multiple independently generated short (50s and 100s)
trajectories. Results shown in Table B.2 clearly indicate that short trajectory generation
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Figure B.4: Sample of generated RSRP time series with GENDT and real context DG
in DATASET A for the Walk scenario.

Method MAE↓ DTW↓ HWD↓

GENDT 11.69 7.18 10.4
50s Trajectory 14.50 10.1 18.79
100s Trajectory 13.11 9.05 16.86

Table B.2: GENDT performance
compared with short trajectory
generation for long trajectory case
in DATASET B.
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Figure B.5: GENDT-generated RSRP
time series compared with short inde-
pendently generated trajectories.

does worse than GENDT, especially in terms of the data distribution (HWD metric).
Visualization of RSRP series generated with these alternatives (GENDT and 50s/100s
short independent trajectories) in Figure B.5 clearly highlight the artifacts at the points
successive short trajectories are stitched together, whereas GENDT-generated RSRP
time series samples closely track the real measurement data. Note that in this figure,
we zoom in on the last 400s of the long trajectory to allow the differences to be clearly
seen. These results overall highlight the need to capture long-term temporal relations
in the data to ensure high fidelity generation.

B.3.2 Ablation Study

Comparison with baselines earlier in §4.6.1 has already highlighted the limitations of
alternative designs. Here we examine the benefit from some of the key design choices
underlying GENDT through an ablation test. For this, we consider RSRP and RSRQ
KPIs, common to both datasets, and report results with DATASET B.

From the results in Table B.3, we see that RESGEN plays a critical role in ef-
fectively introducing noise to help model stochasticity. Without RESGEN, GENDT
degrades considerably in terms of the HWD metric. An interesting related observation
is that environment context input through RESGEN in GENDT does not always help in
improving the fidelity on other metrics (MAE, DTW), maybe because KPI dynamics
can be high for the same input environment context. In contrast, the use of stochas-
tic layers (SRNN) consistently improves all metrics, including HWD targeted by this
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Method
RSRP RSRQ

MAE↓ DTW↓ HWD↓ MAE↓ DTW↓ HWD↓
GENDT 8.10 5.89 7.67 1.7 1.34 1.65

No RESGEN 7.99 6.60 13.7 1.6 2.3 9.7
No SRNN 11.53 8.89 10.4 2.4 1.99 4.8

No GAN loss 14.66 12.45 15.3 3.8 3.6 6.9
No batch 12.9 9.60 10.5 2.6 2.3 3.7

Table B.3: GENDT ablation test on DATASET B considering RSRP and RSRQ.

mechanism.
Ablation results indicate that the adversarial training (i.e., use of discriminator) is

key to GENDT performance. Dropping ‘GAN loss’ from the loss function results in the
most performance degradation on all metrics compared to all other design choices. The
adversarial network of GENDT is trained to learn to play a similar role as the Inference
Network in [57], and thus it is critical for effective model training. As expected, the
use of batch generation and training with overlapping batches has a beneficial effect
on MAE and DTW fidelity metrics but also improves HWD. The batching related
mechanisms are particularly effective when generating data for long trajectories, as
previously highlighted in §4.6.2.

B.3.3 Further Use Cases
GENDT is intended to support the use cases that rely on traditional drive testing. We
evaluated GENDT for two such cases in §4.8.2. Here we outline several more example
use cases. While GENDT can be readily applied to these use cases listed below with-
out reliance on drive test measurements, evaluating its effectiveness requires access to
relevant KPI measurement data as well as ground-truth for use case specific metrics.

• Video Streaming QoE Prediction. Depending on the QoE metric, measurement
of multiple radio KPIs are required to infer the video streaming QoE [114].
GENDT can support this use case along the lines of throughput and PER pre-
diction use case we highlighted in §4.8.2.

• Cell Load Estimation. In [30, 141], the authors proposed using RSRQ and SINR
to estimate the cell load under different scenarios. Since we do not have the
ground truth cell load information, we are not able to verify the accuracy of
these methods. But these prior works offer a way to infer cell load through drive
test measurements, which can be efficiently supported with GENDT.

• Link Bandwidth Prediction. In [193], the authors identify five KPIs has signif-
icant correlation with link bandwidth (namely, RSRP, RSRQ. CQI, Handover,
and BLER) and proposed a method to infer the link bandwidth with these five
KPIs. As we have considered several of these KPIs, it would be straightforward
to support this use case with GENDT and evaluate it when real link bandwidth
measurement data is accessible.

• Uplink Network Jitter Prediction. KPIs such as RSSI, Cell ID, device location,
RSRQ, RSRP and, importantly, the average transport block (TB) size, enable
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prediction of uplink jitter [149]. This use case can be supported by GENDT via
generation of data for these aforementioned KPIs.

What-If Analysis Studies. Over and beyond the type of radio KPI based use cases
mentioned above, the context driven design of GENDT naturally lends itself to what-if
analysis studies. An example of such a study is to examine the impact of deploying new
cells in the operator’s network on radio KPIs, prior to deployment. Another example
is to easily study the effect of recent/potential changes in the environment context of
a target region (e.g., construction of new highways or big buildings) on radio KPIs
without needing to conduct drive test measurements.

B.4 Configuration Details of DISTILGAN

B.4.1 Epoch Length

While evaluate on different epoch length, we actually reveal the robustness of different
method on the input data distribution. As the example in Figure B.6 shows, there is
a multi-modal distribution at 10ms scale, whereas such effect is not significant at 1
second. Also the tail at 10ms is much shorter than 1s in some time window, on this
specific example, 10ms epoch has 1/30 of flow number of 1s epoch length, but the
tail is 8 × 102 shorter than 1s case. All those observations point to one conclusion:
to ensure the sparsity and orthonormality for Classical CS-based methods, we cannot
simply scale down the number of counters by the expected flow number. Instead, we
must introduce a certain level of redundancy.
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B.4.2 Memory Configuration

We evaluate DISTILGAN on top of SeqSketch [71] with CAIDA netowork traces [25],
where the compressive sensing algorithm is replaced by DISTILGAN, and we take
SeqSketch as a way to subsample the original input. Since SeqSketch’s mechanism
has bias for the significant flows as they compete for hash table by flow size, we do not
use extra threshold based sampling. As fore the memory size, considering the number
of flows in each epoch, for one second epoch length, we set the a basic memory size at
128KB Fractional Sketch (FS), 96KB Key Value (KV), and 32KB Bloom Filter (BF),
and adaptive on the FS size with a 48KB step. The maximum step number ns,max is
10, and the actual memory is configure to:

128KB(Const. FS)+ns×48KB(Adpt. FS)+96KB(KV)+32KB(BF), ns ∈ [1, 10]
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During recovery process, instead of using current epoch measurement, DISTILGAN
also takes in the results from previous epoch, so that DISTILGAN is able to capture
temporal pattern of each flow. The different flow will be taken as different input
channel of DISTILGAN generator. The memory size is scaled down with the num-
ber of expected flows following the configuration in §7.3 [71], which varies between
different epoch length.

DISTILGAN will adjust ns to adapt the Q − value = 0.01 or other tolerance as
stated. When compute Q-value, we mask some records randomly by FS ratio to mimic
the information loss due to limited memory, and keep using Ns = 2. ns has initial
value at 10 and then the model will learn to reduce it, and minimal value of ns is 1
to make sure we can compute the Q-value. According to [71], the maximum memory
size if more than sufficient to measure 100K level flows with classical classical CS. For
longer epoch length, we increase the size of each part according to the average number
of flows in each epoch accordingly.

B.5 5G RAN and IoT Smart Metering
For the other two scenarios, we use the following subsampling methods: periodical
sampling and threshold sampling.

B.5.1 Periodical Sampling
Considering the sophisticated sensing matrix or sensing neural network may not even
executable on general network equipment such as a programmable switch or IoT sen-
sor, we only compress the data with subsampling, which is most simple and general
compression method. To strictly limit the available communication bandwidth, we
evaluate different methods with periodical sampling (or evenly sampling). The reason
we do not using random sampling method is it has significant fluctuation sampling rate
if look at small windows. In Figure B.8 we show the fluctuation of actual window-
wise sampling rate when using random sampling, for instance, if the window size is
50 time stamps, then the peak throughput is 61% higher than average value, whereas
the minimal rate will be 66% of the average. The big fluctuation on small window
makes the real-time recovery less reliable. Hence we only use the evenly sampling to
demonstrate the different performance of data recovery unless there is adaptive
function in corresponding method.

B.5.2 Threshold-based Sampling
When doing subsampling, the percentile of threshold is set to 97%, which captures top
∼ 3% of the samples. Here the goal is to use the threshold based sampling to avoid
missing extreme value, which is is very helpful when anomalous sample has significant
sparsity. For rest of information we rely on generative model instead of data sparsity,
and the 3% samples is small enough to guarantee significant efficiency.

On the 5G RAN and IoT datasets, we did not see any gain of use lower percentile
(more samples by threshold). For fully sparsity measurement where only few signifi-
cant samples are needed, we can simply adapt the sampling rate by changing percentile
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instead of sampling rate, but this is leaved for future work as the 5G RAN and IoT sce-
nario requires fine recovery of whole time series. For the ability and robustness in
terms of learning the distribution and correct threshold, we evaluate it on both of spec-
tral and temporal domain in §5.6 with metric NWD and NSWD, where the learned
distribution is very close the ground truth, and this is sufficient to filter out significant
values if needed. Besides, during evaluation we mainly focus on the recovery abil-
ity of different methods, and we provide the same threshold based sampling result as
DISTILGAN to all baselines.

B.6 Details of Baselines

Sampling

FT-IFT [185] takes a sampled measurement KPI as input and obtains the correspond-
ing frequency domain representation with DFT (Discrete Fourier Transform) at the
sender, then at the receiver side uses IDFT (Inverse Discrete Fourier Transform) to re-
construct the data stream (time series). Overall, if the sampling rate is lower than the
Nyquist rate then this method is equivalent to passing the sampled data through a low
pass filter – no features beyond the half sampling rate (frequency) will be preserved.

Sketching

For the comparison with the sketching methods in the literature, we mainly consider
the following works in recent years: SketchVisor [69], SeqSketch and EmbedS-
ketch [71], as they additionally use compressive sensing for recovery process and in
general has better efficiency and robustness. ElasticSketch [182] and UnivMon [101]
are considered in some positions in this paper to show the properties of representative
state of the art sketching only methods.

Sensing & Recovery

Classical CS. This is the CS algorithm used in various network measurement task [33,
69, 71] (with task specific modification sometimes [33, 71]). Here we adapt the orig-
inal form because the test dataset does not always have enough dimension to carry
out matrix decomposition, which may not always be possible to execute on network
devices.

CS-GAN [177]. Here we will focus on using the generator of the CS-GAN. Al-
though in [177], a method to train a paired encoder on sender is provided as well,
due to the limitation to run a DNN on network equipment, we would not consider the
learned sensing part.

AUDIOUNET [91]. AUDIOUNET models the time series reconstruction as a trans-
form problem between two vectors with same length, and adding high frequency fea-
tures to the input. AUDIOUNET is able to keep the real samples because of the residual
connection between input and last layer, hence we classify it as a deep imputation
model without GAN. To apply AUDIOUNET to the task in this paper, the input time
series should have the same length, which we achieve via nearest interpolation.
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CSDI [162]. CSDI is a state-of-the-art time series imputation method based on
deep diffusion, outperforming several other prior imputation models such as [52]. Also
compared with other recent deep imputation model such as [102], CSDI has better per-
formance on random missing and more suitbale for network measurement task. Hence
we select CSDI to represent deep generative imputation methods. As the authors of
CSDI showed in their extended version [163], this method (as well as its baselines) is
ineffective with high percentage of missing samples (e.g., 90% missing samples); we
observe the same phenomenon, as shown in §B.6.1.

TIMEGAN [188] is a representative deep generative model for synthesizing time
series data, which has inspired recent time-series data generation methods in the net-
working area [98, 179]. While the original TIMEGAN is based on taking random noise
as input, we adapt it to a conditional time-series generation form that takes sampled
measurement KPI time series as input and seeks to recover the original KPI time series.

Short-Time Fourier Transform GAN (STFTGAN) [49] is a spectral domain
counterpart to TIMEGAN in that it directly extends the spectrum with adversarial
training as opposed to TIMEGAN’s approach to transformation in the temporal do-
main. STFTGAN itself can be taken as an extension of the previous work on TFNET

with adversarial training added. The technique of spectrum extension in STFTGAN

has been shown to be effective in recent network traffic generation works such as [179].

B.6.1 Evaluation on synthetic time series
We conduct experiments on synthetic datasets consisting fundamental signals in signal
processing. These experiments allow us to visually inspect the behaviour of DISTIL-
GAN in comparison to the baselines we consider.

Synthetic Datasets

For synthetic data, we consider the following signal or stochastic process. By default
the model will be trained with 105 time stamps and evaluate on 106 continuous samples
from the same signal or process, so that the amount of training set and evaluation set
is long enough to give consistent evaluation of model performance and broadly match
our real system scenarios.

• Sine Waves. Sine wave can well represent most of simple signal in the nature
such as audio signal. Moreover, by mixing multiple sine wave with different
phase and frequency, we can easily identify the frequency components in the
spectrum. A successful method should recover the frequency components even
out of Nyquist Sampling Rate.

• fractional Gaussian noise (fGn) [17]. Known as fractional Brownian mo-
tion (fBm), fGn is a continuous-time Gaussian process, with controllable self-
similarity during simulation [39]. High self-similarity (Hurst exponents higher
than 0.5) represents highly predictable stochastic processes, whereas low self-
similarity cases (Hurst Exponents smaller than 0.5) are closer to Gaussian noise.
We evaluate DISTILGAN on different self-similarity fGn simulation data gener-
ated with the method in [39].
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Figure B.9: Performance of DISTILGAN and baselines on beyond Nyquist sampling
with sine-waves

Evaluation on sine waves

For sine wave case we consider two scenario: (1) Sampling rate is higher than the
Nyquist rate; (2) Sampling rate is significantly lower than some main frequency com-
ponents (much lower than Nyquist rate).

Within Nyquist Rate. When the sampling rate is within the Nyquist rate, both
DISTILGAN and FT-IFT can perfectly reconstruct the signal. For FT-IFT the per-
fect result is aligned with the Nyquist theorem. The latest generative model such as
DISTILGAN and CSDI can almost mimic Fourier transform perfectly, with marginal
error (NMAE < 10−4).

Beyond Nyquist Rate. Figure. B.9a shows the NMAE performance of Beyond
Nyquist Sampling on synthetic sine waves. For NMAE we show the boxplot because
it varies between each inference and we should take the average value if it varies too
much, whereas WD based metric is very stable. As the CR goes up (sampling rate
goes down), all methods tend to show performance. While the performance of gen-
erative models are better than other methods and have similar high fidelity when the
CR is lower than 4, the gain of DISTILGAN increases with CR. Also we observe that
the CSDI shows too strong stochastic variation when the CR is very high, and some
extreme samples can be worse than FT-IFT, though the performance still makes sense
on average. Both TIMEGAN and DISTILGAN show better stochastic variation over
CSDI when CR is higher than 10 (illustrated in §B.6.4 Figure B.12, where the CR is 16
— 16× downsampling). The quantitative results about stochastic variation and spec-
trum is illustrated in Figure B.9b and B.9c. All generative models have lower NWD,
which means the generated time series has closer distribution to the ground truth, and
DISTILGAN shows gain over the other generative model as well. DISTILGAN is also
the only method that can recover the spectrum with very high fidelity, much better than
the STFTGAN that includes spectrum explicitly.

Evaluation on fGn Series

We also evaluate our method on fGn. When the fGn has a Hurst exponents significantly
lower than 0.5, the fGn is more about a Gaussian Noise and unpredictable. Here we
evaluate the methods with H = 0.3 synthetic fGn. As Figure. B.10a shows, to achieve
same NMAE, DISTILGAN can achieve 2.5 to 4 times higher CR than baselines in
fGn reconstruction. Also, in Figure. B.10b DISTILGAN shows 50% to 70% lower
NWD and 75% to 90% lower NSWD than baselines for 15× downsampling. The
improvement is also visually significant in Figure B.10c and Figure B.10d, where IDFT
based reconstruction lost all high frequency details.
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(d)Figure B.10: Performance of DISTILGAN and baselines on synthetic fGn time seires
in terms of (a) NMAE and CR, (b) NWD and NSWD, (c) FT-IFT for fGn time series
reconstruction (H = 0.3); (d) DISTILGAN for fGn time series reconstruction.

Takeaways

we get some takeaways from synthetic data evaluation: Real-world time series gener-
ally consists of sine waves (may carry information) and random pattern (e.g., noise and
anomaly), hence it is reasonable to expect DISTILGAN achieve good performance on
different networking measurement time series as well, and we will prove this quantita-
tively in the rest of this section.

B.6.2 ISP Network Scenario: KPI Breakdown during Adaptive
Sampling

Bit-rate KPI reflects more bursty pattern and contributes most in terms of Q-value when
adaptive sample on all three attributes together in CAIDA traffic trace. Figure B.11
shows the contribution of different KPIs to Q-Value during flow scale adaptive sam-
pling on CAIDA traffic trace.
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Figure B.12: Beyond Nyquist Sampling and
Reconstruction with DISTILGAN, TIMEGAN,
CSDI, and the ’HotNets’ low-pass filter method in
[186], at 16× downsampling case on synthetic sine
waves (8 times lower than Nyquist rate).

B.6.3 Spectrum Change During DISTILGAN Processing

B.6.4 Synthetic Data Evaluation and Visualization
Beyond Nyquist Sine Wave Reconstruction

In Figure B.12 we observe that the FT-IFT solution lost all high frequency details
— though average power is not changed, local power (e.g., between 20 and 25 time
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Figure B.13: CAIDA Flow Scale Traffic Down Sampling and Reconstruction with
DISTILGAN. (a) spectrum and amplitude after downsampling; (b) after interpolation
and spectrum replication. (c) generated spectrum by DISTILGAN. (d) ground truth
spectrum and amplitude. (e) FT-IFT for flow traffic (bitrate) reconstruction (ampli-
tude) comparison; (d) DISTILGAN for flow traffic reconstruction.

stamps) changed a lot. TIMEGAN shows better high frequency detail than FT-IFT but
does not stay close to the real time series.

CAIDA Data Visualizations

We present the reconstruction result with FT-IFT and DISTILGAN on CAIDA flow
bitrate time series reconstruction in Figure B.13e and Figure B.13f, where CR = 15
and total length is 20 seconds.
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[114] Dimitar Minovski, Christer Åhlund, Karan Mitra, and Per Johansson. Anal-
ysis and estimation of video qoe in wireless cellular networks using machine
learning. In 2019 Eleventh International Conference on Quality of Multimedia
Experience (QoMEX), pages 1–6, 2019.

[115] Mehdi Mirza and Simon Osindero. Conditional generative adversarial nets.
arXiv preprint arXiv:1411.1784, 2014.

[116] Moshe Mishali and Yonina C Eldar. From theory to practice: Sub-nyquist sam-
pling of sparse wideband analog signals. IEEE Journal of selected topics in
signal processing, 4(2):375–391, 2010.

[117] Moshe Mishali, Yonina C Eldar, Oleg Dounaevsky, and Eli Shoshan. Xampling:
Analog to digital at sub-nyquist rates. IET circuits, devices & systems, 5(1):8–
20, 2011.

[118] Edgar Costa Molero, Stefano Vissicchio, and Laurent Vanbever. Fast in-network
gray failure detection for isps. In Proceedings of the ACM SIGCOMM 2022
Conference, pages 677–692, 2022.

[119] Jerome L Myers, Arnold D Well, and Robert F Lorch Jr. Research design and
statistical analysis. Routledge, New York, 2013.

[120] Vinod Nair and Geoffrey E. Hinton. Rectified linear units improve restricted
boltzmann machines. In Proceedings of the 27th International Conference
on International Conference on Machine Learning, ICML’10, page 807–814,
Madison, WI, USA, 2010. Omnipress.

[121] n.d. How do you generate synthetic data? https://www.statice.ai/
post/how-generate-synthetic-data, 2022.

158

https://www.statice.ai/post/how-generate-synthetic-data
https://www.statice.ai/post/how-generate-synthetic-data


[122] n.d. Keysight VDT toolset. https://www.keysight.com/gb/en/
assets/7018-06582/solution-briefs/5992-3870.pdf, 2022.

[123] n.d. Open Signal. https://www.opensignal.com/, 2022.

[124] n.d. Spirent Live2Lab. https://www.spirent.com/assets/u/
virtual_drive_test, 2022.

[125] n.d. Tutela. https://www.tutela.com/, 2022.

[126] JM Nichols and F Bucholtz. Beating nyquist with light: a compressively sam-
pled photonic link. Optics express, 19(8):7339–7348, 2011.

[127] Nokia. Nokia and 3 Indonesia develop Zero Drive Test assessment
solution to enhance network quality and user experience. https:
//www.nokia.com/about-us/news/releases/2020/08/19/
nokia-and-3-indonesia-develop-zero-drive-test-assessment/
-solution-to-enhance-network-quality-and-user-experience/,
2020.

[128] Eduardo Mucelli Rezende Oliveira, Aline Carneiro Viana, Kolar Purushothama
Naveen, and Carlos Sarraute. Mobile data traffic modeling: Revealing temporal
facets. Computer Networks, 112:176–193, 2017.

[129] opendev. Kernel-modules: IRQ affinity hint fix-ups.
https://opendev.org/starlingx/kernel/commit/
7ded00431675bbab05fe254b90efd08eb335f101?style=
unified&whitespace=ignore-all.

[130] Alan V Oppenheim and Ronald W Schafer. Digital signal processing(book). Re-
search supported by the Massachusetts Institute of Technology, Bell Telephone
Laboratories, and Guggenheim Foundation. Englewood Cliffs, N. J., Prentice-
Hall, Inc., 1975. 598 p, 1975.

[131] OSM. OpenStreetMap Overpass API. http://overpass-turbo.eu/,
2020.
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