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Abstract: The antenna-subtraction technique has demonstrated remarkable effectiveness in providing next-to-next-to-leading order in $\alpha_{s}$ (NNLO) predictions for a wide range of processes relevant for the Large Hadron Collider. In a previous paper [1], we demonstrated how to build real-radiation antenna functions for any number of real emissions directly from a specified list of unresolved limits. Here, we extend this procedure to the mixed case of real and virtual radiation, for any number of real and virtual emissions. A novel feature of the algorithm is the requirement to match the antenna constructed with the correct unresolved limits to the other elements of the subtraction scheme. We discuss how this can be achieved and provide a full set of real-virtual NNLO antenna functions (together with their integration over the final-final unresolved phase space). We demonstrate that these antennae can be combined with the real-radiation antennae of ref. [1] to form a consistent NNLO subtraction scheme that cancels all explicit and implicit singularities at NNLO. We anticipate that the improved antenna functions should be more amenable to automation, thereby making the construction of subtraction terms for more complicated processes simpler at NNLO.
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## 1 Introduction

The Large Hadron Collider (LHC) offers an unprecedented opportunity to scrutinise a wide range of observables involving Higgs bosons, electroweak bosons, top quarks, and hadronic jets with remarkable accuracy. Through precise experimental measurements, we can directly investigate the fundamental interactions of elementary particles at short distances, pushing the boundaries of our knowledge and providing valuable insights into the fundamental interactions that govern the universe. The exploration of LHC physics, particularly in the absence of new particle discoveries, holds immense significance. By scrutinising the LHC data with high precision, even the slightest deviations from the predictions of the Standard Model (SM) can have profound implications for our understanding of the natural world.

Such small deviations in measurements have the potential to revolutionise our knowledge and guide us towards physics beyond the Standard Model. Hence, precision phenomenology emerges as a crucial component in the quest for new physics.

With the anticipated dataset from the High-Luminosity LHC, the statistical uncertainties on many observables will be negligible and percent-level accuracy is likely to be achieved experimentally. Achieving similar percent-level accuracy for theoretical predictions requires advancements in fixed-order calculations, parton distribution functions, parton showers, and the modeling of non-perturbative effects. Ongoing progress is being made in all these areas. In the realm of perturbative Quantum Chromodynamics (QCD), reaching the desired level of refinement typically involves extending fixed-order calculations to at least next-to-next-to-leading order (NNLO) in the strong-coupling expansion.

However, higher-order calculations demand special attention due to the intricate interplay between real and virtual corrections across different-multiplicity phase spaces [3, 4]. Implicit infrared divergences arise from unresolved real radiation, such as soft or collinear emissions, and are ultimately cancelled by explicit poles in the virtual matrix elements. This cancellation takes place through integration over the relevant unresolved phase space. Subtraction schemes are currently regarded as the most elegant solution to address these complexities.

At the next-to-leading order (NLO) level, schemes like Catani-Seymour dipole subtraction [5] and FKS subtraction [6] were developed in the mid-1990's. Together with automated one-loop matrix-element generators [7, 8], these schemes are used for fullydifferential high-multiplicity processes. NLO matching schemes such as MC@NLO [9] and POWHEG $[10,11]$ have been developed which systematically combine NLO fixed-order calculations with all-order parton-shower resummation. These innovations laid the foundations for the state-of-the-art multi-purpose event generators [7, 12-15], see ref. [16] for a review.

At NNLO, the situation is less advanced. Despite recent progress, two-loop matrix elements represent significant challenges often requiring bespoke integral reduction relations and the evaluation of new master integrals. At the same time, the pattern of cancellation of infrared divergences across the different-multiplicity final states is much more complicated. Several subtraction schemes have been devised $[2,17-22]$ and the implementation of these methods is currently done one process at a time. They do not straightforwardly scale to higher multiplicities.

Among the various methods used for fully-differential NNLO calculations in QCD, the antenna-subtraction scheme $[2,23,24]$ has proven to be highly successful. Initially proposed for electron-positron annihilation with massless partons, it enabled the calculation of NNLO corrections to 3 -jet production and related event-shape observables at LEP energies [25-29]. The scheme was extended to handle initial-state radiation relevant to processes with initial-state hadrons [30-36] and has now been applied to a range of LHC processes through the parton-level NNLOJET code. The extension of antenna subtraction for the production of heavy particles at hadron colliders has been studied in refs. [37-44]. Besides its application in fixed-order calculations, the antenna framework has also been utilised in antenna-shower algorithms [45-50], where it enabled proof-of-concept frameworks for higher-order corrections [51] and fully-differential NNLO matching [52].

At $\mathrm{N}^{3} \mathrm{LO}$, inclusive [53-63] as well as more differential calculations have started to emerge [64-74], the latter mainly for $2 \rightarrow 1$ processes via the use of the Projection-to-Born method [75] or $k_{\mathrm{T}}$-slicing techniques [25] to promote established NNLO calculations to $\mathrm{N}^{3} \mathrm{LO}$. We note that the first steps towards an $\mathrm{N}^{3} \mathrm{LO}$ antenna subtraction scheme have been taken in refs. [76, 77]. Nevertheless, at the moment, calculations for higher multiplicities are currently hindered by the lack of process-independent $\mathrm{N}^{3} \mathrm{LO}$ subtraction schemes.

In the antenna subtraction scheme, antenna functions are used to subtract specific sets of unresolved singularities, so that a typical subtraction term has the form

$$
\begin{equation*}
X_{n+2}^{\ell}\left(i_{1}^{h}, i_{3}, \ldots, i_{n+2}, i_{2}^{h}\right)\left|\mathcal{M}\left(\ldots, I_{1}^{h}, I_{2}^{h}, \ldots\right)\right|^{2} \tag{1.1}
\end{equation*}
$$

where $X_{n+2}^{\ell}$ represents an $\ell$-loop, $(n+2)$-particle antenna, $i_{1}^{h}$ and $i_{2}^{h}$ represent the hard radiators, and $i_{3}$ to $i_{n+2}$ denote the $n$ unresolved particles. As the hard radiators may either be in the initial or in the final state, final-final (FF), initial-final (IF), and initial-initial (II) configurations need to be considered in general. $\mathcal{M}$ is the reduced matrix element, with $n$ fewer particles and where $I_{1}^{h}$ and $I_{2}^{h}$ represent the particles obtained through an appropriate mapping,

$$
\begin{equation*}
\left\{p_{i_{1}}, p_{i_{3}}, \ldots, p_{i_{2}}\right\} \mapsto\left\{p_{I_{1}}, p_{I_{2}}\right\} \tag{1.2}
\end{equation*}
$$

with $p_{i}^{\mu}$ representing the four-momentum of particle $i$. At NLO antennae have $n=1$ and $\ell=0$, at NNLO one needs antennae with $n=2, \ell=0$ and with $n=1, \ell=1$, while at $\mathrm{N}^{3} \mathrm{LO}$, one needs antennae with $n=3, \ell=0$, with $n=2, \ell=1$ and with $n=1, \ell=2$.

In the original formulation of the antenna scheme, the antennae were based on matrix elements describing radiation from processes with two coloured particles: $\gamma^{*} \rightarrow q \bar{q}, \tilde{\chi} \rightarrow \tilde{g} g$ and $H \rightarrow g g$, covering the cases where the coloured particles are massless quarks and gluons. The corresponding $X_{4}^{0}, X_{3}^{1}$ and $X_{3}^{0}$ antennae are therefore perfect subtraction terms for the NNLO contributions to processes with two coloured particles. It was straightforward to utilise these matrix-element-based antennae for processes with three coloured particles, such as $e^{+} e^{-} \rightarrow 3$ jets, $p p \rightarrow V+$ jet, $p p \rightarrow H+$ jet, and for the leading colour contributions to four coloured particle processes like $p p \rightarrow 2$ jets. Pushing to the next step, the full colour $p p \rightarrow 2$ jets required significant additional work [78]. Going beyond the current state of the art with the matrix-element-based antenna approach is a formidable task. This is because the complexity associated with the subtraction terms becomes increasingly challenging as the particle multiplicity grows. This complexity stems from two primary reasons.

Firstly, the double-real-radiation antenna functions obtained from matrix elements do not always indicate which particles act as the hard radiators. This is particularly the case for antennae involving gluons. To address this issue, sub-antenna functions are introduced. However, constructing these sub-antenna functions at NNLO is an arduous task and often involves introducing unphysical denominators that complicate the analytic integration of the subtraction term. Additionally, analytic integrals are usually known only for the complete antenna functions. As a result, the assembly of antenna-subtraction terms requires careful manipulation to ensure that the sub-antenna functions combine appropriately to form the full antenna functions before integration.

Secondly, NNLO antenna functions can exhibit spurious limits that need to be eliminated through explicit counter terms. However, these counter terms can introduce further spurious limits themselves. Consequently, this can initiate a complex chain of interdependent subtraction terms that do not necessarily reflect the actual singularity structure of the underlying process.

Both of these issues are obstacles to a full automation of the antenna-subtraction scheme at NNLO [79]. In a recent paper [1], we addressed these issues. We introduced a general algorithm for building antenna functions directly from a specified set of desired infrared limits with a uniform template, in a way that simplifies the construction of subtraction terms in general, while still being straightforwardly analytically integrable. We then constructed a general algorithm to construct real-radiation antenna functions following strictly these design principles and applied it to the case of single-real and double-real radiation, required for NLO and NNLO calculations. The technique makes use of an iterative procedure to remove overlaps between different singular factors that are subsequently projected into the full phase space. As the technique produces only denominators that match physical propagators, all antenna functions could straightforwardly be integrated analytically, which is a cornerstone of the antenna-subtraction method.

In this paper, we extend the general algorithm of ref. [1] to the construction of antennae with $\ell \neq 0$. Unlike in the solely real-radiation case, the mixed real and virtual antenna functions contain both explicit and implicit singularities. To illustrate the algorithm, we construct the real-virtual antennae $(n=1, \ell=1)$ explicitly. The real-virtual antenna functions are built directly from the relevant one-loop limits, properly accounting for the overlap between different limits. The universal factorisation properties of multi-particle loop amplitudes, when one or more particles are unresolved, have been well studied in the literature [80-83] and serve as an input to the algorithm.

In addition to building a full set of new $X_{3}^{1}$ antennae with both hard radiators in the final state, we demonstrate that the new antenna functions (along with the $X_{3}^{0}$ and $X_{4}^{0}$ of ref. [1]) form a complete NNLO subtraction scheme in which the subtraction terms cancel the explicit singularities in the one- and two-loop matrix elements, without leftover infrared singularities hiding in the matrix elements (either by undercounting or overcounting). This means that the new antenna functions have to satisfy particular constraints. First, the cancellation of poles at the real-virtual level (RV) means that the explicit poles in the $X_{3}^{1}$ antenna have to cancel against other RV subtraction terms. In the antenna scheme, these explicit poles are proportional to $X_{3}^{0}$ antennae. Therefore, the $X_{3}^{1}$ must have a particular pole structure multiplying an $X_{3}^{0}$ antenna function. At the double-virtual level (VV), the combinations of integrated antennae coming from the double-real (RR) and RV levels must match the explicit pole structure of the two-loop matrix elements. In the antenna scheme, this is encoded through a combination of the $J_{2}^{(2)}$ and $J_{2}^{(1)}$ operators in colour space [36]. Provided that the pole structure from the relevant combination of $J_{2}^{(2)}$ and $J_{2}^{(1)}$ is unchanged, the subtraction terms will cancel the explicit poles in the two-loop matrix elements.

The current approach to automation of antenna subtraction [79] involves a reformulation of the colour-ordered antenna subtraction technique in colour space. This method, known as 'colourful antenna subtraction', offers a systematic way to construct antenna subtraction
terms by working upwards from the most virtual layer, rather than starting from the maximally real layer and working down. By translating infrared poles of virtual corrections captured by $J_{2}^{(2)}$ and $J_{2}^{(1)}$ into real-radiation dipole insertions in colour space, the method efficiently constitutes subtraction terms for single-real radiation up to one-loop level and for double-real radiation at the tree level. One of the key advantages of this approach is the avoidance of directly handling the divergent behavior of real-emission corrections. This feature represents a significant simplification at NNLO. The double-real subtraction term can be obtained as the final step of a fully automatable procedure, eliminating the need to deal with the involved infrared structure of double-real radiation matrix elements. The completion of a consistent set of improved antenna functions for (double-)real and real-virtual radiation presented here will further reduce the complexity of the subtraction terms, because they avoid the need to subtract spurious limits, and therefore reduce the computational overhead associated with precision calculations.

The paper is structured as follows. We outline the design principles for constructing general $X_{n+2}^{\ell}$ antenna functions in section 2 as well as the principles for matching to the other elements of an antenna-subtraction scheme. We describe the general construction algorithm in section 3 and give the specific details for the construction of final-final $X_{3}^{1}$ in section 4. The full set of one-loop unresolved limits and target poles for the $X_{3}^{1}$ is given in section 5 . Using the previous sections, we illustrate the algorithm by explicitly constructing a full set of $X_{3}^{1}$ real-virtual antenna functions for hard radiators in the final state in section 6 . Finally, we define the $J_{2}^{(2)}$ and $J_{2}^{(1)}$ operators in this NNLO antenna-subtraction scheme (out of the new $\left\{X_{3}^{0}, X_{4}^{0}, X_{3}^{1}\right\}$ ) and compare their pole structure to the generic VV pole structures in section 7 . This demonstrates that the new subtraction terms will cancel the explicit poles in the two-loop matrix elements and form a complete NNLO subtraction scheme. We conclude and give an outlook on further work in section 8. For the sake of completeness, we also enclose appendices listing the tree-level single-unresolved limits, details of the analytic integration over the final-state antenna phase space, and a list of integrated $X_{3}^{1}$ antenna that are based on the $X_{3}^{0}$ antenna of ref. [24].

## 2 Design principles

Within the antenna-subtraction framework, subtraction terms are constructed using antenna functions that describe the unresolved partonic radiation (both soft and collinear) emitted from a pair of hard radiator partons. The construction of an antenna-subtraction term typically involves the following elements:

- antennae composed of two hard radiators that accurately capture the infrared singularities arising from the emission of $n$ unresolved partons;
- an on-shell momentum mapping that ensures that the invariant mass of the antenna is preserved while producing the on-shell momenta that appear in the "reduced" matrix element; and
- a colour factor associated with the specific process and antenna.

The latter two items on this list have been solved for general processes, while the first is subject of the current paper and our previous paper [1].

In the following, we will describe the design principles we impose upon a general idealised $X_{n+2}^{\ell}$ antenna function, with at least one loop. As opposed to the $\ell=0$ case, antenna functions with additional virtual elements contain explicit poles in the dimensionalregularisation parameter, $\epsilon$. We therefore impose two different sets of design principles: the generic design principles discussed in section 2.1; and the antenna-scheme-dependent design principles discussed in section 2.2. The former principles ensure that the antenna function has the correct infrared limits, but does not fix these unambiguously. This ambiguity is resolved by the latter principles which match the explicit singularity structure of the new antenna functions onto a specific antenna-subtraction scheme.

### 2.1 Generic design principles

The generic design principles outlined in ref. [1] are sufficient to ensure that the antenna has the correct infrared limits. Specifically, we impose the following requirements:
I. each antenna function has exactly two hard particles ("radiators") which cannot become unresolved;
II. each antenna function captures all (multi-)soft limits of its unresolved particles;
III. where appropriate (multi-)collinear and mixed soft and collinear limits are decomposed over "neighbouring" antennae;
IV. antenna functions do not contain any spurious (unphysical) limits;
V. antenna functions only contain singular factors corresponding to physical propagators; and
VI. where appropriate, antenna functions obey physical symmetry relations (such as line reversal).

As mentioned earlier, the original NNLO antenna functions derived in [2, 23, 24] do not obey all of these requirements, as they typically violate (some of) these principles. This is particularly the case for quark-gluon or gluon-gluon antennae because the matrix elements they are derived from will inevitably have a divergent limit when one of the gluonic radiators becomes soft (thereby violating principle I).

These principles will form the core of the algorithm for constructing $X_{n+2}^{\ell}$ antennae with the desired infrared limits.

### 2.2 Antenna-scheme-dependent design principles

The generic principles are sufficient to produce compact analytic expressions that correctly capture the unresolved behaviour of $\ell$-loop matrix elements in the (multi-)soft and (multi-) collinear limits. Unlike the $\ell=0$ case, these unresolved limits have explicit singularities, and therefore the $X_{n+2}^{\ell}$ antennae constructed from them will also carry explicit $\epsilon$-poles.

However, it is straightforward to find terms that contain explicit singularities but which do not contribute in any of the unresolved regions. Such terms, can be added to $X_{n+2}^{\ell}$ without violating any of the generic principles. However, doing so will clearly change the explicit pole structure. This means that the generic principles alone lead to an inherent ambiguity in defining the $X_{n+2}^{\ell}$ antennae.

If one wishes to design a full subtraction scheme, the real-virtual antenna must both have the correct unresolved limits and have an explicit pole structure of the correct form that cancels against other terms in the subtraction scheme. Therefore, we need to resolve the ambiguity in the explicit $\epsilon$ singularities by matching onto a set of target $\epsilon$-pole structures that ensure that the subtraction terms in each multiplicity layer (a) correctly describe the unresolved limits of the matrix elements, and (b) precisely cancel the $\epsilon$ singularities of the matrix elements.

To match onto a particular antenna-subtraction scheme, we therefore introduce one further principle:
VII. where appropriate, combinations of terms that are not singular in the relevant unresolved regions can be added to match onto "target poles", $T\left(i_{1}^{h}, i_{3}, \ldots, i_{n+2}, i_{2}^{h}\right)$.
To illustrate this principle for the case of the $X_{3}^{1}$, "target poles", $T\left(i^{h}, j, k^{h}\right)$, take the following schematic form within the NNLO antenna-subtraction scheme:

$$
\begin{equation*}
T\left(i^{h}, j, k^{h}\right)=\frac{1}{\epsilon^{2}}\left(\sum_{s}\left(\frac{s}{\mu^{2}}\right)^{-\epsilon}\right) X_{3}^{0}\left(i^{h}, j, k^{h}\right) . \tag{2.1}
\end{equation*}
$$

In order to match onto such "target poles", we are free to add certain combinations of terms. An example of such a combination of terms is,

$$
\begin{equation*}
\frac{1}{\epsilon^{2}} \mu^{2 \epsilon}\left(s_{i k}^{-\epsilon}+s_{i j k}^{-\epsilon}-\left(s_{i j}+s_{i k}\right)^{-\epsilon}-\left(s_{i k}+s_{j k}\right)^{-\epsilon}\right) X_{3}^{0}\left(i^{h}, j, k^{h}\right), \tag{2.2}
\end{equation*}
$$

which is not divergent in the soft $j$, collinear $i j$ and collinear $j k$ limits. It therefore does not affect the behaviour of the antenna function in those limits. However, adding such a term clearly affects the explicit poles in the $X_{3}^{1}$ antenna as can be seen from the expansion in $\epsilon$,

$$
\begin{equation*}
\frac{1}{\epsilon} \ln \left(1+\frac{s_{i j} s_{j k}}{s_{i j k} s_{i k}}\right) X_{3}^{0}\left(i^{h}, j, k^{h}\right)+\mathcal{O}\left(\epsilon^{0}\right) . \tag{2.3}
\end{equation*}
$$

This allows us to match the pole structure of the $X_{3}^{1}$ antenna to the other subtraction terms in a way that cancels the explicit poles at the RV level.

These seven principles are sufficient to devise an algorithm for constructing a general $X_{n+2}^{\ell}$ antenna function and here we will apply it to the construction of $X_{3}^{1}$ antenna functions with final-final kinematics. We will build the $X_{3}^{1}$ antenna functions from the infrared limits and match them to the NNLO antenna-subtraction scheme. The new $X_{3}^{1}$ antenna functions form the final ingredients for improved final-final antenna-subtraction at NNLO (along with the results of ref. [1]). To test for the consistency of these ingredients, one has to integrate the real-virtual antenna over the antenna phase space, and combine all the various integrated implicit singularities to cancel the explicit singularities of the two-loop matrix elements. This is detailed in full in section 7 .

## 3 The algorithm

In ref. [1], we proposed a general algorithm to build (multiple-)real radiation antenna functions at tree-level. In this paper, we extend this algorithm to the construction of $X_{n+2}^{\ell}$ antenna functions, where $\ell \neq 0$.

Unlike the algorithm for real-radiation antenna functions, the algorithm for $X_{n+2}^{\ell}$ antenna functions has two distinct stages:

Stage 1. In this step we ensure that the antenna function has the correct infrared singular limits. This stage closely follows the algorithm for real-radiation antennae in ref. [1]. We systematically start from the most singular limit, and build the list of target functions, $\left\{L_{i}\right\}$, from relevant (multi-)soft, (multi-)collinear, and soft-collinear limits. As in ref. [1], we define a down- $\left(\mathbf{P}_{i}^{\downarrow}\right)$ and up-projector $\left(\mathbf{P}_{i}^{\uparrow}\right)$ for each unresolved limit $\left(L_{i}\right)$ to be included. A down-projector $\mathbf{P}_{i}^{\downarrow}$ maps the invariants of the full phase space to the relevant subspace. An associated up-projector $\mathbf{P}_{i}^{\uparrow}$ restores the full phase space by re-expressing all variables valid in the sub-space in terms of invariants valid in the full phase space. It is to be emphasised that down-projectors $\mathbf{P}_{i}^{\downarrow}$ and up-projectors $\mathbf{P}_{i}^{\uparrow}$ are typically not inverse to each other, as down-projectors destroy information about less-singular and finite pieces.

The down-projectors are necessary to identify the overlapping region between the antenna function developed so far and the target function associated with the unresolved limit under consideration. Conversely, up-projectors express the argument in terms of antenna invariants. Furthermore, through careful selection of the up-projectors, the antenna function can be exclusively represented using invariants corresponding to physical propagators.

The set of target functions provides a clear definition of the antenna function's behavior in all unresolved limits specific to the particular antenna being considered. In each unresolved limit, the antenna function must approach the corresponding target function to accurately capture the singular behavior exhibited by the squared matrix element. Additionally, the antenna function must remain finite in all limits not explicitly described by a target function. This crucial aspect guarantees the absence of spurious singularities (unlike antenna functions extracted directly from physical matrix elements).

As explained in ref. [1], the algorithm, which ensures the above characteristics and meets the generic design principles, can be written as

$$
\begin{align*}
X_{n+2 ; 1}^{\ell} & =\mathbf{P}_{1}^{\uparrow} L_{1} \\
X_{n+2 ; 2}^{\ell} & =X_{n+2 ; 1}^{\ell}+\mathbf{P}_{2}^{\uparrow}\left(L_{2}-\mathbf{P}_{2}^{\downarrow} X_{n+2 ; 1}^{\ell}\right), \\
\quad &  \tag{3.1}\\
X_{n+2 ; N}^{\ell} & =X_{n+2 ; N-1}^{\ell}+\mathbf{P}_{N}^{\uparrow}\left(L_{N}-\mathbf{P}_{N}^{\downarrow} X_{n+2 ; N-1}^{\ell}\right),
\end{align*}
$$

where $X_{n+2 ; N}^{\ell}$ is the output of Stage 1 .

Stage 2. The output of Stage 1 guarantees that $X_{n+2 ; N}^{\ell}$ has the chosen unresolved limits $\left\{L_{i}\right\}$. However, as discussed above this does not uniquely determine the mixed realvirtual antenna since one can construct a term (which we will denote by TPoles) which contains poles in $\epsilon$ but does not contribute in any of the unresolved limits. One is therefore at liberty to define different antenna-subtraction schemes that differ by explicit $\epsilon$-singular terms that do not affect the unresolved singular limits of the antenna.

We therefore add an antenna-scheme-dependent Stage 2 that ensures that the $X_{n+2}^{\ell}$ antenna has the correct explicit poles to match onto the other types of subtraction terms in the desired antenna-subtraction scheme. We fix the scheme by specifying that the explicit $\epsilon$-poles, match certain defined "target poles",

$$
\begin{equation*}
T=T\left(i_{1}^{h}, i_{3}, \ldots, i_{n+2}, i_{2}^{h}\right) . \tag{3.2}
\end{equation*}
$$

These target poles must be selected such that the constructed $X_{n+2}^{\ell}$ is more convenient for use in a wider $\mathrm{N}^{n+\ell}$ LO subtraction scheme. Different schemes would entail different choices for $T$.
As in Stage 1, we introduce certain projectors $\mathbf{P}_{T}^{\downarrow}, \mathbf{P}_{T}^{\uparrow}$ (at the relevant perturbative order) to identify these additional $\epsilon$-singular contributions which meet all the design principles. Schematically, we can write this final step of the algorithm as

$$
\begin{equation*}
X_{n+2}^{\ell} \equiv X_{n+2 ; N}^{\ell}+\mathbf{P}_{T}^{\uparrow}\left(T-\mathbf{P}_{T}^{\downarrow} X_{n+2 ; N}^{\ell}\right), \tag{3.3}
\end{equation*}
$$

and we require

$$
\begin{equation*}
\mathbf{P}_{i}^{\downarrow} \mathbf{P}_{T}^{\uparrow}\left(T-\mathbf{P}_{T}^{\downarrow} X_{n+2 ; N}^{\ell}\right) \equiv 0 \quad \forall i=1, \ldots, N \tag{3.4}
\end{equation*}
$$

For later convenience we define the contribution from Stage 2 to be,

$$
\begin{equation*}
\text { TPoles } \equiv \mathbf{P}_{T}^{\uparrow}\left(T-\mathbf{P}_{T}^{\downarrow} X_{n+2 ; N}^{\ell}\right) \tag{3.5}
\end{equation*}
$$

Taking into account both Stage 1 and Stage 2, the constructed mixed real-virtual antenna for a given set of infrared limits $\left\{L_{i}\right\}$ and matched to a scheme in which the required $\epsilon$-poles are defined by $T$, will satisfy

$$
\begin{align*}
\mathbf{P}_{i}^{\downarrow} X_{n+2}^{\ell} & \equiv L_{i} \quad \forall i=1, . ., N,  \tag{3.6}\\
\mathbf{P}_{T}^{\downarrow} X_{n+2}^{\ell} & \equiv T . \tag{3.7}
\end{align*}
$$

## 4 Construction of real-virtual antenna functions

The above design principles and algorithm have been set-out for the construction of a general $X_{n+2}^{\ell}$ antenna function. Now we specialise to the case of constructing real-virtual $X_{3}^{1}$ antenna functions. Together with the new $X_{3}^{0}$ and $X_{4}^{0}$ of ref. [1], the $X_{3}^{1}$ functions complete the re-formulation of all antenna functions necessary for NNLO calculations, which now meet the design principles.

| Quark-antiquark |  |  |
| :---: | :---: | :---: |
| $q g \bar{q}$ | $X_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ | $A_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widetilde{X}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ | $\widetilde{A}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widehat{X}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ | $\widehat{A}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
| Quark-gluon |  |  |
| $q g g$ | $X_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ | $D_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widetilde{X}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ | $\widetilde{D}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widehat{X}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ | $\widehat{D}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
| $q \bar{Q} Q$ | $X_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $E_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widetilde{X}_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $\widetilde{E}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widehat{X}_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $\widehat{E}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
| Gluon-gluon |  |  |
| $g g g$ | $X_{3}^{1}\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right)$ | $F_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widehat{X}_{3}^{1}\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right)$ | $\widehat{F}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
| $g \bar{Q} Q$ | $X_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $G_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widetilde{X}_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $\widetilde{G}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |
|  | $\widehat{X}_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right)$ | $\widehat{G}_{3}^{1}\left(i^{h}, j, k^{h}\right)$ |

Table 1. Identification of $X_{3}^{1}$ antenna according to the particle type and colour-structures. These antennae only contain singular limits when particle $b$ (or equivalently momentum $j$ ) is unresolved, in addition to explicit $\epsilon$ poles. Antennae are classified as quark-antiquark, quark-gluon and gluon-gluon according to the particle type of the parents (i.e. after the antenna mapping).

We demonstrate the construction of real-virtual antenna functions $X_{3}^{1}\left(i_{a}^{h}, j_{b}, k_{c}^{h}\right)$, where the particle types are denoted by $a, b$, and $c$, which carry four-momenta $i, j$, and $k$, respectively. Particles $a$ and $c$ should be hard, and the antenna functions must have the correct limits when particle $b$ is unresolved. Frequently, we drop explicit reference to the particle labels in favour of a specific choice of $X$ according to table 1 .

For the specific case of $X_{3}^{1}\left(i_{a}^{h}, j_{b}, k_{c}^{h}\right)$ there are three such limits (meeting the generic design principles), corresponding to particle $b$ becoming soft, particles $a$ and $b$ becoming collinear, or particles $c$ and $b$ becoming collinear, so that the list of target functions is,

$$
\begin{align*}
& L_{1}\left(i^{h}, j, k^{h}\right)=S_{b}^{(1)}\left(i^{h}, j, k^{h}\right), \\
& L_{2}\left(i^{h}, j, k^{h}\right)=P_{a b}^{(1)}\left(i^{h}, j\right)  \tag{4.1}\\
& L_{3}\left(i^{h}, j, k^{h}\right)=P_{c b}^{(1)}\left(k^{h}, j\right)
\end{align*}
$$

The precise definitions of the one-loop soft factor $S_{b}^{(1)}$ and the one-loop splitting functions $P_{a b}^{(1)}$ are well known and we organise them in our notation in section 5 .

In addition, in order to match onto a particular antenna-subtraction scheme, we require a target pole structure, $T \equiv T\left(i^{h}, j, k^{h}\right)$. We want to match the constructed $X_{3}^{1}$ to the full NNLO antenna-subtraction scheme, we therefore require the $\epsilon$-poles to have a similar $\epsilon$-pole structure to ref. [2]. This means a collection of $\epsilon$-poles multiplying $X_{3}^{0}$ antennae. By removing the contribution to the poles from the renormalisation term, we write the full set of target poles, $T\left(i^{h}, j, k^{h}\right)$, for the unrenormalised $X_{3}^{1}$ as,

$$
\begin{align*}
T\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) & =-\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i j}+S_{j k}-S_{i j k}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right)  \tag{4.2}\\
\widetilde{T}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) & =-\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i j k}-S_{i k}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.3}\\
\widehat{T}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) & =0  \tag{4.4}\\
T\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right) & =-\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i j}+S_{[i k+j k]}+S_{j k}-2 S_{i j k}\right) D_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.5}\\
\widetilde{T}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right) & =-\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i k}-S_{[i k+j k]}\right) D_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.6}\\
\widehat{T}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right) & =0,  \tag{4.7}\\
T\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon}\left[\frac{1}{\epsilon^{2}}\left(S_{i j}+S_{i k}-2 S_{i j k}\right)-\frac{13}{6 \epsilon} S_{j k}\right] E_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.8}\\
\widetilde{T}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon}\left(\frac{1}{\epsilon^{2}}+\frac{3}{2 \epsilon}\right) S_{j k} E_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.9}\\
\widehat{T}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon} \frac{2}{3 \epsilon} S_{j k} E_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.10}\\
T\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right) & =-\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i j}+S_{i k}+S_{j k}-2 S_{i j k}\right) F_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.11}\\
\widehat{T}\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right) & =0,  \tag{4.12}\\
T\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon}\left[\frac{1}{\epsilon^{2}}\left(S_{i j}+S_{i k}-2 S_{i j k}\right)-\frac{13}{6 \epsilon} S_{j k}\right] G_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.13}\\
\widetilde{T}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon}\left(\frac{1}{\epsilon^{2}}+\frac{3}{2 \epsilon}\right) S_{j k} G_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.14}\\
\widehat{T}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) & =-R_{\epsilon} \frac{2}{3 \epsilon} S_{j k} G_{3}^{0}\left(i^{h}, j, k^{h}\right) . \tag{4.15}
\end{align*}
$$

Here $R_{\epsilon}$ is an overall factor defined as

$$
\begin{equation*}
R_{\epsilon}=e^{\epsilon \gamma} \frac{\Gamma^{2}(1-\epsilon) \Gamma(1+\epsilon)}{\Gamma(1-2 \epsilon)} \operatorname{Re}(-1)^{-\epsilon} \tag{4.16}
\end{equation*}
$$

This factor ensures that the $X_{3}^{1}$ antennae derived here have the same overall normalisation as those in ref. [2]. We have also introduced the convenient notation to separate the loop-type structures from the unresolved-type structures:

$$
\begin{equation*}
S_{i j}=\left(\frac{s_{i j}}{\mu^{2}}\right)^{-\epsilon}, \quad S_{i j k}=\left(\frac{s_{i j k}}{\mu^{2}}\right)^{-\epsilon}, \quad S_{[i k+j k]}=\left(\frac{s_{i k}+s_{j k}}{\mu^{2}}\right)^{-\epsilon} \tag{4.17}
\end{equation*}
$$

The $X_{3}^{0}\left(i^{h}, j, k^{h}\right)$ antennae appearing in eqs. (4.2)-(4.15) are those constructed in ref. [1]. Therefore, there are some differences compared to the pole structure in ref. [2]
precisely due to differences between the definitions of the $X_{3}^{0}\left(i^{h}, j, k^{h}\right)$ of ref. [1] and the $X_{3}^{0, \text { OLD }}\left(i^{h}, j, k^{h}\right)$ of ref. [2] (see ref. [1] for a full discussion). This is particularly the case for the $D_{3}^{0}$ and $F_{3}^{0}$ antennae where the unresolved singularities of $F_{3}^{0, \text { OLD }}$ are assigned to three $F_{3}^{0}$ antenna, while the unresolved singularities present in $D_{3}^{0, O L D}$ are found by combining two $D_{3}^{0}$ antenna.

Finally, we note that the $\epsilon$-singularities of $D_{3}^{1, \text { OLD }}$ of ref. [2] are split between $D_{3}^{1}$ and a new type of antenna, $\widetilde{D}_{3}^{1}$,

$$
\begin{equation*}
\mathbf{P}_{T}^{\downarrow} D_{3}^{1, \mathrm{OLD}} \sim T\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+\widetilde{T}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+(j \leftrightarrow k) \tag{4.18}
\end{equation*}
$$

where $\sim$ reflects the fact that the l.h.s. multiplies $D_{3}^{0, \text { OLD }}$ while the r.h.s. multiplies $D_{3}^{0}$.

### 4.1 Template antennae

For convenience, we define a general unrenormalised real-virtual antenna function in terms of the contributions produced by the various steps of the algorithm. At leading-colour, we have,

$$
\begin{align*}
X_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)+\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)+\operatorname{Scol}^{(1)}\left(k^{h}, j ; i^{h}\right)  \tag{4.19}\\
& +\operatorname{TPoles}\left(i^{h}, j, k^{h}\right)
\end{align*}
$$

while the corresponding sub-leading-colour expression is,

$$
\begin{align*}
\widetilde{X}_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \widetilde{\operatorname{Scol}}^{(1)}\left(i^{h}, j ; k^{h}\right)+\widetilde{\operatorname{Scol}}^{(1)}\left(k^{h}, j ; i^{h}\right)  \tag{4.20}\\
& +\widetilde{\operatorname{TPoles}}\left(i^{h}, j, k^{h}\right)
\end{align*}
$$

and the quark-loop contribution is,

$$
\begin{align*}
\widehat{X}_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \widehat{\operatorname{Scol}}^{(1)}\left(i^{h}, j ; k^{h}\right)+\widehat{\operatorname{Scol}}^{(1)}\left(k^{h}, j ; i^{h}\right)  \tag{4.21}\\
& +\widehat{\operatorname{TPoles}}\left(i^{h}, j, k^{h}\right),
\end{align*}
$$

since the one-loop soft factor is only non-zero at leading-colour. The meanings of the individual terms in eqs. (4.19)-(4.21) will be made clear in the following subsections, however, we note that in each equation, the first line is produced by Stage $\mathbf{1}$ of the algorithm, and the second line is added in Stage 2. Therefore, we expect that

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0,  \tag{4.22}\\
\mathbf{C}_{i j}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0,  \tag{4.23}\\
\mathbf{C}_{j k}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0, \tag{4.24}
\end{align*}
$$

and similarly for $\widehat{\operatorname{TPoles}}\left(i^{h}, j, k^{h}\right)$ and $\widehat{\operatorname{TPoles}}\left(i^{h}, j, k^{h}\right)$.

### 4.2 Stage 1

All $X_{3}^{1}\left(i^{h}, j, k^{h}\right)$ antenna functions are defined over the full three-particle phase space, whereas each unresolved limit lives on a restricted part of phase space: the $j$ soft limit, the $i j$ collinear limit, and the $j k$ collinear limit.

We define the soft down-projector by its action on integer powers of invariants as

$$
\mathbf{S}_{j}^{\downarrow}:\left\{\begin{array}{l}
s_{i j} \mapsto \lambda s_{i j}, s_{j k} \mapsto \lambda s_{j k},  \tag{4.25}\\
s_{i j k} \mapsto s_{i k},
\end{array}\right.
$$

and keep only the terms proportional to $\lambda^{-2}$.
For the corresponding up-projector $\mathbf{S}_{j}^{\uparrow}$ we choose a trivial mapping which leaves all variables unchanged. The collinear down-projector acts on integer powers of invariants and is defined in analogy to eq. (4.16) of ref. [1],

$$
\mathbf{C}_{i j}^{\downarrow}:\left\{\begin{array}{l}
s_{i j} \mapsto \lambda s_{i j},  \tag{4.26}\\
s_{i k} \mapsto\left(1-x_{j}\right)\left(s_{i k}+s_{j k}\right), s_{j k} \mapsto x_{j}\left(s_{i k}+s_{j k}\right), s_{i j k} \mapsto s_{i k}+s_{j k},
\end{array}\right.
$$

but keeps only terms of order $\lambda^{-1}$. The corresponding up-projector is the same as in eq. (4.17) of [1],

$$
\mathbf{C}_{i j}^{\uparrow}:\left\{\begin{array}{l}
x_{j} \mapsto s_{j k} / s_{i j k},\left(1-x_{j}\right) \mapsto s_{i k} / s_{i j k},  \tag{4.27}\\
s_{i k}+s_{j k} \mapsto s_{i j k}
\end{array}\right.
$$

This up-projector ensures the presence of $s_{i j k}$ denominators, which are present in matrix elements corresponding to physical propagators and means that the same integration tools for one-loop matrix elements can be used in the integration of the constructed $X_{3}^{1}$ over its Lorentz-invariant antenna phase space.

The subtracted single-unresolved one-loop factors are built from unrenormalised colourordered limits and are given by

$$
\begin{align*}
\operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right) & =\mathbf{S}_{j}^{\uparrow} S_{b}^{(1)}\left(i^{h}, j, k^{h}\right),  \tag{4.28}\\
\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right) & =\mathbf{C}_{i j}^{\uparrow}\left(P_{a b}^{(1)}\left(i^{h}, j\right)-\mathbf{C}_{i j}^{\downarrow} \operatorname{Ssfft}^{(1)}\left(i^{h}, j, k^{h}\right)\right),  \tag{4.29}\\
\operatorname{Scol}^{(1)}\left(k^{h}, j ; i^{h}\right) & =\mathbf{C}_{k j}^{\uparrow}\left(P_{c b}^{(1)}\left(k^{h}, j\right)-\mathbf{C}_{k j}^{\downarrow}\left(\operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)+\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)\right)\right), \\
& \equiv \mathbf{C}_{k j}^{\uparrow}\left(P_{c b}^{(1)}\left(k^{h}, j\right)-\mathbf{C}_{k j}^{\downarrow} \operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)\right), \tag{4.30}
\end{align*}
$$

and analogously for the sub-leading colour and quark-flavour contributions. The subscripts $a, b, c$ represent the particle types which carry momenta $i, j, k$ respectively. The unrenormalised one-loop single-unresolved limits are listed in full in section 5 . We have used the feature that the only overlap between the $i j$ - and $j k$-collinear limits occurs in Ssoft ${ }^{(1)}$ so that

$$
\begin{equation*}
\mathbf{C}_{k j}^{\downarrow} \operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)=0, \tag{4.31}
\end{equation*}
$$

which was also observed in ref. [1].
At this point, we have iteratively constructed the quantity

$$
\begin{equation*}
X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right)=\operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)+\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)+\operatorname{Scol}^{(1)}\left(k^{h}, j ; i^{h}\right), \tag{4.32}
\end{equation*}
$$

such that,

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right) & =S_{b}^{(1)}\left(i^{h}, j, k^{h}\right),  \tag{4.33}\\
\mathbf{C}_{i j}^{\downarrow} X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{a b}^{(1)}\left(i^{h}, j\right),  \tag{4.34}\\
\mathbf{C}_{j k}^{\downarrow} X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{c b}^{(1)}\left(k^{h}, j\right), \tag{4.35}
\end{align*}
$$

which carries all of the desired unresolved limits.

### 4.3 Stage 2

We now turn to the construction of $\operatorname{TPoles}\left(i^{h}, j, k^{h}\right)$, which does not contribute to any unresolved limit but does contain explicit $\epsilon$ poles. In the language of section 3, then schematically

$$
\begin{equation*}
\operatorname{TPoles}\left(i^{h}, j, k^{h}\right) \equiv \mathbf{P}_{T}^{\uparrow}\left(T\left(i^{h}, j, k^{h}\right)-\mathbf{P}_{T}^{\downarrow} X_{3 ; 3\left(i^{h}, j, k^{h}\right)}^{1}\right) . \tag{4.36}
\end{equation*}
$$

We observe that each of the target pole structures in eqs. (4.2)-(4.15) is of the form,

$$
\begin{equation*}
\mathcal{P o l e s} \times X_{3}^{0}\left(i^{h}, j, k^{h}\right), \tag{4.37}
\end{equation*}
$$

where $\mathcal{P}$ oles is combination of $\epsilon$-poles and factors like $s_{i j}^{-\epsilon}$. We therefore choose to achieve Stage 2 through two iterative steps (rather than one), adding a projector for each step:

Step 1 We introduce a projector $\mathbf{P}_{X}^{\uparrow}$ (and the trivial projector $\mathbf{P}_{X}^{\downarrow}$ ) to ensure that the $\epsilon$-poles are proportional to $X_{3}^{0}\left(i^{h}, j, k^{h}\right)$; and

Step 2 We introduce projectors $\mathbf{P}_{\epsilon}^{\uparrow}$ and $\mathbf{P}_{\epsilon}^{\downarrow}$ to adjust the pole structure multiplying $X_{3}^{0}$ to match $T\left(i^{h}, j, k^{h}\right)$.

Step 1. We define the projector $\mathbf{P}_{X}^{\uparrow}$ such that,

$$
\mathbf{P}_{X}^{\uparrow}:\left\{\begin{array}{l}
P_{a b}^{(0)}\left(i^{h}, j\right) \mapsto X_{3}^{0}\left(i^{h}, j, k^{h}\right),  \tag{4.38}\\
P_{c b}^{(0)}\left(k^{h}, j\right) \mapsto X_{3}^{0}\left(i^{h}, j, k^{h}\right) .
\end{array}\right.
$$

The inverse projector $\mathbf{P}_{X}^{\downarrow}$ is simply unity.
We define $\operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right)$ to be the contribution arising from the action of $\mathbf{P}_{X}^{\uparrow}$ such that,

$$
\begin{align*}
\operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right) & =\left(\mathbf{P}_{X}^{\uparrow}-1\right)\left(\operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)+\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)+\operatorname{Scol}^{(1)}\left(k^{h}, j ; i^{h}\right)\right) \\
& =\left(\mathbf{P}_{X}^{\uparrow}-1\right) X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right) \tag{4.39}
\end{align*}
$$

Ssoft ${ }^{(1)}\left(i^{h}, j, k^{h}\right)$ does not contain splitting functions, so the action of $\mathbf{P}_{X}^{\uparrow}$ on Ssoft is trivial,

$$
\begin{equation*}
\mathbf{P}_{X}^{\uparrow} \operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right) \equiv \operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right) \tag{4.40}
\end{equation*}
$$

which guarantees,

$$
\begin{equation*}
\mathbf{S}_{j}^{\downarrow} \operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right)=0 \tag{4.41}
\end{equation*}
$$

Furthermore, because of the structure of the one-loop splitting functions, we also have

$$
\begin{align*}
\mathbf{C}_{i j}^{\downarrow} \operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right) & =0, \\
\mathbf{C}_{j k}^{\downarrow} \operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right) & =0 . \tag{4.42}
\end{align*}
$$

We will explain more clearly how this is achieved in the specific example of $A_{3}^{1}$ in section 4.5. We also note that following the iterative structure of eq. (3.1), we define the fourth step of the algorithm to be

$$
\begin{align*}
X_{3 ; 4}^{1}\left(i^{h}, j, k^{h}\right) & =X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right)+\left(\mathbf{P}_{X}^{\uparrow}-1\right) X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right),  \tag{4.43}\\
& \equiv \mathbf{P}_{X}^{\uparrow} X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right), \tag{4.44}
\end{align*}
$$

where $X_{3 ; 3}^{1}\left(i^{h}, j, k^{h}\right)$ is given in eq. (4.32).
Step 2. The operators $\mathbf{P}_{\epsilon}^{\downarrow}$ and $\mathbf{P}_{\epsilon}^{\uparrow}$ are defined as follows.
$\mathbf{P}_{\epsilon}^{\downarrow}$ is defined by Laurent expanding the argument in $\epsilon$ and discarding terms of $\mathcal{O}\left(\epsilon^{0}\right)$ and higher.
$\mathbf{P}_{\epsilon}^{\uparrow}$ is defined by extending the argument to an all-orders expression in $\epsilon$, which agrees with the argument up to $\mathcal{O}\left(\epsilon^{0}\right)$. This is not a unique action. For the case of the $X_{3}^{1}$ we choose, where possible, for $\mathbf{P}_{\epsilon}^{\uparrow}$ to result in linear combinations of $\left\{s_{i k}^{-\epsilon}, s_{i j k}^{-\epsilon},\left(s_{i k}+s_{j k}\right)^{-\epsilon}\right\}$ (which are simply-integrable objects) multiplied by simple $\epsilon$-poles and $X_{3}^{0}$. Only two structures appear in the construction of the $X_{3}^{1}$ :

$$
\begin{align*}
\mathbf{P}_{\epsilon}^{\uparrow} \frac{1}{\epsilon} \ln \left(1+\frac{s_{i j} s_{j k}}{s_{i k} s_{i j k}}\right) & =\frac{1}{\epsilon^{2}} \Lambda_{1}\left(i^{h}, j, k^{h}\right),  \tag{4.45}\\
\mathbf{P}_{\epsilon}^{\uparrow} \frac{2}{\epsilon} \ln \left(1-\frac{s_{j k}}{s_{i j k}}\right) & =\frac{2}{\epsilon^{2}} \Lambda_{2}\left(i^{h}, j, k^{h}\right), \tag{4.46}
\end{align*}
$$

where

$$
\begin{align*}
& \Lambda_{1}\left(i^{h}, j, k^{h}\right)=S_{i k}+S_{i j k}-S_{[i k+j k]}-S_{[i k+i j]},  \tag{4.47}\\
& \Lambda_{2}\left(i^{h}, j, k^{h}\right)=S_{i j k}-S_{[i k+i j]}, \tag{4.48}
\end{align*}
$$

with $S_{i k}$ etc defined as in eq. (4.17).
We define $\operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right)$ to be the contribution arising from the action of $\mathbf{P}_{\epsilon}^{\uparrow}$ and $\mathbf{P}_{\epsilon}^{\downarrow}$ such that,

$$
\begin{align*}
\operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right)= & \mathbf{P}_{\epsilon}^{\uparrow}\left(\mathbf{P}_{\epsilon}^{\downarrow} T\left(i^{h}, j, k^{h}\right)-\mathbf{P}_{\epsilon}^{\downarrow}\left[\operatorname{Ssoft}^{(1)}\left(i^{h}, j, k^{h}\right)\right.\right.  \tag{4.49}\\
& \left.\left.+\operatorname{Scol}^{(1)}\left(i^{h}, j ; k^{h}\right)+\operatorname{Scol}^{(1)}\left(k^{h}, j ; i^{h}\right)+\operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right)\right]\right)
\end{align*}
$$

These contributions typically contain a factor which suppresses all the unresolved limits in the $X_{3}^{0}$ to which it multiplies. $\Lambda_{1}$ suppresses any contributions to the soft- $j$ limit or the
collinear- $i j$ or collinear- $j k$ limits. $\Lambda_{2}$ suppresses contributions to the soft- $j$ or collinear- $j k$ limits so that

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} \operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right) & =0, \\
\mathbf{C}_{i j}^{\downarrow} \operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right) & =0, \\
\mathbf{C}_{j k}^{\downarrow} \operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right) & =0 . \tag{4.50}
\end{align*}
$$

We will explain more clearly how this works in detail in the specific example of $A_{3}^{1}$ in section 4.5 .

In the iterative language of eq. (3.1) the fifth and final step of the algorithm is thus

$$
\begin{equation*}
X_{3 ; 5}^{1}\left(i^{h}, j, k^{h}\right)=X_{3 ; 4}^{1}\left(i^{h}, j, k^{h}\right)+\mathbf{P}_{\epsilon}^{\uparrow}\left(\mathbf{P}_{\epsilon}^{\downarrow} T\left(i^{h}, j, k^{h}\right)-\mathbf{P}_{\epsilon}^{\downarrow} X_{3 ; 4}^{1}\left(i^{h}, j, k^{h}\right)\right) \tag{4.51}
\end{equation*}
$$

where we define the complete constructed antenna function,

$$
\begin{equation*}
X_{3}^{1}\left(i^{h}, j, k^{h}\right) \equiv X_{3 ; 5}^{1}\left(i^{h}, j, k^{h}\right) \tag{4.52}
\end{equation*}
$$

It is convenient to combine the contributions from eqs. (4.39) and (4.49), to obtain a single contribution (as in the antenna templates of eqs. (4.19), (4.20) and (4.21)), and we define

$$
\begin{equation*}
\operatorname{TPoles}\left(i^{h}, j, k^{h}\right) \equiv \operatorname{TPoles}_{X}\left(i^{h}, j, k^{h}\right)+\operatorname{TPoles}_{\epsilon}\left(i^{h}, j, k^{h}\right) \tag{4.53}
\end{equation*}
$$

It is to be emphasised again that $\operatorname{TPoles}\left(i^{h}, j, k^{h}\right)$ does not contribute in any unresolved limits, but does carry explicit poles in $\epsilon$. Indeed, using eqs. (4.41), (4.42) and (4.50), it is straightforward to see that

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0 \\
\mathbf{C}_{i j}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0, \\
\mathbf{C}_{j k}^{\downarrow} \operatorname{TPoles}\left(i^{h}, j, k^{h}\right) & =0 . \tag{4.54}
\end{align*}
$$

Finally, the algorithm of this paper ensures that

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} X_{3}^{1}\left(i^{h}, j, k^{h}\right) & =S_{b}^{(1)}\left(i^{h}, j, k^{h}\right)  \tag{4.55}\\
\mathbf{C}_{i j}^{\downarrow} X_{3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{a b}^{(1)}\left(i^{h}, j\right)  \tag{4.56}\\
\mathbf{C}_{j k}^{\downarrow} X_{3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{c b}^{(1)}\left(k^{h}, j\right), \tag{4.57}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{\epsilon}^{\downarrow} X_{3}^{1}\left(i^{h}, j, k^{h}\right)=\mathbf{P}_{\epsilon}^{\downarrow} T\left(i^{h}, j, k^{h}\right) \tag{4.58}
\end{equation*}
$$

### 4.4 Renormalisation

As a final step, we renormalise the antennae at scale $\mu$,

$$
\begin{align*}
X_{3}^{1}\left(i^{h}, j, k^{h}\right) & \mapsto X_{3}^{1}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} X_{3}^{0}\left(i^{h}, j, k^{h}\right)  \tag{4.59}\\
\widetilde{X}_{3}^{1}\left(i^{h}, j, k^{h}\right) & \mapsto \widetilde{X}_{3}^{1}\left(i^{h}, j, k^{h}\right)  \tag{4.60}\\
\widehat{X}_{3}^{1}\left(i^{h}, j, k^{h}\right) & \mapsto \widehat{X}_{3}^{1}\left(i^{h}, j, k^{h}\right)-\frac{b_{0, F}}{\epsilon} X_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{4.61}
\end{align*}
$$

We use the colour decomposition of $\beta_{0}$,

$$
\begin{equation*}
\beta_{0}=N_{c} b_{0}+N_{F} b_{0, F}, \tag{4.62}
\end{equation*}
$$

where $b_{0}=11 / 6$ and $b_{0, F}=-1 / 3$.

## 4.5 $\quad A_{3}^{1}$ construction in full detail

To make the construction explicit, we work through the construction of $A_{3}^{1}$ as an example before describing the full set of improved real-virtual antenna functions in section 6 . $A_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ is the leading-colour antenna function with quark and antiquark hard radiators, which encapsulates the one-loop limits when the gluon becomes unresolved. The relevant unresolved limits are

$$
\begin{equation*}
S_{g}^{(1)}\left(i^{h}, j, k^{h}\right), \quad P_{q g}^{(1)}\left(i_{q}^{h}, j_{g}\right), \quad P_{q g}^{(1)}\left(k_{\bar{q}}, j_{g}\right), \tag{4.63}
\end{equation*}
$$

which are given in section 5. Additionally, we choose a target for the $\epsilon$-poles before renormalisation, which is consistent with the above limits but matches the $\epsilon$-pole structures appearing in the antenna-subtraction scheme. The target pole structure for $A_{3}^{1}$ is given by

$$
\begin{equation*}
T\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)=\frac{R_{\epsilon}}{\epsilon^{2}}\left(S_{i j}+S_{j k}-S_{i j k}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{4.64}
\end{equation*}
$$

We want to match the constructed $X_{3}^{1}$ to the full NNLO antenna-subtraction-scheme, we therefore require the $\epsilon$-poles to have a similar $\epsilon$-pole structure to ref. [2].

We choose to simplify our notation by introducing the following structure

$$
\begin{align*}
G(w, \epsilon) & ={ }_{2} F_{1}(1, \epsilon, 1+\epsilon,-w)-1, \\
& =-\sum_{n=1}^{\infty}(-\epsilon)^{n} \operatorname{Li}_{n}(-w) \\
& \equiv(1+w)^{-\epsilon}{ }_{2} F_{1}\left(\epsilon, \epsilon, 1+\epsilon, \frac{w}{1+w}\right)-1, \tag{4.65}
\end{align*}
$$

where $w=s_{j k} / s_{i k}$. Note that in the $w \rightarrow 0$ limit, $G(w, \epsilon)$ vanishes.
Before renormalisation, $A_{3}^{1}$ is built iteratively in pieces in the following order:

$$
\begin{align*}
A_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)= & \operatorname{Ssoft}{ }^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)  \tag{4.66}\\
& +\operatorname{TPoles}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)
\end{align*}
$$

with the TPoles contribution constructed in two steps as in section 4.3 according to eqs. (4.39) and (4.49),

$$
\begin{equation*}
\operatorname{TPoles}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)=\operatorname{TPoles} X\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{TPoles}_{\epsilon}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) \tag{4.67}
\end{equation*}
$$

The first contribution is simply the one-loop soft factor,

$$
\begin{equation*}
\operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)=\mathbf{S}_{j}^{\uparrow} S_{g}^{(1)}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon} \frac{\Gamma(1-\epsilon) \Gamma(1+\epsilon)}{\epsilon^{2}} \frac{S_{i j} S_{j k}}{S_{i k}} S_{g}^{(0)}\left(i^{h}, j, k^{h}\right) \tag{4.68}
\end{equation*}
$$

where $S_{g}^{(0)}$ is the tree-level eikonal factor given in appendix A.

The second piece is given by the overlap of the one-loop splittting function $P_{q g}^{(1)}\left(i^{h}, j\right)$ and the one-loop soft factor Ssoft ${ }^{(1)}$ in the $i j$ collinear limit, projected-up into the full phase-space:

$$
\begin{align*}
& \operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right) \\
& =\mathbf{C}_{i j}^{\uparrow}\left(P_{q g}^{(1)}\left(i^{h}, j\right)-\mathbf{C}_{i j}^{\downarrow} \operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)\right), \\
& =\frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}} \frac{(1-\epsilon) s_{j k}}{s_{i j} s_{i j k}}+S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right) P_{q g}^{(0)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)\right] \\
& \quad+S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)} . \tag{4.69}
\end{align*}
$$

Here we use the short-hand notation

$$
\begin{equation*}
P_{a b}^{(n)}\left(i^{h}, j ; k\right)=\mathbf{C}_{i j}^{\uparrow} P_{a b}^{(n)}\left(i^{h}, j\right) \tag{4.70}
\end{equation*}
$$

to indicate an $n$-loop splitting function up-projected into the full phase space of the antenna and the tree-level splitting functions, $P_{a b}^{(0)}$ are given in appendix A.

The third contribution is given by

$$
\begin{align*}
& \mathrm{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right) \\
& =\mathbf{C}_{k j}^{\uparrow}\left(P_{q g}^{(1)}\left(k_{q}^{h}, j_{g}\right)-\mathbf{C}_{k j}^{\downarrow}\left(\operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)\right)\right), \\
& =\mathbf{C}_{k j}^{\uparrow}\left(P_{q g}^{(1)}\left(k_{q}^{h}, j_{g}\right)-\mathbf{C}_{k j}^{\downarrow} \operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)\right), \\
& = \\
& \frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}} \frac{(1-\epsilon) s_{i j}}{s_{j k} s_{i j k}}+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right) P_{q g}^{(0)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)\right]  \tag{4.71}\\
& \quad+S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} .
\end{align*}
$$

Recalling from ref. [1] that

$$
\begin{align*}
A_{3}^{0}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) & \equiv S_{g}^{(0)}\left(i^{h}, j, k^{h}\right)+\frac{(1-\epsilon) s_{j k}}{s_{i j} s_{i j k}}+\frac{(1-\epsilon) s_{i j}}{s_{j k} s_{i j k}}  \tag{4.72}\\
& \equiv P_{q g}^{(0)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\frac{(1-\epsilon) s_{i j}}{s_{j k} s_{i j k}} \\
& \equiv P_{q g}^{(0)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)+\frac{(1-\epsilon) s_{j k}}{s_{i j} s_{i j k}}
\end{align*}
$$

it is straightforward to see that the terms proportional to $S_{i j} S_{j k} / S_{i k}$ in eqs. (4.68), (4.69) and (4.71), combine to give a term which factorises onto $A_{3}^{0}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ such that

$$
\begin{align*}
& \operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right) \\
& = \\
& \quad+\frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}} A_{3}^{0}\left(i^{h}, j, k^{h}\right)\right. \\
& \left.\quad+S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right) P_{q g}^{(0)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right) P_{q g}^{(0)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)\right]  \tag{4.73}\\
& \quad+S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}+S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} .
\end{align*}
$$

This combination completes Stage 1 of the algorithm and is to some extent a complete construction of $A_{3}^{1}$, in the sense that it encapsulates the fundamental one-loop unresolved limits we require of it.

Stage 2 of the algorithm preserves the unresolved limits but includes explicit poles that do not contribute in these limits. The next piece TPoles $X_{X}$ ensures that the explicit pole structure of the $A_{3}^{1}$ factors onto $A_{3}^{0}$ :

$$
\left.\begin{array}{rl}
\operatorname{TPoles}_{X}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)= & \left(\mathbf{P}_{X}^{\uparrow}-1\right)\left(\operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)\right), \\
= & \frac{R_{\epsilon}}{\epsilon^{2}}\left[S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)\left(A_{3}^{0}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)-P_{q g}^{(0)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)\right)\right. \\
& \left.\quad+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\left(A_{3}^{0}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)-P_{q g}^{(0)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)\right)\right], \\
= & \frac{R_{\epsilon}}{\epsilon^{2}} \tag{4.74}
\end{array} S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right) \frac{(1-\epsilon) s_{i j}}{s_{j k} s_{i j k}}+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right) \frac{(1-\epsilon) s_{j k}}{s_{i j} s_{i j k}}\right] .
$$

This term vanishes in the unresolved region for the following reason. The first term in the final line appears to have a singularity in the $j k$ collinear limit due to the $1 / s_{j k}$ factor. However, in this limit the hypergeometric function $G\left(s_{j k} / s_{i j k}, \epsilon\right)$ approaches zero and this behaviour therefore suppresses the singularity due to the $1 / s_{j k}$ factor. A similar argument holds for the second term. As such, neither term in eq. (4.74) contributes to any unresolved limit, although they evidently do contribute explicit $\epsilon$ poles. In summary,

$$
\begin{aligned}
\mathbf{S}_{j}^{\downarrow}\left(\frac{1}{s_{i j} s_{j k}} \times G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)\right) & \rightarrow 0, \\
\mathbf{S}_{j}^{\downarrow}\left(\frac{1}{s_{i j} s_{j k}} \times G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\right) & \rightarrow 0, \\
\mathbf{C}_{i j}^{\downarrow}\left(\frac{1}{s_{i j}} \times G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\right) & \rightarrow 0, \\
\mathbf{C}_{j k}^{\downarrow}\left(\frac{1}{s_{j k}} \times G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)\right) & \rightarrow 0 .
\end{aligned}
$$

The running total for $A_{3}^{1}$ is given by

$$
\begin{align*}
& \operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)+\operatorname{TPoles}_{X}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) \\
&=+\frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}}\right.  \tag{4.75}\\
&\left.+S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\right] A_{3}^{0}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right), \\
&+S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}+S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} .
\end{align*}
$$

Effectively, the tree-level splitting functions in eq. (4.73) have been promoted to full $A_{3}^{0}$ antenna functions.

The next contribution, TPoles $_{\epsilon}$, is also part of antenna-scheme matching, for which we have the target pole structure proportional to $A_{3}^{0}$, given in eq. (4.64). The resulting expression is given by

$$
\begin{aligned}
\operatorname{TPoles}_{\epsilon}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)= & \mathbf{P}_{\epsilon}^{\uparrow}\left(\mathbf{P}_{\epsilon}^{\downarrow} T\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)-\mathbf{P}_{\epsilon}^{\downarrow}\left[\operatorname{Ssoft}^{(1)}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)\right.\right. \\
& \left.\left.+\operatorname{Scol}^{(1)}\left(i_{q}^{h}, j_{g} ; k_{\bar{q}}^{h}\right)+\operatorname{Scol}^{(1)}\left(k_{\bar{q}}^{h}, j_{g} ; i_{q}^{h}\right)+\operatorname{TPoles}_{X}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)\right]\right), \\
= & \mathbf{P}_{\epsilon}^{\uparrow}\left(\frac{1}{\epsilon} \ln \left(1+\frac{s_{i j} s_{j k}}{s_{i k} s_{i j k}}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right)\right), \\
= & \frac{R_{\epsilon}}{\epsilon^{2}} \Lambda_{1}\left(i^{h}, j, k^{h}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right) .
\end{aligned}
$$

As discussed earlier, the logarithmic structure of $\Lambda_{1}$ suppresses all the unresolved limits present in the $A_{3}^{0}$ antenna at every order in $\epsilon$. This structure also carries a $1 / \epsilon^{2}$ factor, so $\operatorname{TPoles}_{\epsilon}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right)$ contains explicit $\epsilon$ poles (which are important for antenna-scheme matching) but does not contribute in the unresolved limits. In summary,

$$
\begin{aligned}
\mathbf{S}_{j}^{\downarrow}\left(\Lambda_{1}\left(i^{h}, j, k^{h}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right)\right) & \rightarrow 0, \\
\mathbf{C}_{i j}^{\downarrow}\left(\Lambda_{1}\left(i^{h}, j, k^{h}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right)\right) & \rightarrow 0, \\
\mathbf{C}_{j k}^{\downarrow}\left(\Lambda_{1}\left(i^{h}, j, k^{h}\right) A_{3}^{0}\left(i^{h}, j, k^{h}\right)\right) & \rightarrow 0 .
\end{aligned}
$$

Finally, including the renormalisation term and combining terms together we find a compact expression for $A_{3}^{1}$ given by

$$
\begin{align*}
A_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}}+S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\right. \\
& \left.+\Lambda_{1}\left(i^{h}, j, k^{h}\right)\right] A_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} A_{3}^{0}\left(i^{h}, j, k^{h}\right)  \tag{4.77}\\
& +S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}+S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} .
\end{align*}
$$

We see that

$$
\begin{align*}
\mathbf{S}_{j}^{\downarrow} A_{3}^{1}\left(i^{h}, j, k^{h}\right) & =S_{g}^{(1)}\left(i^{h}, j, k^{h}\right),  \tag{4.78}\\
\mathbf{C}_{i j}^{\downarrow} A_{3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{q g}^{(1)}\left(i^{h}, j\right),  \tag{4.79}\\
\mathbf{C}_{j k}^{\downarrow} A_{3}^{1}\left(i^{h}, j, k^{h}\right) & =P_{q g}^{(1)}\left(k^{h}, j\right), \tag{4.80}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{\epsilon}^{\downarrow} A_{3}^{1}\left(i^{h}, j, k^{h}\right)=\mathbf{P}_{\epsilon}^{\downarrow} T\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right) . \tag{4.81}
\end{equation*}
$$

## 5 One-loop single unresolved limits

The universal soft and collinear factorisation properties of multiparticle real-virtual amplitudes have been well studied in the literature [80-83]. In this section, we list the
unrenormalised, colour-ordered unresolved factors at one loop in conventional dimensional regularisation (CDR), which are consistent with the formulations in [2, 82-87]. The overall factor $R_{\epsilon}$ ensures that the antennae constructed here have the same normalisation as those in ref. [24].

The full-colour (unrenormalised) one-loop soft factor is given by

$$
\begin{equation*}
\mathbf{S}_{g}^{(1)}\left(i^{h}, j, k^{h}\right)=N_{c} S_{g}^{(1)}\left(i^{h}, j, k^{h}\right)-\frac{1}{N_{c}} \widetilde{S}_{g}^{(1)}\left(i^{h}, j, k^{h}\right)+N_{F} \widehat{S}_{g}^{(1)}\left(i^{h}, j, k^{h}\right) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{g}^{(1)}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon} \frac{\Gamma(1-\epsilon) \Gamma(1+\epsilon)}{\epsilon^{2}} \frac{S_{i j} S_{j k}}{S_{i k}} S_{g}^{(0)}\left(i^{h}, j, k^{h}\right),  \tag{5.2}\\
& \widetilde{S}_{g}^{(1)}\left(i^{h}, j, k^{h}\right)=0  \tag{5.3}\\
& \widehat{S}_{g}^{(1)}\left(i^{h}, j, k^{h}\right)=0 \tag{5.4}
\end{align*}
$$

and formally we define any soft factor, where particle $b$ with momentum $j$ is not a gluon, as zero. The tree-level single-unresolved limits are given in appendix A.

In general, the full-colour (unrenormalised) one-loop splitting function is decomposed by

$$
\begin{equation*}
\mathbf{P}_{a b}^{(1)}(i, j)=N_{c} P_{a b}^{(1)}(i, j)-\frac{1}{N_{c}} \widetilde{P}_{a b}^{(1)}(i, j)+N_{F} \widehat{P}_{a b}^{(1)}(i, j) . \tag{5.5}
\end{equation*}
$$

As at leading-order (see appendix A), we organise the splitting functions according to which particle is a hard-radiator. This means that $\mathbf{P}_{a b}^{(1)}\left(i^{h}, j\right)$ is not singular in the limit where the hard radiator $a$ becomes soft and is directly related to the usual spin-averaged one-loop splitting functions given in terms of the momentum fraction carried by particle $j\left(x_{j}\right)$, defined with reference to the third particle in the antenna.

The $q \rightarrow q g$ one-loop splitting functions for $i$ being the hard radiator are given by

$$
\begin{align*}
& P_{q g}^{(1)}\left(i^{h}, j\right)=\frac{1}{s_{i j}} P_{q g}^{(1)}\left(x_{j}\right),  \tag{5.6}\\
& \widetilde{P}_{q g}^{(1)}\left(i^{h}, j\right)=\frac{1}{s_{i j}} \widetilde{P}_{q g}^{(1)}\left(x_{j}\right),  \tag{5.7}\\
& \widehat{P}_{q g}^{(1)}\left(i^{h}, j\right)=0, \tag{5.8}
\end{align*}
$$

with

$$
\begin{align*}
P_{q g}^{(1)}\left(x_{j}\right)= & S_{i j} \frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon)\left(\frac{1-x_{j}}{x_{j}}\right)^{\epsilon}+G\left(\frac{x_{j}}{1-x_{j}}, \epsilon\right)\right] P_{q g}^{(0)}\left(x_{j}\right) \\
& +S_{i j} R_{\epsilon} \frac{\left(1-x_{j} \epsilon\right)}{2(1-2 \epsilon)},  \tag{5.9}\\
\widetilde{P}_{q g}^{(1)}\left(x_{j}\right)= & -S_{i j} \frac{R_{\epsilon}}{\epsilon^{2}} G\left(\frac{x_{j}}{1-x_{j}},-\epsilon\right) P_{q g}^{(0)}\left(x_{j}\right)-S_{i j} R_{\epsilon} \frac{\left(1-x_{j} \epsilon\right)}{2(1-2 \epsilon)} . \tag{5.10}
\end{align*}
$$

Here $G(w, \epsilon)$ is defined in eq. (4.65). It has the property that it vanishes as $x_{j} \rightarrow 0$ and has the $\epsilon$-expansion,

$$
\begin{equation*}
G\left(\frac{x_{j}}{1-x_{j}}, \epsilon\right)=\epsilon \ln \left(1-x_{j}\right)-\epsilon^{2} \operatorname{Li}_{2}\left(\frac{-x_{j}}{1-x_{j}}\right)+\mathcal{O}\left(\epsilon^{3}\right) . \tag{5.11}
\end{equation*}
$$

The tree-level splitting function $P_{q g}^{(0)}$ is given in eq. (A.9). In the complementary case of $j$ being the hard radiator, all splitting functions vanish identically,

$$
\begin{equation*}
P_{q g}^{(1)}\left(i, j^{h}\right)=0, \quad \widetilde{P}_{q g}^{(1)}\left(i, j^{h}\right)=0, \quad \widehat{P}_{q g}^{(1)}\left(i, j^{h}\right)=0 . \tag{5.12}
\end{equation*}
$$

The $g \rightarrow q \bar{q}$ one-loop splitting functions are

$$
\begin{align*}
P_{q \bar{q}}^{(1)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} P_{q \bar{q}}^{(1)}\left(x_{j}\right),  \tag{5.13}\\
\widetilde{P}_{q \bar{q}}^{(1)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} \widetilde{P}_{q \bar{q}}^{(1)}\left(x_{j}\right),  \tag{5.14}\\
\widehat{P}_{q \bar{q}}^{(1)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} \widehat{P}_{q \bar{q}}^{(1)}\left(x_{j}\right), \tag{5.15}
\end{align*}
$$

and

$$
\begin{align*}
P_{q \bar{q}}^{(1)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} P_{q \bar{q}}^{(1)}\left(1-x_{j}\right),  \tag{5.16}\\
\widetilde{P}_{q \bar{q}}^{(1)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} \widetilde{P}_{q \bar{q}}^{(1)}\left(1-x_{j}\right),  \tag{5.17}\\
\widehat{P}_{q \bar{q}}^{(1)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} \widehat{P}_{q \bar{q}}^{(1)}\left(1-x_{j}\right) . \tag{5.18}
\end{align*}
$$

The one-loop splitting functions are given by

$$
\begin{align*}
& P_{q \bar{q}}^{(1)}\left(x_{j}\right)= S_{i j} \frac{R_{\epsilon}}{\epsilon^{2}}[ \\
&-\Gamma(1-\epsilon) \Gamma(1+\epsilon)\left(\frac{1-x_{j}}{x_{j}}\right)^{\epsilon}+1+G\left(\frac{x_{j}}{1-x_{j}}, \epsilon\right)-G\left(\frac{x_{j}}{1-x_{j}},-\epsilon\right)  \tag{5.19}\\
&\left.\quad+\frac{\epsilon(13-8 \epsilon)}{2(3-2 \epsilon)(1-2 \epsilon)}\right] P_{q \bar{q}}^{(0)}\left(x_{j}\right),  \tag{5.20}\\
& \widetilde{P}_{q \bar{q}}^{(1)}\left(x_{j}\right)=-S_{i j} R_{\epsilon}\left[\frac{1}{\epsilon^{2}}+\frac{3+2 \epsilon}{2 \epsilon(1-2 \epsilon)}\right] P_{q \bar{q}}^{(0)}\left(x_{j}\right),  \tag{5.21}\\
& \widehat{P}_{q \bar{q}}^{(1)}\left(x_{j}\right)= S_{i j} R_{\epsilon}\left[-\frac{2(1-\epsilon)}{\epsilon(3-2 \epsilon)(1-2 \epsilon)}\right] P_{q \bar{q}}^{(0)}\left(x_{j}\right),
\end{align*}
$$

with $P_{q \bar{q}}^{(0)}$ defined in eq. (A.10). Note that the symmetry of $P_{q \bar{q}}^{(1)}$ is preserved:

$$
\begin{equation*}
P_{q \bar{q}}^{(1)}\left(1-x_{j}\right) \equiv P_{q \bar{q}}^{(1)}\left(x_{j}\right) \tag{5.22}
\end{equation*}
$$

Finally, the $g \rightarrow g g$ one-loop splitting functions for $i$ being the hard radiator are given by

$$
\begin{align*}
& P_{g g}^{(1)}\left(i^{h}, j\right)=\frac{1}{s_{i j}} P_{g g}^{(1), \text { sub }}\left(x_{j}\right),  \tag{5.23}\\
& \widetilde{P}_{g g}^{(1)}\left(i^{h}, j\right)=0,  \tag{5.24}\\
& \widehat{P}_{g g}^{(1)}\left(i^{h}, j\right)=\frac{1}{s_{i j}} \widehat{P}_{g g}^{(1), \text { sub }}\left(x_{j}\right), \tag{5.25}
\end{align*}
$$

while when $j$ is the hard radiator,

$$
\begin{align*}
P_{g g}^{(1)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} P_{g g}^{(1), \mathrm{sub}}\left(1-x_{j}\right),  \tag{5.26}\\
\widetilde{P}_{g g}^{(1)}\left(i, j^{h}\right) & =0  \tag{5.27}\\
\widehat{P}_{g g}^{(1)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} \widehat{P}_{g g}^{(1), \mathrm{sub}}\left(1-x_{j}\right) . \tag{5.28}
\end{align*}
$$

Here, the one-loop splitting functions are given in terms of the tree-level splitting function $P_{g g}^{\text {sub,(0) }}$ given in eq. (A.11),

$$
\begin{align*}
P_{g g}^{(1), \text { sub }}\left(x_{j}\right)=S_{i j} \frac{R_{\epsilon}}{\epsilon^{2}} & {\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon)\left(\frac{1-x_{j}}{x_{j}}\right)^{\epsilon}+G\left(\frac{x_{j}}{1-x_{j}}, \epsilon\right)\right.} \\
& \left.-G\left(\frac{x_{j}}{1-x_{j}},-\epsilon\right)\right] P_{g g}^{\mathrm{sub},(0)}\left(x_{j}\right) \\
& +S_{i j} R_{\epsilon} \frac{\left(1-2 x_{j}\left(1-x_{j}\right) \epsilon\right)}{2(1-\epsilon)(1-2 \epsilon)(3-2 \epsilon)},  \tag{5.29}\\
\widehat{P}_{g g}^{(1), \text { sub }}\left(x_{j}\right)= & S_{i j} R_{\epsilon}\left(\frac{-\left(1-2 x_{j}\left(1-x_{j}\right) \epsilon\right)}{2(1-\epsilon)^{2}(1-2 \epsilon)(3-2 \epsilon)}\right), \tag{5.30}
\end{align*}
$$

and satisfy

$$
\begin{align*}
& P_{g g}^{(1)}\left(x_{j}\right)=P_{g g}^{(1), \mathrm{sub}}\left(x_{j}\right)+P_{g g}^{(1), \mathrm{sub}}\left(1-x_{j}\right)  \tag{5.31}\\
& \widehat{P}_{g g}^{(1)}\left(x_{j}\right)=\widehat{P}_{g g}^{(1), \mathrm{sub}}\left(x_{j}\right)+\widehat{P}_{g g}^{(1), \mathrm{sub}}\left(1-x_{j}\right) \tag{5.32}
\end{align*}
$$

## 6 Real-virtual antenna functions

In this section, we give compact expressions for the full set of real-virtual antennae. In deriving these antennae, we have made use of MAPLE, hypexp [88, 89] and FORM [90, 91].

### 6.1 Quark-antiquark antennae

As shown in table 1, there are three one-loop three-parton antennae with quark-antiquark parents that describe the emission of a gluon, organised by colour structure: $A_{3}^{1}, \widetilde{A}_{3}^{1}$, and $\widehat{A}_{3}^{1}$. The antenna functions constructed here are directly related to the antenna functions given in ref. [2] by

$$
\begin{align*}
& A_{3}^{1, \text { OLD }}\left(i_{q}, j_{g}, k_{\bar{q}}\right) \sim A_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right),  \tag{6.1}\\
& \widetilde{A}_{3}^{1, \text { OLD }}\left(i_{q}, j_{g}, k_{\bar{q}}\right) \sim \widetilde{A}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right),  \tag{6.2}\\
& \widehat{A}_{1}^{1, \text { OLD }}\left(i_{q}, j_{g}, k_{\bar{q}}\right) \sim \widehat{A}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{\bar{q}}^{h}\right), \tag{6.3}
\end{align*}
$$

where $\sim$ means that they contain the same limits as $j_{g}$ becomes unresolved, although they may contain different $\epsilon$ poles.

In order to build these antennae using the algorithm in section 3, we identify the particles included in the antenna to specify the limits encapsulated by the $X_{3}^{1}$ and identify
the target poles for the $X_{3}^{1}$ factorising on to the respective $X_{3}^{0}$ (here $A_{3}^{0}$ ). The resulting formula from the algorithm (copied from above) is given by

$$
\begin{align*}
A_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}}+S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)\right. \\
& \left.+\Lambda_{1}\left(i^{h}, j, k^{h}\right)\right] A_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} A_{3}^{0}\left(i^{h}, j, k^{h}\right)  \tag{6.4}\\
& +S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}+S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} .
\end{align*}
$$

Integrating over the single-unresolved antenna phase space (more details are given in section B), we yield the integrated antenna

$$
\begin{align*}
\mathcal{A}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}\right. & -\frac{31}{12 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{53}{8}+\frac{11}{24} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{659}{24}+\frac{22}{9} \pi^{2}+\frac{23}{3} \zeta_{3}\right) \\
& \left.+\left(-\frac{1345}{12}+\frac{199}{24} \pi^{2}+\frac{635}{18} \zeta_{3}+\frac{13}{1440} \pi^{4}\right)+\mathcal{O}(\epsilon)\right] \tag{6.5}
\end{align*}
$$

This expansion differs from $\mathcal{A}_{3}^{1, \text { OLD }}$ in eq. (5.18) of ref. [2], starting from the rational part at $\mathcal{O}(1 / \epsilon)$. In a similar way to the constructed $A_{4}^{0}$ in ref. [1], this is simply because the $A_{3}^{0}$ given in ref. [1] differs at $\mathcal{O}(\epsilon)$ from $A_{3}^{0, \text { OLD }}$ of ref. [2]. The choice of $A_{3}^{0}$ impacts the $\epsilon$ poles of $A_{3}^{1}$ at both the unintegrated and integrated levels, because $A_{3}^{0}$ factorises onto explicit $1 / \epsilon^{2}$ poles in eq. (6.4). If instead the original $A_{3}^{0, \text { OLD }}$, of ref. [2], is used in eq. (6.4), the integrated antenna in eq. (C.1) contains exactly the same poles as $\mathcal{A}_{3}^{1, \text { OLD }}$ in eq. (5.18) of ref. [2] and differs only at $\mathcal{O}\left(\epsilon^{0}\right)$.

Similarly, for the sub-leading-colour $q \bar{q}$ antenna,

$$
\begin{align*}
\widetilde{A}_{3}^{1}\left(i^{h}, j, k^{h}\right)=- & \frac{R_{\epsilon}}{\epsilon^{2}}\left[S_{i j} G\left(\frac{s_{j k}}{s_{i k}},-\epsilon\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}},-\epsilon\right)-\Lambda_{1}\left(i^{h}, j, k^{h}\right)\right] A_{3}^{0}\left(i^{h}, j, k^{h}\right) \\
& -S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}-S_{j k} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{i j}\right)}{s_{j k} s_{i j k}} \frac{1}{2(1-2 \epsilon)} \tag{6.6}
\end{align*}
$$

and after integration we find the expression,

$$
\begin{align*}
\widetilde{\mathcal{A}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{\epsilon^{2}}(-\right. & \left.\frac{5}{8}+\frac{1}{6} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{19}{4}+\frac{1}{4} \pi^{2}+7 \zeta_{3}\right) \\
& \left.+\left(-\frac{447}{16}+\frac{29}{16} \pi^{2}+\frac{21}{2} \zeta_{3}+\frac{7}{60} \pi^{4}\right)+\mathcal{O}(\epsilon)\right] \tag{6.7}
\end{align*}
$$

This expansion only differs from $\widetilde{\mathcal{A}}_{3}^{1, \text {, OLD }}$ in eq. (5.19) of ref. [2] at $\mathcal{O}\left(\epsilon^{0}\right)$. In this case, the choice of $A_{3}^{0}$ does not impact the $\epsilon$ poles of $\widetilde{A}_{3}^{1}$ because they are at most $1 / \epsilon$ and the $A_{3}^{0}$ given in ref. [1] differs only at $\mathcal{O}(\epsilon)$ from $A_{3}^{0, \text { OLD }}$ of ref. [2].

For the quark-loop $q \bar{q}$ antenna, there are no unrenormalised unresolved limits and so the antenna is simply a renormalisation term:

$$
\begin{equation*}
\widehat{A}_{3}^{1}\left(i^{h}, j, k^{h}\right)=-\frac{b_{0, F}}{\epsilon} A_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.8}
\end{equation*}
$$

The integrated version is given by

$$
\begin{align*}
\widehat{\mathcal{A}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}\right. & +\frac{1}{2 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{19}{12}-\frac{7}{36} \pi^{2}\right) \\
& \left.+\left(\frac{113}{24}-\frac{7}{24} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] \tag{6.9}
\end{align*}
$$

which only differs from $\widehat{\mathcal{A}}_{1}^{1, \text { OLD }}$ in eq. (5.20) of ref. [2] at $\mathcal{O}\left(\epsilon^{0}\right)$. In this case, the choice of $A_{3}^{0}$ does not impact the $\epsilon$ poles of $\widehat{A}_{3}^{1}$ because they are at most $1 / \epsilon$ and the $A_{3}^{0}$ given in ref. [1] differs only at $\mathcal{O}(\epsilon)$ from $A_{3}^{0, \text { OLD }}$ of ref. [2].

### 6.2 Quark-gluon antennae

As shown in table 1, there are six one-loop three-parton antennae with quark-gluon parents organised by colour structure: $D_{3}^{1}, \widetilde{D}_{3}^{1}, \widehat{D}_{3}^{1}, E_{3}^{1}, \widetilde{E}_{3}^{1}$, and $\widehat{E}_{3}^{1}$. The antenna functions constructed here are directly related to the antenna functions given in ref. [2] by

$$
\begin{align*}
D_{3}^{1, \mathrm{OLD}}\left(i_{q}, j_{g}, k_{g}\right) & \sim D_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+\widetilde{D}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+(j \leftrightarrow k),  \tag{6.10}\\
\widehat{D}_{3}^{1, \mathrm{OLD}}\left(i_{q}, j_{g}, k_{\bar{q}}\right) & \sim \widehat{D}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+\widehat{D}_{3}^{1}\left(i_{q}^{h}, k_{g}, j_{g}^{h}\right),  \tag{6.11}\\
E_{3}^{1, \mathrm{OLD}}\left(i_{q}, j_{\bar{Q}}, k_{Q}\right) & \sim E_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right),  \tag{6.12}\\
\widetilde{E}_{3}^{1, \mathrm{OLD}}\left(i_{q}, j_{\bar{Q}}, k_{Q}\right) & \sim \widetilde{E}_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right),  \tag{6.13}\\
\widehat{E}_{3}^{1, \mathrm{OLD}}\left(i_{q}, j_{\bar{Q}}, k_{Q}\right) & \sim \widehat{E}_{3}^{1}\left(i_{q}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) . \tag{6.14}
\end{align*}
$$

Note that $D_{3}^{1, \text { OLD }}$ was extracted from an effective Lagrangian describing heavy neutralino decay into a gluino-gluon pair, where the gluino plays the role of the quark [24]. Firstly, $D_{3}^{1, \text { OLD }}$ contains unresolved configurations where either of the gluons can be soft, so this is decomposed here such that only one gluon can be soft. Secondly, the extracted antennae $D_{3}^{1, \text { OLD }}$ (and $D_{4}^{0, \text { OLD }}$ ) contain both leading-colour and sub-leading colour limits and they receive special treatment in the antenna scheme. In ref. [1], we effectively split $D_{4}^{0, \text { OLD }}$ into a combination of $D_{4}^{0}$ and $\widetilde{D}_{4}^{0}$ antennae and we perform a similar decomposition here of $D_{3}^{1, \text { OLD }}$ into $D_{3}^{1}$ and $\widetilde{D}_{3}^{1}$. Due to the absence of a sub-leading colour $\widetilde{D}_{3}^{1, \text { OLD }}$ antenna, we only have target poles, $T\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$, for the combination of $D_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+\widetilde{D}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$. We choose to place the resulting TPoles $_{\epsilon}$ term in the formula for $D_{3}^{1}$. To recap, the combination of $D_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)+\widetilde{D}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ have been used to match $\epsilon$ poles in the existing antenna-subtraction-scheme, while $D_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ contains the leading-colour limits when $j$ is unresolved and $\widetilde{D}_{3}^{1}\left(i_{q}^{h}, j_{g}, k_{g}^{h}\right)$ contains the sub-leading-colour limits when $j$ is unresolved. This means the two antennae $D_{3}^{1}, \widetilde{D}_{3}^{1}$ could in principle be used independently in subtraction terms to cancel relevant one-loop unresolved limits, but the $\epsilon$-pole cancellation may require specific attention.

The $D_{3}^{1}$ formula is given by

$$
\begin{align*}
D_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \frac{R_{\epsilon}}{\epsilon^{2}}\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}}\right.  \tag{6.15}\\
& +S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)+S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)-S_{j k} G\left(\frac{s_{i j}}{s_{i k}},-\epsilon\right) \\
& \left.+2 \Lambda_{1}\left(i^{h}, j, k^{h}\right)\right] D_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} D_{3}^{0}\left(i^{h}, j, k^{h}\right) \\
& +S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}+\frac{R_{\epsilon}}{2(1-\epsilon)(1-2 \epsilon)(3-2 \epsilon)} \frac{S_{j k}}{s_{j k}}\left(1-2 \epsilon \frac{s_{i j} s_{i k}}{s_{i j k}^{2}}\right)
\end{align*}
$$

and after integration we find the expression

$$
\begin{align*}
\mathcal{D}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}\right. & -\frac{8}{3 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{1109}{144}+\frac{13}{24} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{14603}{432}+\frac{49}{18} \pi^{2}+\frac{73}{6} \zeta_{3}\right) \\
& \left.+\left(-\frac{7985}{54}+\frac{8561}{864} \pi^{2}+\frac{535}{12} \zeta_{3}+\frac{79}{480} \pi^{4}\right)+\mathcal{O}(\epsilon)\right] \tag{6.16}
\end{align*}
$$

The $\widetilde{D}_{3}^{1}$ formula is given by

$$
\begin{align*}
\widetilde{D}_{3}^{1}\left(i^{h}, j, k^{h}\right)= & -\frac{R_{\epsilon}}{\epsilon^{2}} S_{i j} G\left(\frac{s_{j k}}{s_{i k}},-\epsilon\right) D_{3}^{0}\left(i^{h}, j, k^{h}\right)  \tag{6.17}\\
& -S_{i j} R_{\epsilon} \frac{\left(s_{i j k}-\epsilon s_{j k}\right)}{s_{i j} s_{i j k}} \frac{1}{2(1-2 \epsilon)}
\end{align*}
$$

and after integration we find the expression

$$
\begin{align*}
\widetilde{\mathcal{D}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{\epsilon^{2}}( \right. & \left.-\frac{5}{16}+\frac{1}{12} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{77}{48}+\frac{11}{72} \pi^{2}+\frac{5}{2} \zeta_{3}\right) \\
& \left.+\left(-\frac{983}{144}+\frac{941}{864} \pi^{2}+\frac{55}{12} \zeta_{3}-\frac{7}{180} \pi^{4}\right)+\mathcal{O}(\epsilon)\right] \tag{6.18}
\end{align*}
$$

The combination of $2\left(\mathcal{D}_{3}^{1}+\widetilde{\mathcal{D}}_{3}^{1}\right)$ differs from $\mathcal{D}_{3}^{1, \text { OLD }}$ in eq. (6.22) of ref. [2], starting from $\mathcal{O}\left(1 / \epsilon^{2}\right)$. In a similar way to the constructed $D_{4}^{0}$ and $\widetilde{D}_{4}^{0}$ in ref. [1], this is simply because the $D_{3}^{0}$ given in ref. [1] differs at $\mathcal{O}\left(\epsilon^{0}\right)$ from $d_{3}^{0, \text { OLD }}$ of ref. [2]. The choice of $D_{3}^{0}$ impacts the $\epsilon$ poles of $D_{3}^{1}$ and $\widetilde{D}_{3}^{1}$ at both the unintegrated and integrated levels because $D_{3}^{0}$ factorises onto explicit $1 / \epsilon^{2}$ poles in eq. (6.15) and eq. (6.17).

The quark-loop $q g$ antenna function is given by

$$
\begin{align*}
\widehat{D}_{3}^{1}\left(i^{h}, j, k^{h}\right)= & -R_{\epsilon} \frac{S_{j k}}{s_{j k}} \frac{1}{2(1-\epsilon)^{2}(1-2 \epsilon)(3-2 \epsilon)}\left(1-2 \epsilon \frac{s_{i j} s_{i k}}{s_{i j k}^{2}}\right) \\
& -\frac{b_{0, F}}{\epsilon} D_{3}^{0}\left(i^{h}, j, k^{h}\right), \tag{6.19}
\end{align*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widehat{\mathcal{D}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}+\frac{5}{9 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{125}{72}-\frac{7}{36} \pi^{2}\right)+\left(\frac{97}{18}-\frac{35}{108} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] \tag{6.20}
\end{equation*}
$$

This expansion differs from $\widehat{\mathcal{D}}_{3}^{1, \text { OLD }} / 2$ in eq. (6.23) of ref. [2], starting from the rational part at $\mathcal{O}(1 / \epsilon)$. In the $\widehat{D}_{3}^{1}$ formula, the poles are at most $1 / \epsilon$ and they only appear in the renormalisation term. The finite difference between $D_{3}^{0}$ and $d_{3}^{0, \text { olD }}$ from ref. [2] therefore only impacts the $\mathcal{O}(1 / \epsilon)$ poles.

The $E_{3}^{1}$-type antennae contain contributions to only one limit - the $j k$ collinear limit, when the $\bar{Q} Q$ pair become collinear and as such they are simpler expressions than the others. The first antenna is given by

$$
\begin{align*}
E_{3}^{1}\left(i^{h}, j, k^{h}\right)= & -\frac{R_{\epsilon}}{\epsilon^{2}}\left[S_{j k} G\left(\frac{s_{i j}}{s_{i k}},-\epsilon\right)+S_{j k} G\left(\frac{s_{i k}}{s_{i j k}},-\epsilon\right)\right. \\
& \left.-S_{j k} \frac{\epsilon(13-8 \epsilon)}{2(3-2 \epsilon)(1-2 \epsilon)}-2 \Lambda_{2}\left(i^{h}, j, k^{h}\right)\right] E_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} E_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.21}
\end{align*}
$$

where the $\Lambda_{2} / \epsilon^{2}$ term suppresses the only limit in the $E_{3}^{0}$ to which it factorises (the $j k$ collinear limit) and thus only affects the $\epsilon$ pole structure of $E_{3}^{1}$. After integration we find the expression

$$
\begin{equation*}
\mathcal{E}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{56}{27}-\frac{1}{9} \pi^{2}\right)+\left(\frac{4111}{432}-\frac{131}{216} \pi^{2}-4 \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] \tag{6.22}
\end{equation*}
$$

which differs from $\mathcal{E}_{3}^{1, O L D}$ in eq. (6.34) of ref. [2], starting from the rational part at $\mathcal{O}(1 / \epsilon)$. In the $E_{3}^{1}$ formula, the poles are at most $1 / \epsilon$. The finite difference between $E_{3}^{0}$ and $E_{3}^{0, \text { OLD }}$ from ref. [2] therefore only impacts the $\mathcal{O}(1 / \epsilon)$ poles.

The sub-leading-colour antenna is given by

$$
\begin{equation*}
\widetilde{E}_{3}^{1}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon} S_{j k}\left[\frac{1}{\epsilon^{2}}+\frac{(3+2 \epsilon)}{2 \epsilon(1-2 \epsilon)}\right] E_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.23}
\end{equation*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widetilde{\mathcal{E}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{6 \epsilon^{3}}+\frac{13}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{613}{216}-\frac{1}{4} \pi^{2}\right)+\left(\frac{3359}{324}-\frac{13}{12} \pi^{2}-\frac{31}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] \tag{6.24}
\end{equation*}
$$

which differs from $\widetilde{\mathcal{E}}_{3}^{1, \text { OLD }}$ in eq. (6.35) of ref. [2], starting from the rational part at $\mathcal{O}\left(1 / \epsilon^{2}\right)$. In the $\widetilde{E}_{3}^{1}$ formula, the poles are at most $1 / \epsilon^{2}$. The finite difference between $E_{3}^{0}$ and $E_{3}^{0, \text { OLD }}$ from ref. [2] therefore impacts the $\mathcal{O}\left(1 / \epsilon^{2}\right)$ poles.

The quark-loop antenna is given by

$$
\begin{equation*}
\widehat{E}_{3}^{1}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon}\left[S_{j k} \frac{2(1-\epsilon)}{\epsilon(3-2 \epsilon)(1-2 \epsilon)}\right] E_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0, F}}{\epsilon} E_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.25}
\end{equation*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widehat{\mathcal{E}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{4 \epsilon}+\left(\frac{791}{648}-\frac{11}{108} \pi^{2}\right)+\mathcal{O}(\epsilon)\right] \tag{6.26}
\end{equation*}
$$

which differs from $\widehat{\mathcal{E}}_{3}^{1, \text { OLD }}$ in eq. (6.36) of ref. [2], starting from the rational part at $\mathcal{O}(1 / \epsilon)$. In the $\widehat{E}_{3}^{1}$ formula, the poles are at most $1 / \epsilon$. The finite difference between $E_{3}^{0}$ and $E_{3}^{0, \text { OLD }}$ from ref. [2] therefore impacts the $\mathcal{O}(1 / \epsilon)$ poles of $\widehat{\mathcal{E}}_{3}^{1}$, although these are the deepest poles in this case. This is because of cancellations at $\mathcal{O}\left(1 / \epsilon^{2}\right)$ between the integrals of the first and second terms in eq. (6.25).

### 6.3 Gluon-gluon antennae

As shown in table 1, there are five one-loop three-parton antennae with gluon-gluon parents organised by colour structure: $F_{3}^{1}, \widehat{F}_{3}^{1}, G_{3}^{1}, \widetilde{G}_{3}^{1}$, and $\widehat{G}_{3}^{1}$. The antenna functions constructed here are directly related to the antenna functions given in ref. [2] by

$$
\begin{align*}
F_{3}^{1, \mathrm{OLD}}\left(i_{g}, j_{g}, k_{g}\right) & \sim F_{3}^{1}\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right)+F_{3}^{1}\left(j_{g}^{h}, k_{g}, i_{g}^{h}\right)+F_{3}^{1}\left(k_{g}^{h}, i_{g}, j_{g}^{h}\right),  \tag{6.27}\\
\widehat{F}_{3}^{1, \mathrm{OLD}}\left(i_{g}, j_{g}, k_{g}\right) & \sim \widehat{F}_{3}^{1}\left(i_{g}^{h}, j_{g}, k_{g}^{h}\right)+\widehat{F}_{3}^{1}\left(j_{g}^{h}, k_{g}, i_{g}^{h}\right)+\widehat{F}_{3}^{1}\left(k_{g}^{h}, i_{g}, j_{g}^{h}\right),  \tag{6.28}\\
G_{3}^{1, \mathrm{OLD}}\left(i_{g}, j_{\bar{Q}}, k_{Q}\right) & \sim G_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right),  \tag{6.29}\\
\widetilde{G}_{3}^{1, \mathrm{OLD}}\left(i_{g}, j_{\bar{Q}}, k_{Q}\right) & \sim \widetilde{G}_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right),  \tag{6.30}\\
\widehat{G}_{3}^{1, \mathrm{OLD}}\left(i_{g}, j_{\bar{Q}}, k_{Q}\right) & \sim \widehat{G}_{3}^{1}\left(i_{g}^{h}, j_{\bar{Q}}, k_{Q}^{h}\right) . \tag{6.31}
\end{align*}
$$

Note that $F_{3}^{1, \text { OLD }}$ was extracted from an effective Lagrangian describing Higgs boson decay into gluons [23]. This means that $F_{3}^{1, \text { OLD }}$ contains unresolved configurations where any one of the three gluons can be soft, so this is decomposed here such that only one gluon can be soft. The same discussion can be applied to $\widehat{F}_{3}^{1}$.

The resulting formula for the three-gluon one-loop antenna function at leading-colour is given by

$$
\begin{align*}
F_{3}^{1}\left(i^{h}, j, k^{h}\right)=\frac{R_{\epsilon}}{\epsilon^{2}} & {\left[-\Gamma(1-\epsilon) \Gamma(1+\epsilon) \frac{S_{i j} S_{j k}}{S_{i k}}\right.} \\
& +S_{i j} G\left(\frac{s_{j k}}{s_{i k}}, \epsilon\right)-S_{i j} G\left(\frac{s_{j k}}{s_{i k}},-\epsilon\right) \\
& +S_{j k} G\left(\frac{s_{i j}}{s_{i k}}, \epsilon\right)-S_{j k} G\left(\frac{s_{i j}}{s_{i k}},-\epsilon\right)  \tag{6.32}\\
& \left.+2 \Lambda_{1}\left(i^{h}, j, k^{h}\right)\right] F_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} F_{3}^{0}\left(i^{h}, j, k^{h}\right) \\
+ & \frac{R_{\epsilon}}{2(1-\epsilon)(1-2 \epsilon)(3-2 \epsilon)}\left[\frac{S_{i j}}{s_{i j}}\left(1-2 \epsilon \frac{s_{j k} s_{i k}}{s_{i j k}^{2}}\right)+\frac{S_{j k}}{s_{j k}}\left(1-2 \epsilon \frac{s_{i j} s_{i k}}{s_{i j k}^{2}}\right)\right],
\end{align*}
$$

and after integration we find the expression

$$
\begin{align*}
\mathcal{F}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}\right. & -\frac{11}{4 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{79}{9}+\frac{5}{8} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{8339}{216}+\frac{55}{18} \pi^{2}+\frac{44}{3} \zeta_{3}\right) \\
& \left.+\left(-\frac{73169}{432}+\frac{5137}{432} \pi^{2}+\frac{473}{9} \zeta_{3}+\frac{181}{1440} \pi^{4}\right)+\mathcal{O}(\epsilon)\right] . \tag{6.33}
\end{align*}
$$

This expansion differs from $\mathcal{F}_{3}^{1, \text { OLD }} / 3$ in eq. (7.22) of ref. [2], starting from the rational part at $\mathcal{O}\left(1 / \epsilon^{2}\right)$. In the $F_{3}^{1}$ formula, the poles are at most $1 / \epsilon^{2}$. The finite difference between $F_{3}^{0}$ and $f_{3}^{0, \text { OLD }}$ from ref. [2] therefore impacts the $\mathcal{O}\left(1 / \epsilon^{2}\right)$ poles.

The quark-loop antenna function is given by

$$
\begin{align*}
\widehat{F}_{3}^{1}\left(i^{h}, j, k^{h}\right)= & \frac{R_{\epsilon}}{2(1-\epsilon)^{2}(1-2 \epsilon)(3-2 \epsilon)}\left[\frac{S_{i j}}{s_{i j}}\left(1-2 \epsilon \frac{s_{j k} s_{i k}}{s_{i j k}^{2}}\right)\right. \\
& \left.+\frac{S_{j k}}{s_{j k}}\left(1-2 \epsilon \frac{s_{i j} s_{i k}}{s_{i j k}^{2}}\right)\right]-\frac{b_{0, F}}{\epsilon} F_{3}^{0}\left(i^{h}, j, k^{h}\right), \tag{6.34}
\end{align*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widehat{\mathcal{F}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{17}{9}-\frac{7}{36} \pi^{2}\right)+\left(\frac{437}{72}-\frac{77}{216} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] . \tag{6.35}
\end{equation*}
$$

This expansion differs from $\widehat{\mathcal{F}}_{3}^{1, \text { OLD }} / 3$ in eq. (7.23) of ref. [2], starting from the rational part at $\mathcal{O}(1 / \epsilon)$. In the $\widehat{F}_{3}^{1}$ formula, the poles are at most $1 / \epsilon$ and they only appear in the renormalisation term. The finite difference between $F_{3}^{0}$ and $f_{3}^{0, \text { OLD }}$ from ref. [2] therefore only impacts the $\mathcal{O}(1 / \epsilon)$ poles.

The formula for the one-loop gluon-splitting $g g$ antenna function at leading-colour is given by

$$
\begin{align*}
G_{3}^{1}\left(i^{h}, j, k^{h}\right)=-\frac{R_{\epsilon}}{\epsilon^{2}} & {\left[S_{j k} G\left(\frac{s_{i j}}{s_{i k}},-\epsilon\right)+S_{j k} G\left(\frac{s_{i k}}{s_{i j k}},-\epsilon\right)\right.} \\
& \left.-S_{j k} \frac{\epsilon(13-8 \epsilon)}{2(3-2 \epsilon)(1-2 \epsilon)}-2 \Lambda_{2}\left(i^{h}, j, k^{h}\right)\right] G_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0}}{\epsilon} G_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.36}
\end{align*}
$$

and after integration we find the expression

$$
\begin{equation*}
\mathcal{G}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{56}{27}-\frac{1}{9} \pi^{2}\right)+\left(\frac{4111}{432}-\frac{131}{216} \pi^{2}-4 \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] . \tag{6.37}
\end{equation*}
$$

Firstly, given that $E_{3}^{0}=G_{3}^{0}$ (from ref. [1]) and that $E_{3}^{1}$ and $G_{3}^{1}$ encapsulate the same limits, these formulae (unintegrated and integrated) are identical for the $E_{3}^{1}$ - and $G_{3}^{1}$ - type antennae:

$$
\begin{align*}
G_{3}^{1}\left(i^{h}, j, k^{h}\right) & =E_{3}^{1}\left(i^{h}, j, k^{h}\right),  \tag{6.38}\\
\widetilde{G}_{3}^{1}\left(i^{h}, j, k^{h}\right) & =\widetilde{E}_{3}^{1}\left(i^{h}, j, k^{h}\right),  \tag{6.39}\\
\widehat{G}_{3}^{1}\left(i^{h}, j, k^{h}\right) & =\widehat{E}_{3}^{1}\left(i^{h}, j, k^{h}\right) . \tag{6.40}
\end{align*}
$$

Therefore the discussion for the $G_{3}^{1}$-type antennae is the same as below eq. (6.22), eq. (6.24), and eq. (6.26), respectively. When the $X_{3}^{0, \text { OLD }}$ from ref. [2] are used, the $G_{3}^{1}$ - and $E_{3}^{1}$ - type antennae have a different pole structure but the same collinear limits.

The sub-leading-colour antenna function is given by

$$
\begin{equation*}
\widetilde{G}_{3}^{1}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon} S_{j k}\left[\frac{1}{\epsilon^{2}}+\frac{(3+2 \epsilon)}{2 \epsilon(1-2 \epsilon)}\right] G_{3}^{0}\left(i^{h}, j, k^{h}\right), \tag{6.41}
\end{equation*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widetilde{\mathcal{G}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{6 \epsilon^{3}}+\frac{13}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{613}{216}-\frac{1}{4} \pi^{2}\right)+\left(\frac{3359}{324}-\frac{13}{12} \pi^{2}-\frac{31}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right] . \tag{6.42}
\end{equation*}
$$

See the discussion for eq. (6.24), which also applies to eq. (6.42).
The quark-loop antenna function is given by

$$
\begin{equation*}
\widehat{G}_{3}^{1}\left(i^{h}, j, k^{h}\right)=-R_{\epsilon}\left[S_{j k} \frac{2(1-\epsilon)}{\epsilon(3-2 \epsilon)(1-2 \epsilon)}\right] G_{3}^{0}\left(i^{h}, j, k^{h}\right)-\frac{b_{0, F}}{\epsilon} G_{3}^{0}\left(i^{h}, j, k^{h}\right) \tag{6.43}
\end{equation*}
$$

and after integration we find the expression

$$
\begin{equation*}
\widehat{\mathcal{G}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{4 \epsilon}+\left(\frac{791}{648}-\frac{11}{108} \pi^{2}\right)+\mathcal{O}(\epsilon)\right] . \tag{6.44}
\end{equation*}
$$

See the discussion for eq. (6.26), which also applies to eq. (6.44).

## 7 Antenna-subtraction scheme consistency checks

In the antenna subtraction scheme, the virtual (NLO) and double-virtual (NNLO) subtraction terms can be written in terms of integrated dipoles denoted by $J_{2}^{(1)}$ and $J_{2}^{(2)}$ respectively [36]. These integrated dipoles are formed by systematically combining integrated antenna-function contributions from the real and real-virtual layers (together with appropriate mass factorisation terms). The NNLO integrated dipole $J_{2}^{(2)}$ naturally emerges from the groups of integrated antenna functions (and mass factorisation kernels) and, together with combinations of $J_{2}^{(1)}$, reproduces and properly subtracts the explicit poles of the double-virtual contribution to the NNLO cross section. The integrated dipoles are therefore intimately related to Catani's IR singularity operators [92] which describe the singularities of virtual matrix elements. It is a non-trivial check of an antenna scheme constructed directly from unresolved limits that the integrated dipoles cancel the explicit poles of the double-virtual contribution. In this section, we write down expressions for $J_{2}^{(2)}$ (and $J_{2}^{(1)}$ ) and show that they produce the correct pole structure.

We start from the expressions for the integrated dipoles in colour space [79],

$$
\begin{align*}
& \mathcal{J}^{(\ell)}(\epsilon)=\sum_{(i, j)} \mathcal{J}_{2}^{(\ell)}(i, j) \mathbf{T}_{i} \cdot \mathbf{T}_{j},  \tag{7.1}\\
& \overline{\mathcal{J}}^{(2)}(\epsilon)=\sum_{(q, \bar{q})} \sum_{g} \overline{\mathcal{J}}_{2}^{(2)}(q, \bar{q})\left(\mathbf{T}_{q}+\mathbf{T}_{\bar{q}}\right) \cdot \mathbf{T}_{g},
\end{align*}
$$

and further divide the $\mathcal{J}_{2}^{(\ell)}(i, j)$ according to their colour-structures,

$$
\begin{align*}
& \mathcal{J}_{2}^{(1)}(q, \bar{q})=N_{c} J_{2}^{(1)}(q, \bar{q}),  \tag{7.2}\\
& \mathcal{J}_{2}^{(1)}(q, g)=N_{c} J_{2}^{(1)}(q, g)+N_{F}{\widehat{J_{2}}}^{(1)}(q, g), \\
& \mathcal{J}_{2}^{(1)}(g, g)=N_{c} J_{2}^{(1)}(g, g)+N_{F}{\widehat{J_{2}}}^{(1)}(g, g),
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{J}_{2}^{(2)}(q, \bar{q})=N_{c}^{2} J_{2}^{(2)}(q, \bar{q})-\widehat{J}_{2}^{(2)}(q, \bar{q})+N_{c} N_{F} \widehat{J}_{2}^{(2)}(q, \bar{q}), \\
& \mathcal{J}_{2}^{(2)}(q, g)=N_{c}^{2} J_{2}^{(2)}(q, g)+N_{c} N_{F} \widehat{J}_{2}^{(2)}(q, g)-\frac{N}{F}_{N_{c}}^{\widehat{J}_{2}^{(2)}}(q, g)+N_{F}^{2} \widehat{\widehat{J}}^{(2)}(q, g), \\
& \mathcal{J}_{2}^{(2)}(g, g)=N_{c}^{2} J_{2}^{(2)}(g, g)+N_{c} N_{F} \widehat{J}_{2}^{(2)}(g, g)-\frac{N_{F}}{N_{c}}{\widehat{J_{2}}}^{(2)}(g, g)+N_{F}^{2}{\widehat{J_{2}}}^{(2)}(g, g), \\
& \bar{J}_{2}^{(2)}(q, \bar{q})=\frac{N_{c}^{2}}{2} \bar{J}_{2}^{(2)}(q, \bar{q})-\frac{1}{2} \widehat{J}^{(2)}(q, \bar{q}) .
\end{align*}
$$

In order to cancel the singularities of one- and two-loop matrix elements, $\mathcal{J}_{2}^{(1)}$ and $\mathcal{J}_{2}^{(2)}$ $\left(\overline{\mathcal{J}}_{2}^{(2)}\right)$ must be related to $\mathcal{J}_{2}^{(1), \text { OLD }}$ and $\mathcal{J}_{2}^{(2), \text { OLD }}\left(\overline{\mathcal{J}}_{2}^{(2), \text { OLD }}\right)$ given in ref. [78]. In particular, they must satisfy the following identities [79] which ensure that they match the known singularity structures at one and two loops. At NLO,

$$
\begin{equation*}
\mathcal{J}_{2}^{(1)}(i, j)=\mathcal{J}_{2}^{(1), \text { OLD }}(i, j)+\mathcal{O}\left(\epsilon^{0}\right), \tag{7.4}
\end{equation*}
$$

and at NNLO,

$$
\begin{align*}
& \mathcal{J}_{2}^{(2)}(q, \bar{q})-\frac{\beta_{0}}{\epsilon} \mathcal{J}_{2}^{(1)}(q, \bar{q})=\mathcal{J}_{2}^{(2), \text { OLD }}(q, \bar{q})-\frac{\beta_{0}}{\epsilon} \mathcal{J}_{2}^{(1), \text { OLD }}(q, \bar{q})+\mathcal{O}\left(\epsilon^{0}\right),  \tag{7.5}\\
& \mathcal{J}_{2}^{(2)}(g, g)-\frac{\beta_{0}}{\epsilon} \mathcal{J}_{2}^{(1)}(g, g)=  \tag{7.6}\\
& \begin{aligned}
& \mathcal{J}_{2}^{(2), \text { OLD }}(g, g)-\frac{\beta_{0}}{\epsilon} \mathcal{J}_{2}^{(1), \text { OLD }}(g, g)+\mathcal{O}\left(\epsilon^{0}\right), \\
&=\mathcal{J}_{2}^{(2)}(g, \bar{q})-2 \overline{\mathcal{J}}_{2}^{(2)}(q, \bar{q})-\frac{\beta_{0}}{\epsilon}\left(\mathcal{J}_{2}^{(1)}(q, g)+\mathcal{J}_{2}^{(1)}(g, \bar{q})\right) \\
&= \mathcal{J}_{2}^{(2), \text { OLD }}(q, g)+\mathcal{J}_{2}^{(2), \text { OLD }}(g, \bar{q})-2 \overline{\mathcal{J}}_{2}^{(2), \text { OLD }}(q, \bar{q}) \\
& \quad \frac{\beta_{0}}{\epsilon}\left(\mathcal{J}_{2}^{(1), \text { OLD }}(q, g)+\mathcal{J}_{2}^{(1), \text { OLD }}(g, \bar{q})\right)+\mathcal{O}\left(\epsilon^{0}\right) .
\end{aligned}
\end{align*}
$$

Here we give the new definitions for the $J_{2}^{(1)}$ and $J_{2}^{(2)}$ pertaining to final-final configurations, which satisfy the above identities and are constructed from the integrated versions of $X_{3}^{0}$ and $X_{4}^{0}$ presented in ref. [1] and the integrated $X_{3}^{1}$ constructed in this paper, thus completing the set of antenna functions required for the complete final-final (FF) NNLO subtraction scheme. The $J_{2}^{(1)}$ are defined by

$$
\begin{align*}
J_{2}^{(1)}\left(1_{q}, 2_{\bar{q}}\right) & =\mathcal{A}_{3}^{0}\left(s_{12}\right),  \tag{7.8}\\
J_{2}^{(1)}\left(1_{q}, 2_{g}\right) & =\mathcal{D}_{3}^{0}\left(s_{12}\right),  \tag{7.9}\\
\widehat{J}_{2}^{(1)}\left(1_{q}, 2_{g}\right) & =\frac{1}{2} \mathcal{E}_{3}^{0}\left(s_{12}\right),  \tag{7.10}\\
J_{2}^{(1)}\left(1_{g}, 2_{g}\right) & =\mathcal{F}_{3}^{0}\left(s_{12}\right),  \tag{7.11}\\
\widehat{J}_{2}^{(1)}\left(1_{g}, 2_{g}\right) & =\mathcal{G}_{3}^{0}\left(s_{12}\right), \tag{7.12}
\end{align*}
$$

while the $J_{2}^{(2)}$ are defined below. For $q \bar{q}$ antennae, the integrated dipoles read

$$
\begin{align*}
J_{2}^{(2)}\left(1_{q}, 2_{\bar{q}}\right) & =\mathcal{A}_{4}^{0}\left(s_{12}\right)+\mathcal{A}_{3}^{1}\left(s_{12}\right)+\frac{b_{0}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{A}_{3}^{0}\left(s_{12}\right)-\frac{1}{2}\left[\mathcal{A}_{3}^{0} \otimes \mathcal{A}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.13}\\
\widetilde{J}_{2}^{(2)}\left(1_{q}, 2_{\bar{q}}\right) & =\frac{1}{2} \widetilde{\mathcal{A}}_{4}^{0}\left(s_{12}\right)+2 \mathcal{C}_{4}^{0}\left(s_{12}\right)+\widetilde{\mathcal{A}}_{3}^{1}\left(s_{12}\right)-\frac{1}{2}\left[\mathcal{A}_{3}^{0} \otimes \mathcal{A}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.14}\\
\widehat{J}_{2}^{(2)}\left(1_{q}, 2_{\bar{q}}\right) & =\mathcal{B}_{4}^{0}\left(s_{12}\right)+\widehat{\mathcal{A}}_{3}^{1}\left(s_{12}\right)+\frac{b_{0, F}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{A}_{3}^{0}\left(s_{12}\right),  \tag{7.15}\\
\bar{J}_{2}^{(2)}\left(1_{q}, 2_{\bar{q}}\right) & =\frac{1}{2} \widetilde{\mathcal{A}}_{4}^{0}\left(s_{12}\right)+\widetilde{\mathcal{A}}_{3}^{1}\left(s_{12}\right)-\frac{1}{2}\left[\mathcal{A}_{3}^{0} \otimes \mathcal{A}_{3}^{0}\right]\left(s_{12}\right) . \tag{7.16}
\end{align*}
$$

For $q g$ antennae, the integrated dipoles are given by

$$
\begin{align*}
J_{2}^{(2)}\left(1_{q}, 2_{g}\right)= & \mathcal{D}_{4}^{0}\left(s_{12}\right)+\frac{1}{2} \widetilde{\mathcal{D}}_{4}^{0}\left(s_{12}\right)+\mathcal{D}_{3}^{1}\left(s_{12}\right)+\widetilde{\mathcal{D}}_{3}^{1}\left(s_{12}\right)+\frac{b_{0}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{D}_{3}^{0}\left(s_{12}\right) \\
& -\left[\mathcal{D}_{3}^{0} \otimes \mathcal{D}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.17}\\
\widehat{J}_{2}^{(2)}\left(1_{q}, 2_{g}\right)= & \mathcal{E}_{4}^{0}\left(s_{12}\right)+\overline{\mathcal{E}}_{4}^{0}\left(s_{12}\right)+\widehat{\mathcal{D}}_{3}^{1}\left(s_{12}\right)+\frac{1}{2} \mathcal{E}_{3}^{1}\left(s_{12}\right)+\frac{b_{0, F}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{D}_{3}^{0}\left(s_{12}\right) \\
& +\frac{1}{2} \frac{b_{0}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{E}_{3}^{0}\left(s_{12}\right)-\left[\mathcal{D}_{3}^{0} \otimes \mathcal{E}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.18}\\
\widehat{\widehat{J}}^{(2)}\left(1_{q}, 2_{g}\right)= & \frac{1}{2} \widehat{\mathcal{E}}_{3}^{1}\left(s_{12}\right)+\frac{1}{2} \frac{b_{0, F}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{E}_{3}^{0}\left(s_{12}\right)-\frac{1}{4}\left[\mathcal{E}_{3}^{0} \otimes \mathcal{E}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.19}\\
{\widehat{J_{2}}}^{(2)}\left(1_{q}, 2_{g}\right)= & \frac{1}{2} \widetilde{\mathcal{E}}_{4}^{0}\left(s_{12}\right)+\frac{1}{2} \widetilde{\mathcal{E}}_{3}^{1}\left(s_{12}\right) . \tag{7.20}
\end{align*}
$$

Finally, for $g g$ antennae, the integrated dipoles are

$$
\begin{align*}
& J_{2}^{(2)}\left(1_{g}, 2_{g}\right)= \mathcal{F}_{4}^{0}\left(s_{12}\right)+\frac{1}{2} \widetilde{\mathcal{F}}_{4}^{0}\left(s_{12}\right)+\mathcal{F}_{3}^{1}\left(s_{12}\right)+\frac{b_{0}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{F}_{3}^{0}\left(s_{12}\right) \\
&-\left[\mathcal{F}_{3}^{0} \otimes \mathcal{F}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.21}\\
&{\widehat{J_{2}}}^{(2)}\left(1_{g}, 2_{g}\right)= \mathcal{G}_{4}^{0}\left(s_{12}\right)+2 \overline{\mathcal{G}}_{4}^{0}\left(s_{12}\right)+\widehat{\mathcal{F}}_{3}^{1}\left(s_{12}\right)+\mathcal{G}_{3}^{1}\left(s_{12}\right)+\frac{b_{0, F}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{F}_{3}^{0}\left(s_{12}\right) \\
&+\frac{b_{0}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{G}_{3}^{0}\left(s_{12}\right)-2\left[\mathcal{F}_{3}^{0} \otimes \mathcal{G}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.22}\\
& \widehat{\widehat{J}}_{2}^{(2)}\left(1_{g}, 2_{g}\right)= \frac{1}{2} \mathcal{H}_{4}^{0}\left(s_{12}\right)+\widehat{\mathcal{G}}_{3}^{1}\left(s_{12}\right)+\frac{b_{0, F}}{\epsilon}\left(\frac{s_{12}}{\mu^{2}}\right)^{-\epsilon} \mathcal{G}_{3}^{0}\left(s_{12}\right)-\left[\mathcal{G}_{3}^{0} \otimes \mathcal{G}_{3}^{0}\right]\left(s_{12}\right),  \tag{7.23}\\
& \widehat{\widehat{J}}^{(2)}\left(1_{g}, 2_{g}\right)=\widetilde{\mathcal{G}}_{4}^{0}\left(s_{12}\right)+\widetilde{\mathcal{G}}_{3}^{1}\left(s_{12}\right) . \tag{7.24}
\end{align*}
$$

Note that, apart from certain well understood rescalings (such as $(1 / 3) \mathcal{F}_{3}^{0} \mapsto \mathcal{F}_{3}^{0},(1 / 2) \mathcal{D}_{3}^{0} \mapsto$ $\mathcal{D}_{3}^{0}$ and so on), eqs. (7.8)-(7.24) have a very similar structure to those appearing in ref. [36].

We observe that eqs. (7.8)-(7.12) satisfy eq. (7.4). This is no surprise since the integrated single-real antenna functions differ from those in ref. [24] only in finite pieces.

However, a residual dependence on the choice of single-real antennae is left in the construction of double-real antenna functions and the real-virtual antenna functions constructed in this paper. The deepest $1 / \epsilon^{4}$ and $1 / \epsilon^{3}$ poles correspond to the universal unresolved
behaviour and are identical, but the $1 / \epsilon^{2}$ and $1 / \epsilon$ poles are potentially different. This is understood as finite differences in the single-real antennae and should pose no issues in application to the antenna-subtraction scheme, when used with a consistent set of $X_{3}^{0}, X_{4}^{0}$, and $X_{3}^{1}$ antenna functions. Indeed, this is the case, and we find that eqs. (7.13)-(7.24) satisfy eq. (7.5), thereby demonstrating the consistency of the NNLO antenna subtraction scheme based on the antennae derived directly from the desired singular limits presented here and in ref. [1].

## 8 Outlook

In this paper, we have extended the algorithm to build higher-order antenna functions presented in our previous publication ref. [1] to the case where explicit poles in $\epsilon$ are present, pertaining to mixed real and virtual corrections in higher-order calculations. As a proof of the applicability of our new method, we have explicitly derived all $X_{3}^{1}$ antenna functions describing real-virtual radiation. Together with the real- and double-real antenna functions, $X_{3}^{0}$ and $X_{4}^{0}$, derived in our previous work ref. [1], this completes the derivation of a new consistent set of antenna functions for NNLO calculations of processes with massless partons in the final state.

We have identified two complementary sets of design principles relating to mixed real and virtual antenna functions which we dubbed generic and subtraction-scheme-dependent design principles. While the former ensures that each antenna function has judicious physical properties and obeys all unresolved limits, the latter matches the mixed real-virtual antennae onto the full antenna subtraction scheme. We have explicitly verified the consistency of the method at NNLO by recalculating the integrated dipoles $J_{2}^{(2)}$ in the new scheme. These have a direct relation to the general Catani IR singularity operators, and therefore the pole structure of one- and two-loop matrix elements.

The completion of a consistent set of improved antenna functions for (double-)real and real-virtual radiation provides an essential step towards the automation of the antennasubtraction method at NNLO. This will also be essential for going beyond the current state-of-the-art and addressing complicated processes such as $e^{+} e^{-} \rightarrow 4$ jets. We believe that, apart from reducing the complexity of subtraction terms, our new antenna functions will reduce the computational overhead associated with precision calculations. Our assessment is based on the fact that we have chosen our design principles in such a way that they avoid the need for spurious subtraction terms as much as possible.

In order to address precision phenomenology at hadron colliders such as the LHC, NNLO antenna functions for initial-final (IF) and initial-initial (II) configurations are required. These can be constructed using the same algorithm set-out here and in ref. [1], using the known IF and II unresolved limits. For the cancellation of poles in virtual and double-virtual matrix elements, those antenna functions then also need to be integrated over the respective initial-final and initial-initial antenna phase spaces. We note that a first step in this direction has recently been taken and the NLO antennae for the IF and II configurations have been derived using this approach in ref. [93]. A full antenna subtraction scheme would streamline the calculation of full-colour $p p \rightarrow 3$ jets as well as bring other
processes such as $p p \rightarrow V+2$ jets, $p p \rightarrow H+2$ jets into scope (as and when the two loop matrix elements become available).

We have also so far focused our work on antennae with massless particles. Calculations involving massive quarks, such as bottoms or tops, require antenna functions with massive particles. Again, these antennae need to be integrated over their respective massive antenna phase spaces so that they can be used to cancel explicit poles in virtual matrix elements.

We wish to stress that the algorithm presented in this and our previous paper ref. [1] can straightforwardly be promoted to $\mathrm{N}^{3} \mathrm{LO}$ calculations, provided that the appropriate unresolved limits are known analytically. The definition of an antenna-subtraction scheme for $\mathrm{N}^{3} \mathrm{LO}$ calculations will require three new types of antenna functions, namely triple-real (RRR), double-real-virtual (RRV), and real-double-virtual (RVV). While the removal of overlapping singularities at $\mathrm{N}^{3} \mathrm{LO}$ may be tedious in practice, we anticipate that our algorithm provides a suitable baseline for these endeavours.
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## A Tree-level single unresolved limits

The tree-level soft factor is given by the eikonal factor for particle $b$ radiated between two hard radiators ( $a$ and $c$ ),

$$
\begin{align*}
& S_{g}^{(0)}\left(i^{h}, j, k^{h}\right)=\frac{2 s_{i k}}{s_{i j} s_{j k}},  \tag{A.1}\\
& S_{q}^{(0)}\left(i^{h}, j, k^{h}\right)=S_{\bar{q}}^{(0)}\left(i^{h}, j, k^{h}\right)=0 . \tag{A.2}
\end{align*}
$$

The tree-level splitting functions $P_{a b}^{(0)}\left(i^{h}, j\right)$ are not singular in the limit where the hard radiator $a$ becomes soft and are related to the usual spin-averaged splitting functions, cf. [94, 95], by

$$
\begin{align*}
P_{q g}^{(0)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} P_{q g}^{(0)}\left(x_{j}\right),  \tag{A.3}\\
P_{q g}^{(0)}\left(i, j^{h}\right) & =0,  \tag{A.4}\\
P_{q \bar{q}}^{(0)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} P_{q \bar{q}}^{(0)}\left(x_{j}\right),  \tag{A.5}\\
P_{q \bar{q}}^{(0)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} P_{q \bar{q}}^{(0)}\left(1-x_{j}\right), \tag{A.6}
\end{align*}
$$

$$
\begin{align*}
P_{g g}^{(0)}\left(i^{h}, j\right) & =\frac{1}{s_{i j}} P_{g g}^{\mathrm{sub},(0)}\left(x_{j}\right),  \tag{A.7}\\
P_{g g}^{(0)}\left(i, j^{h}\right) & =\frac{1}{s_{i j}} P_{g g}^{\mathrm{sub},(0)}\left(1-x_{j}\right), \tag{A.8}
\end{align*}
$$

with

$$
\begin{align*}
P_{q g}^{(0)}\left(x_{j}\right) & =\left(\frac{2\left(1-x_{j}\right)}{x_{j}}+(1-\epsilon) x_{j}\right),  \tag{A.9}\\
P_{q \bar{q}}^{(0)}\left(x_{j}\right) & =\left(1-\frac{2\left(1-x_{j}\right) x_{j}}{(1-\epsilon)}\right)=P_{q \bar{q}}^{(0)}\left(1-x_{j}\right),  \tag{A.10}\\
P_{g g}^{\text {sub,(0) }}\left(x_{j}\right) & =\left(\frac{2\left(1-x_{j}\right)}{x_{j}}+x_{j}\left(1-x_{j}\right)\right), \tag{A.11}
\end{align*}
$$

and

$$
\begin{equation*}
P_{g g}^{\mathrm{sub},(0)}\left(x_{j}\right)+P_{g g}^{\mathrm{sub},(0)}\left(1-x_{j}\right) \equiv P_{g g}^{(0)}\left(x_{j}\right) \tag{A.12}
\end{equation*}
$$

Here, the momentum fraction $x_{j}$ is defined with reference to the third particle in the antenna, $x_{j}=s_{j k} /\left(s_{i k}+s_{j k}\right)$.

## B Integration of $\boldsymbol{X}_{3}^{1}$

The integrated antenna is obtained by integrating over the antenna phase space,

$$
\begin{equation*}
\mathcal{X}_{3}^{1}\left(s_{i j k}\right)=\left(8 \pi^{2}(4 \pi)^{-\epsilon} e^{\epsilon \gamma}\right) \int \mathrm{d} \Phi_{X_{i j k}} X_{3}^{1} \tag{B.1}
\end{equation*}
$$

with $d=4-2 \epsilon$. As in ref. [2], we have included a normalisation factor to account for powers of the QCD coupling constant. The antenna phase space is given by

$$
\begin{equation*}
\mathrm{d} \Phi_{X_{i j k}}=\frac{1}{16 \pi^{2}} \frac{1}{\Gamma(1-\epsilon)}\left(\frac{4 \pi}{s_{i j k}}\right)^{\epsilon} s_{i j k} \mathrm{~d} I \tag{B.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{d} I=\mathrm{d} y_{i j} \mathrm{~d} y_{j k}\left(y_{i j} y_{j k}\left(1-y_{i j}-y_{j k}\right)\right)^{-\epsilon} \tag{B.3}
\end{equation*}
$$

where $0<y_{i j}<1$ and $0<y_{j k}<1-y_{i j}$. Setting $y_{j k}=\left(1-y_{i j}\right) z$, then

$$
\begin{equation*}
\mathrm{d} I=\mathrm{d} y_{i j} \mathrm{~d} z y_{i j}^{-\epsilon}\left(1-y_{i j}\right)^{1-2 \epsilon} z^{-\epsilon}(1-z)^{-\epsilon} \tag{B.4}
\end{equation*}
$$

with $0<y_{i j}, z<1$.

The integrals we encounter are of the form,

$$
\begin{align*}
& \int_{0}^{1}{ }_{2} F_{1}( \pm \epsilon, \pm \epsilon, 1 \pm \epsilon, z) z^{\alpha}(1-z)^{\beta} \mathrm{d} z  \tag{B.5}\\
& \quad=\frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)}{ }_{3} F_{2}( \pm \epsilon, \pm \epsilon, \alpha+1,1 \pm \epsilon, \alpha+\beta+2,1), \\
& \begin{aligned}
& \int_{0}^{1}{ }_{2} F_{1}( \pm \epsilon, \pm \epsilon, 1 \pm \epsilon, 1-z) z^{\alpha}(1-z)^{\beta} \mathrm{d} z \\
&=\frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)}{ }_{3} F_{2}( \pm \epsilon, \pm \epsilon, \beta+1,1 \pm \epsilon, \alpha+\beta+2,1),
\end{aligned}  \tag{B.6}\\
& \int_{0}^{1} z^{\alpha}(1-z)^{\beta} \mathrm{d} z=\frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)} .
\end{align*}
$$

## C Integrals of $X_{3}^{1}$ antennae derived using the $X_{3}^{0}$ of ref. [2]

In this appendix, we list the integrals over the antenna phase space of the renormalised $X_{3}^{1}$ antenna constructed using the $X_{3}^{0}$ antennae of ref. [2].

$$
\begin{align*}
& \mathcal{A}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}-\frac{31}{12 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{53}{8}+\frac{11}{24} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{647}{24}+\frac{22}{9} \pi^{2}+\frac{23}{3} \zeta_{3}\right)\right. \\
& \left.+\left(-\frac{1289}{12}+\frac{199}{24} \pi^{2}+\frac{635}{18} \zeta_{3}+\frac{13}{1440} \pi^{4}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.1}\\
& \widetilde{\mathcal{A}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{\epsilon^{2}}\left(-\frac{5}{8}+\frac{1}{6} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{19}{4}+\frac{1}{4} \pi^{2}+7 \zeta_{3}\right)\right. \\
& \left.+\left(-\frac{435}{16}+\frac{29}{16} \pi^{2}+\frac{21}{2} \zeta_{3}+\frac{7}{60} \pi^{4}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.2}\\
& \widehat{\mathcal{A}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}+\frac{1}{2 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{19}{12}-\frac{7}{36} \pi^{2}\right)+\left(\frac{109}{24}-\frac{7}{24} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.3}\\
& \mathcal{D}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}-\frac{8}{3 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{1193}{144}+\frac{13}{24} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{8473}{216}+\frac{49}{18} \pi^{2}+\frac{73}{6} \zeta_{3}\right)\right. \\
& \left.+\left(-\frac{18937}{108}+\frac{9485}{864} \pi^{2}+\frac{535}{12} \zeta_{3}+\frac{79}{480} \pi^{4}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.4}\\
& \widetilde{\mathcal{D}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{\epsilon^{2}}\left(-\frac{5}{16}+\frac{1}{12} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{13}{6}+\frac{11}{72} \pi^{2}+\frac{5}{2} \zeta_{3}\right)\right. \\
& \left.+\left(-\frac{395}{36}+\frac{941}{864} \pi^{2}+\frac{55}{12} \zeta_{3}-\frac{7}{180} \pi^{4}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.5}\\
& \widehat{\mathcal{D}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}+\frac{5}{9 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{139}{72}-\frac{7}{36} \pi^{2}\right)+\left(\frac{443}{72}-\frac{35}{108} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right], \tag{C.6}
\end{align*}
$$

$$
\begin{align*}
& \mathcal{E}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{74}{27}-\frac{1}{9} \pi^{2}\right)+\left(\frac{1441}{108}-\frac{149}{216} \pi^{2}-4 \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.7}\\
& \widetilde{\mathcal{E}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{6 \epsilon^{3}}+\frac{35}{36 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{509}{108}-\frac{1}{4} \pi^{2}\right)+\left(\frac{1670}{81}-\frac{35}{24} \pi^{2}-\frac{31}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.8}\\
& \widehat{\mathcal{E}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon}+\left(\frac{172}{81}-\frac{11}{108} \pi^{2}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.9}\\
& \mathcal{F}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[-\frac{1}{4 \epsilon^{4}}-\frac{11}{4 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(-\frac{85}{9}+\frac{5}{8} \pi^{2}\right)+\frac{1}{\epsilon}\left(-\frac{9827}{216}+\frac{55}{18} \pi^{2}+\frac{44}{3} \zeta_{3}\right)\right. \\
& \left.\quad+\left(-\frac{88961}{432}+\frac{5665}{432} \pi^{2}+\frac{473}{9} \zeta_{3}+\frac{181}{1440} \pi^{4}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.10}\\
& \widehat{\mathcal{F}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{3 \epsilon^{3}}+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{19}{9}-\frac{7}{36} \pi^{2}\right)+\left(\frac{167}{24}-\frac{77}{216} \pi^{2}-\frac{25}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.11}\\
& \mathcal{G}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{11}{18 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{169}{54}-\frac{1}{9} \pi^{2}\right)+\left(\frac{3355}{216}-\frac{161}{216} \pi^{2}-4 \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.12}\\
& \widetilde{\mathcal{G}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{1}{6 \epsilon^{3}}+\frac{41}{36 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{325}{54}-\frac{1}{4} \pi^{2}\right)+\left(\frac{9053}{324}-\frac{41}{24} \pi^{2}-\frac{31}{9} \zeta_{3}\right)+\mathcal{O}(\epsilon)\right],  \tag{C.13}\\
& \text { (C. }  \tag{C.14}\\
& \widehat{\mathcal{G}}_{3}^{1}\left(s_{i j k}\right)=S_{i j k}^{2}\left[+\frac{7}{18 \epsilon}+\left(\frac{895}{324}-\frac{11}{108} \pi^{2}\right)+\mathcal{O}(\epsilon)\right] .
\end{align*}
$$

For the $A$-type, $E$-type and $G$-type antennae, we find complete agreement with the pole structure of the analogous integrated antennae given in ref. [2]. For the $D$-type and $F$-type antennae, we have utilised the $X_{3}^{0}$ sub-antenna given in eqs. (6.13) and (7.13) of ref. [2] respectively and therefore the pole structures of the combinations $2\left(\mathcal{D}_{3}^{1}+\widehat{\mathcal{D}}_{3}^{1}\right), 2 \widehat{\mathcal{D}}_{3}^{1}, 3 \mathcal{F}_{3}^{1}$ and $3 \widehat{F}_{3}^{1}$ agrees with the expressions for $D_{3}^{1, \text { OLD }}, \widehat{D}_{3}^{1, \text { OLD }}, F_{3}^{1, \text { OLD }}$ and $\widehat{F}_{3}^{1, \text { OLD }}$ respectively, given by eqs. (6.22), (6.23), (7.22) and (7.23) of ref. [2] respectively to $\mathcal{O}\left(\epsilon^{0}\right)$.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

## References

[1] O. Braun-White, N. Glover and C.T. Preuss, A general algorithm to build real-radiation antenna functions for higher-order calculations, JHEP 06 (2023) 065 [arXiv:2302.12787] [INSPIRE].
[2] A. Gehrmann-De Ridder, T. Gehrmann and E.W.N. Glover, Antenna subtraction at NNLO, JHEP 09 (2005) 056 [hep-ph/0505111] [inSPIRE].
[3] T. Kinoshita, Mass singularities of Feynman amplitudes, J. Math. Phys. 3 (1962) 650 [INSPIRE].
[4] T.D. Lee and M. Nauenberg, Degenerate Systems and Mass Singularities, Phys. Rev. 133 (1964) B1549 [INSPIRE].
[5] S. Catani and M.H. Seymour, A general algorithm for calculating jet cross-sections in NLO QCD, Nucl. Phys. B 485 (1997) 291 [hep-ph/9605323] [InSPIRE].
[6] S. Frixione, Z. Kunszt and A. Signer, Three jet cross-sections to next-to-leading order, Nucl. Phys. B 467 (1996) 399 [hep-ph/9512328] [INSPIRE].
[7] J. Alwall et al., MadGraph 5: Going Beyond, JHEP 06 (2011) 128 [arXiv:1106.0522] [inSPIRE].
[8] F. Cascioli, P. Maierhofer and S. Pozzorini, Scattering Amplitudes with Open Loops, Phys. Rev. Lett. 108 (2012) 111601 [arXiv:1111.5206] [InSPIRE].
[9] S. Frixione and B.R. Webber, Matching NLO QCD computations and parton shower simulations, JHEP 06 (2002) 029 [hep-ph/0204244] [inSPIRE].
[10] P. Nason, A new method for combining NLO QCD with shower Monte Carlo algorithms, JHEP 11 (2004) 040 [hep-ph/0409146] [INSPIRE].
[11] S. Frixione, P. Nason and C. Oleari, Matching NLO QCD computations with Parton Shower simulations: the POWHEG method, JHEP 11 (2007) 070 [arXiv:0709.2092] [inSPIRE].
[12] S. Alioli, P. Nason, C. Oleari and E. Re, A general framework for implementing NLO calculations in shower Monte Carlo programs: the POWHEG BOX, JHEP 06 (2010) 043 [arXiv:1002.2581] [INSPIRE].
[13] J. Bellm et al., Herwig 7.2 release note, Eur. Phys. J. C 80 (2020) 452 [arXiv:1912.06509] [INSPIRE].
[14] Sherpa collaboration, Event Generation with Sherpa 2.2, SciPost Phys. 7 (2019) 034 [arXiv:1905.09127] [inSPIRE].
[15] C. Bierlich et al., A comprehensive guide to the physics and usage of PYTHIA 8.3, arXiv:2203.11601 [DOI:10.21468/SciPostPhysCodeb.8] [INSPIRE].
[16] J.M. Campbell et al., Event Generators for High-Energy Physics Experiments, in the proceedings of the Snowmass 2021, Seattle, U.S.A., July 17-26 (2022) [arXiv:2203.11110] [INSPIRE].
[17] R. Boughezal, K. Melnikov and F. Petriello, A subtraction scheme for NNLO computations, Phys. Rev. D 85 (2012) 034025 [arXiv:1111.7041] [INSPIRE].
[18] V. Del Duca et al., Jet production in the CoLoRFulNNLO method: event shapes in electron-positron collisions, Phys. Rev. D 94 (2016) 074019 [arXiv:1606.03453] [InSPIRE].
[19] F. Caola, K. Melnikov and R. Röntsch, Nested soft-collinear subtractions in NNLO QCD computations, Eur. Phys. J. C 77 (2017) 248 [arXiv:1702.01352] [inSPIRE].
[20] L. Magnea et al., Local analytic sector subtraction at NNLO, JHEP 12 (2018) 107 [Erratum ibid. 06 (2019) 013] [arXiv:1806.09570] [INSPIRE].
[21] F. Herzog, Geometric IR subtraction for final state real radiation, JHEP 08 (2018) 006 [arXiv:1804.07949] [inSPIRE].
[22] W.J. Torres Bobadilla et al., May the four be with you: Novel IR-subtraction methods to tackle NNLO calculations, Eur. Phys. J. C 81 (2021) 250 [arXiv:2012.02567] [inSPIRE].
[23] A. Gehrmann-De Ridder, T. Gehrmann and E.W.N. Glover, Gluon-gluon antenna functions from Higgs boson decay, Phys. Lett. B 612 (2005) 49 [hep-ph/0502110] [INSPIRE].
[24] A. Gehrmann-De Ridder, T. Gehrmann and E.W.N. Glover, Quark-gluon antenna functions from neutralino decay, Phys. Lett. B 612 (2005) 36 [hep-ph/0501291] [INSPIRE].
[25] S. Catani and M. Grazzini, An NNLO subtraction formalism in hadron collisions and its application to Higgs boson production at the LHC, Phys. Rev. Lett. 98 (2007) 222002 [hep-ph/0703012] [INSPIRE].
[26] A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover and G. Heinrich, Infrared structure of $e^{+} e^{-} \rightarrow 3$ jets at NNLO, JHEP 11 (2007) 058 [arXiv:0710.0346] [INSPIRE].
[27] A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover and G. Heinrich, Second-order $Q C D$ corrections to the thrust distribution, Phys. Rev. Lett. 99 (2007) 132002 [arXiv:0707.1285] [INSPIRE].
[28] A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover and G. Heinrich, NNLO corrections to event shapes in $e^{+} e^{-}$annihilation, JHEP 12 (2007) 094 [arXiv:0711.4711] [inSPIRE].
[29] A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover and G. Heinrich, Jet rates in electron-positron annihilation at $O\left(\alpha_{s}^{3}\right)$ in QCD, Phys. Rev. Lett. 100 (2008) 172001 [arXiv:0802.0813] [INSPIRE].
[30] A. Daleo, T. Gehrmann and D. Maitre, Antenna subtraction with hadronic initial states, JHEP 04 (2007) 016 [hep-ph/0612257] [INSPIRE].
[31] A. Daleo, A. Gehrmann-De Ridder, T. Gehrmann and G. Luisoni, Antenna subtraction at NNLO with hadronic initial states: initial-final configurations, JHEP 01 (2010) 118 [arXiv:0912.0374] [INSPIRE].
[32] J. Pires and E.W.N. Glover, Double real radiation corrections to gluon scattering at NNLO, Nucl. Phys. B Proc. Suppl. 205-206 (2010) 176 [arXiv:1006.1849] [inSPIRE].
[33] R. Boughezal, A. Gehrmann-De Ridder and M. Ritzmann, Antenna subtraction at NNLO with hadronic initial states: double real radiation for initial-initial configurations with two quark flavours, JHEP 02 (2011) 098 [arXiv:1011.6631] [INSPIRE].
[34] T. Gehrmann and P.F. Monni, Antenna subtraction at NNLO with hadronic initial states: real-virtual initial-initial configurations, JHEP 12 (2011) 049 [arXiv:1107.4037] [INSPIRE].
[35] A. Gehrmann-De Ridder, T. Gehrmann and M. Ritzmann, Antenna subtraction at NNLO with hadronic initial states: double real initial-initial configurations, JHEP 10 (2012) 047 [arXiv:1207.5779] [INSPIRE].
[36] J. Currie, E.W.N. Glover and S. Wells, Infrared Structure at NNLO Using Antenna Subtraction, JHEP 04 (2013) 066 [arXiv:1301.4693] [inSPIRE].
[37] A. Gehrmann-De Ridder and M. Ritzmann, NLO Antenna Subtraction with Massive Fermions, JHEP 07 (2009) 041 [arXiv:0904.3297] [InSPIRE].
[38] G. Abelof and A. Gehrmann-De Ridder, Double real radiation corrections to t $\bar{t}$ production at the LHC: the all-fermion processes, JHEP 04 (2012) 076 [arXiv:1112.4736] [INSPIRE].
[39] W. Bernreuther, C. Bogner and O. Dekkers, The real radiation antenna function for $S \rightarrow Q \bar{Q} q \bar{q}$ at NNLO QCD, JHEP 06 (2011) 032 [arXiv:1105.0530] [INSPIRE].
[40] G. Abelof and A. Gehrmann-De Ridder, Antenna subtraction for the production of heavy particles at hadron colliders, JHEP 04 (2011) 063 [arXiv:1102.2443] [INSPIRE].
[41] G. Abelof and A. Gehrmann-De Ridder, Double real radiation corrections to top-antitop production at the LHC, PoS LL2012 (2012) 061 [InSPIRE].
[42] G. Abelof and A. Gehrmann-De Ridder, Double real radiation corrections to $t \bar{t}$ production at the LHC: the $g g \rightarrow t \bar{t} q \bar{q}$ channel, JHEP 11 (2012) 074 [arXiv:1207.6546] [InSPIRE].
[43] W. Bernreuther, C. Bogner and O. Dekkers, The real radiation antenna functions for $S \rightarrow Q \bar{Q} g g$ at NNLO $Q C D, J H E P 10$ (2013) 161 [arXiv:1309.6887] [INSPIRE].
[44] O. Dekkers and W. Bernreuther, The real-virtual antenna functions for $S \rightarrow Q \bar{Q} X$ at NNLO QCD, Phys. Lett. B 738 (2014) 325 [arXiv:1409.3124] [InSPIRE].
[45] G. Gustafson and U. Pettersson, Dipole Formulation of QCD Cascades, Nucl. Phys. B 306 (1988) 746 [INSPIRE].
[46] L. Lonnblad, ARIADNE version 4: A program for simulation of QCD cascades implementing the color dipole model, Comput. Phys. Commun. 71 (1992) 15 [ivSPIRE].
[47] W.T. Giele, D.A. Kosower and P.Z. Skands, A simple shower and matching algorithm, Phys. Rev. $D 78$ (2008) 014026 [arXiv:0707.3652] [inSPIRE].
[48] W.T. Giele, D.A. Kosower and P.Z. Skands, Higher-Order Corrections to Timelike Jets, Phys. Rev. $D 84$ (2011) 054003 [arXiv:1102.2126] [inSPIRE].
[49] N. Fischer, S. Prestel, M. Ritzmann and P. Skands, Vincia for Hadron Colliders, Eur. Phys. J. C 76 (2016) 589 [arXiv:1605.06142] [inSPIRE].
[50] H. Brooks, C.T. Preuss and P. Skands, Sector Showers for Hadron Collisions, JHEP 07 (2020) 032 [arXiv: 2003.00702] [INSPIRE].
[51] H.T. Li and P. Skands, A framework for second-order parton showers, Phys. Lett. B 771 (2017) 59 [arXiv: 1611.00013] [INSPIRE].
[52] J.M. Campbell et al., Towards NNLO+PS matching with sector showers, Phys. Lett. B 836 (2023) 137614 [arXiv:2108.07133] [INSPIRE].
[53] C. Anastasiou et al., Higgs Boson Gluon-Fusion Production in QCD at Three Loops, Phys. Rev. Lett. 114 (2015) 212001 [arXiv:1503.06056] [INSPIRE].
[54] C. Anastasiou et al., High precision determination of the gluon fusion Higgs boson cross-section at the LHC, JHEP 05 (2016) 058 [arXiv:1602.00695] [INSPIRE].
[55] B. Mistlberger, Higgs boson production at hadron colliders at $N^{3} L O$ in QCD, JHEP 05 (2018) 028 [arXiv: 1802.00833] [INSPIRE].
[56] F.A. Dreyer and A. Karlberg, Vector-Boson Fusion Higgs Production at Three Loops in QCD, Phys. Rev. Lett. 117 (2016) 072001 [arXiv:1606.00840] [inSPIRE].
[57] C. Duhr, F. Dulat and B. Mistlberger, Higgs Boson Production in Bottom-Quark Fusion to Third Order in the Strong Coupling, Phys. Rev. Lett. 125 (2020) 051804 [arXiv:1904.09990] [INSPIRE].
[58] C. Duhr, F. Dulat, V. Hirschi and B. Mistlberger, Higgs production in bottom quark fusion: matching the 4- and 5-flavour schemes to third order in the strong coupling, JHEP 08 (2020) 017 [arXiv: 2004.04752] [INSPIRE].
[59] L.-B. Chen, H.T. Li, H.-S. Shao and J. Wang, Higgs boson pair production via gluon fusion at $N^{3} L O$ in $Q C D$, Phys. Lett. $B 803$ (2020) 135292 [arXiv:1909.06808] [INSPIRE].
[60] J. Currie et al., $N^{3} L O$ corrections to jet production in deep inelastic scattering using the Projection-to-Born method, JHEP 05 (2018) 209 [arXiv:1803.09973] [inSPIRE].
[61] F.A. Dreyer and A. Karlberg, Vector-Boson Fusion Higgs Pair Production at $N^{3}$ LO, Phys. Rev. D 98 (2018) 114016 [arXiv:1811.07906] [inSPIRE].
[62] C. Duhr, F. Dulat and B. Mistlberger, Charged current Drell-Yan production at $N^{3} L O$, JHEP 11 (2020) 143 [arXiv:2007.13313] [InSPIRE].
[63] C. Duhr, F. Dulat and B. Mistlberger, Drell-Yan Cross Section to Third Order in the Strong Coupling Constant, Phys. Rev. Lett. 125 (2020) 172001 [arXiv:2001.07717] [INSPIRE].
[64] F. Dulat, B. Mistlberger and A. Pelloni, Differential Higgs production at $N^{3} L O$ beyond threshold, JHEP 01 (2018) 145 [arXiv:1710.03016] [INSPIRE].
[65] F. Dulat, B. Mistlberger and A. Pelloni, Precision predictions at $N^{3} L O$ for the Higgs boson rapidity distribution at the LHC, Phys. Rev. D 99 (2019) 034004 [arXiv:1810.09462] [INSPIRE].
[66] L. Cieri et al., Higgs boson production at the LHC using the $q_{T}$ subtraction formalism at $N^{3} L O$ QCD, JHEP 02 (2019) 096 [arXiv:1807.11501] [inSPIRE].
[67] X. Chen et al., Fully Differential Higgs Boson Production to Third Order in QCD, Phys. Rev. Lett. 127 (2021) 072002 [arXiv:2102.07607] [inSPIRE].
[68] X. Chen et al., Dilepton Rapidity Distribution in Drell-Yan Production to Third Order in QCD, Phys. Rev. Lett. 128 (2022) 052001 [arXiv:2107.09085] [InSPIRE].
[69] G. Billis et al., Higgs pT Spectrum and Total Cross Section with Fiducial Cuts at Third Resummed and Fixed Order in QCD, Phys. Rev. Lett. 127 (2021) 072001 [arXiv:2102.08039] [INSPIRE].
[70] X. Chen et al., Third order fiducial predictions for Drell-Yan at the LHC, Phys. Rev. Lett. 128 (2022) 252001 [arXiv:2203.01565] [inSPIRE].
[71] T. Neumann and J. Campbell, Fiducial Drell-Yan production at the LHC improved by transverse-momentum resummation at $N^{4} L L+N^{3} L O$, Phys. Rev. D 107 (2023) L011506 [arXiv:2207.07056] [INSPIRE].
[72] S. Camarda, L. Cieri and G. Ferrera, Drell-Yan lepton-pair production: $q_{T}$ resummation at N3LL accuracy and fiducial cross sections at N3LO, Phys. Rev. D 104 (2021) L111503 [arXiv:2103.04974] [INSPIRE].
[73] X. Chen et al., Transverse mass distribution and charge asymmetry in $W$ boson production to third order in $Q C D$, Phys. Lett. B 840 (2023) 137876 [arXiv:2205.11426] [INSPIRE].
[74] J. Baglio, C. Duhr, B. Mistlberger and R. Szafron, Inclusive production cross sections at $N^{3} L O$, JHEP 12 (2022) 066 [arXiv:2209.06138] [inSPIRE].
[75] M. Cacciari et al., Fully Differential Vector-Boson-Fusion Higgs Production at Next-to-Next-to-Leading Order, Phys. Rev. Lett. 115 (2015) 082002 [Erratum ibid. 120 (2018) 139901] [arXiv:1506.02660] [INSPIRE].
[76] P. Jakubčík, M. Marcoli and G. Stagnitto, The parton-level structure of $e^{+} e^{-}$to 2 jets at $N^{3} L O$, JHEP 01 (2023) 168 [arXiv:2211.08446] [InSPIRE].
[77] X. Chen, P. Jakubčík, M. Marcoli and G. Stagnitto, The parton-level structure of Higgs decays to hadrons at $N^{3} L O$, JHEP 06 (2023) 185 [arXiv:2304.11180] [INSPIRE].
[78] X. Chen, T. Gehrmann, E.W.N. Glover and J. Mo, Antenna subtraction for jet production observables in full colour at NNLO, JHEP 10 (2022) 040 [arXiv:2208.02115] [INSPIRE].
[79] X. Chen et al., Automation of antenna subtraction in colour space: gluonic processes, JHEP 10 (2022) 099 [arXiv:2203.13531] [INSPIRE].
[80] Z. Bern, L.J. Dixon, D.C. Dunbar and D.A. Kosower, One loop $n$ point gauge theory amplitudes, unitarity and collinear limits, Nucl. Phys. B 425 (1994) 217 [hep-ph/9403226] [INSPIRE].
[81] Z. Bern, V. Del Duca and C.R. Schmidt, The infrared behavior of one loop gluon amplitudes at next-to-next-to-leading order, Phys. Lett. B 445 (1998) 168 [hep-ph/9810409] [INSPIRE].
[82] D.A. Kosower and P. Uwer, One loop splitting amplitudes in gauge theory, Nucl. Phys. B 563 (1999) 477 [hep-ph/9903515] [INSPIRE].
[83] Z. Bern, V. Del Duca, W.B. Kilgore and C.R. Schmidt, The infrared behavior of one loop QCD amplitudes at next-to-next-to leading order, Phys. Rev. D 60 (1999) 116001 [hep-ph/9903516] [INSPIRE].
[84] S. Catani and M. Grazzini, The soft gluon current at one loop order, Nucl. Phys. B 591 (2000) 435 [hep-ph/0007142] [inSPIRE].
[85] S. Weinzierl, Subtraction terms for one loop amplitudes with one unresolved parton, JHEP 07 (2003) 052 [hep-ph/0306248] [INSPIRE].
[86] S.D. Badger and E.W.N. Glover, Two loop splitting functions in QCD, JHEP 07 (2004) 040 [hep-ph/0405236] [inSPIRE].
[87] C. Duhr and T. Gehrmann, The two-loop soft current in dimensional regularization, Phys. Lett. B 727 (2013) 452 [arXiv:1309.4393] [InSPIRE].
[88] T. Huber and D. Maitre, HypExp: A Mathematica package for expanding hypergeometric functions around integer-valued parameters, Comput. Phys. Commun. 175 (2006) 122 [hep-ph/0507094] [INSPIRE].
[89] T. Huber and D. Maitre, HypExp 2, Expanding Hypergeometric Functions about Half-Integer Parameters, Comput. Phys. Commun. 178 (2008) 755 [arXiv:0708.2443] [inSPIRE].
[90] J.A.M. Vermaseren, New features of FORM, math-ph/0010025.
[91] J. Kuipers, T. Ueda, J.A.M. Vermaseren and J. Vollinga, FORM version 4.0, Comput. Phys. Commun. 184 (2013) 1453 [arXiv: 1203.6543] [INSPIRE].
[92] S. Catani and M. Grazzini, Collinear factorization and splitting functions for next-to-next-to-leading order QCD calculations, Phys. Lett. B 446 (1999) 143 [hep-ph/9810389] [INSPIRE].
[93] E. Fox and N. Glover, Initial-Final and Initial-Initial antenna functions for real radiation at next-to-leading order, arXiv:2308.10829 [INSPIRE].
[94] G. Altarelli and G. Parisi, Asymptotic Freedom in Parton Language, Nucl. Phys. B 126 (1977) 298 [INSPIRE].
[95] Y.L. Dokshitzer, Calculation of the Structure Functions for Deep Inelastic Scattering and $e^{+} e^{-}$Annihilation by Perturbation Theory in Quantum Chromodynamics, Sov. Phys. JETP 46 (1977) 641 [INSPIRE].

