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ABSTRACT:

Several methods exist that can be used to perform initial alignment of Building information models (BIMs) to the real building
for Mixed Reality (MR) applications, such as marker-based or markerless visual methods, but this alignment is susceptible to drift
over time. The existing model-based methods that can be used to maintain this alignment have multiple limitations, such as the
use of iterative processes and poor performance in environments with either too many or not enough lines. To address these issues,
we propose an end-to-end trainable Convolutional Neural Network (CNN) that takes a real and synthetic BIM image pair as input
to regress the 6 DoF relative camera pose difference between them directly. By correcting the relative pose error we are able
to considerably improve the alignment of the BIM to the real building. Furthermore, the results of our experiments demonstrate
good performance in a challenging environment and high resilience to domain shift between synthetic and real images. A high
localisation accuracy of approximately 7.0 cm and 0.9° is achieved which indicates the method can be used to reduce the camera
tracking drift for MR applications.

1. INTRODUCTION

Building Information Models (BIMs) are increasingly being
used for the maintenance and operation of buildings where they
serve as a digital representation of a building and a database
of all related information (Dixit et al., 2019). For the scope of
this study, use the term BIM for all parametric building mod-
els (BIMs, Digital Twins, CAD models) because we are mainly
dealing with the geometry of these models.

Visualisation and interaction with the BIM are conventionally
done through a computer screen via mouse and keyboard or a
touchscreen, which limits the interpretability and real-time use
cases of BIMs. These issues can be addressed by visualising
the BIM in 3D and superimposing it on top of the real build-
ing using Mixed Reality (MR) visualisation. This truly integ-
rates the model with its underlying source and improves BIM
interpretability by providing inherent correspondence between
virtual and real building elements (Radanovic et al., 2022). Fur-
thermore, accurate overlay of building models in MR opens up
completely new use cases, such as visualisation of objects oc-
cluded within the structure or not yet built objects (facility man-
agement and planning (Baek et al., 2019), progress monitoring
(Kopsida and Brilakis, 2020)), visualisation of routes (naviga-
tion and emergency management (Zhu and Li, 2021)) or sim-
ulation of specific scenarios (education (Tzima et al., 2019)).
Note that we use the term MR, which blends the virtual con-
tent with the real world and enables interaction and occlusion
between them, as opposed to Augmented Reality (AR), which
merely visualises the virtual content on top of the real world
(Muthalif et al., 2022).

However, accurate alignment of a BIM to the real building in
MR is not a trivial task, especially indoors, where external
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sensors such as Global Navigation Satellite Systems (GNSS)
are not available. The alignment is achieved by performing two
tasks, initial alignment and continuous alignment. The initial
alignment can be achieved by absolute localisation of the cam-
era within the model, a challenge that has recently seen signi-
ficant improvements with an onset of deep learning-based pose
regression approaches (Acharya et al., 2019a), but also can also
be performed by creating simple spatial anchors with fiduciary
markers or markerless methods (Marchand et al., 2016). These
methods can be used to perform the initial alignment of the BIM
to the current camera view, but do not provide continuous align-
ment.

The second task is maintaining the initial alignment, i.e. per-
forming continuous alignment, which is the focus of the paper.
Although continuous estimation of the camera pose in MR, i.e.
tracking, can be performed very accurately by different Simul-
taneous Localisation And Tracking (SLAM) methods, these are
local methods that do not maintain the alignment between the
BIM and the real building. They estimate the pose of the cam-
era within a sparse 3D model of the environment built during
the traversal (Middelberg et al., 2014) and, because there is no
relationship between this model and the BIM, the camera will
drift the further the device moves from the place of initialisa-
tion. The most common way of continuous BIM alignment is
model-based camera tracking, which is usually performed by
projecting BIM edges based on the initial pose estimate, detect-
ing edges in the real image, and then minimising the distances
between them using sampled points (Acharya et al., 2019b).
However, this is an iterative approach that requires multiple ren-
derings to solve one frame, and furthermore, these methods are
not robust in environments rich with lines due to ambiguities
between the edges (Marchand et al., 2016), as well as in frames
with a low number of edges, such as close to a wall surface.

The main aim of this paper is to address these issues by pro-
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Figure 1. The architecture of the proposed network. The bottom part contains the overall framework. During inference, the network
takes as input a pair of images (IR and IS) and outputs the 6 DoF relative camera pose error ĥ between them. During training, the
network takes triplets of images as input and jointly learns to predict errors between transformed pairs (IR and IS) and to minimise

the difference between extracted feature maps for ground truth pairs (IR and ISGT ), with real encoder weights frozen. The top blocks
show the individual processing steps and the output sizes of each step. The feature extraction Steps 1, 2 and 3 are comprised of 3, 3
and 27 ConvNeXt (Liu et al., 2022) blocks, respectively. The relative pose regression Steps 1, 2 and 3 are comprised of 3, 3 and 9

ConvNeXt blocks. The stem layer is a 4-step 4x4 convolutional layer and the downsampling layers are 2-step 2x2 convolutional layers.

posing an end-to-end trainable Convolutional Neural Network
(CNN) that takes as input a MR system frame, i.e. a real image
and a synthetic image pair, and regresses directly the 6 DoF re-
lative pose difference between them. This pose difference rep-
resents a misalignment between the cameras and can be used
to correct the misalignment, thus better aligning the BIM to the
real building. To better bridge the domain gap between real
and synthetic images, we propose a triplet loss function that en-
forces the description of similar features for the same parts of
real and synthetic images, on top of predicting the relative pose
error. We evaluate the performance of the proposed network
in terms of accuracy and the ability to bridge a domain gap by
using a challenging dataset with a low level-of-detail BIM.

Our approach is inspired by an identified knowledge gap, as
despite the successes of deep CNNs in 2D image matching and
bridging domain gaps, to the best of our knowledge there have
been no attempts to apply CNNs for MR camera tracking by
relative pose regression.

2. RELATED WORK

The proposed method aims to perform continuous alignment of
the BIM to the real building and assumes initial alignment with
acceptable accuracy, with position and orientation of the camera
determined within 15 cm and 3°. Several methods exist that can

achieve initial BIM alignment with acceptable accuracy, and
amongst them, the most commonly used are image-based loc-
alisation approaches (Marchand et al., 2016). Approaches such
as those of (Sarlin et al., 2021; Li et al., 2020; Baek et al., 2019)
rely on extracting 2D image features, finding the correspond-
ing matches associated with 3D points within a database, and
then using these 2D-3D matches to estimate the camera pose
with perspective from points methods (PnP) inside a random
sample consensus (RANSAC) loop. An initial alignment can
also be made with localisation based on a 3D–3D model regis-
tration (Radanovic et al., 2023), which uses a depth camera to
register to the existing model of the environment and achieves
a mean translation error of 2.8 cm and a mean rotation error of
0.30°. Alternatively, simple fiducial markers can also be used
(Marchand et al., 2016) for the initial registration.

The most common use of CNNs for localisation is in CNN-
based absolute camera pose regression methods, which have be-
come popular in recent years (Sattler et al., 2019) and which can
directly regress an absolute 6 DoF camera pose from a single
image. The most popular network that performs the 6 DoF
pose regression is PoseNet (Kendall et al., 2015). Many sub-
sequent approaches have been proposed that improve PoseNet’s
accuracy, such as (Kendall and Cipolla, 2017) which introduces
geometric constraints, or (Acharya et al., 2022) which trains on
BIM and other synthetic images and performs domain adapta-
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Figure 2. Keypoints and reprojection errors before and after correction using the proposed approach. Four top rows show untextured
examples and four bottom rows show textured examples. One pair shown per location Li (locations shown in Fig. 3). From left to
right: real image, the synthetic image before correction, its overlay on the real image and the reprojection errors before correction,

synthetic image after correction, its overlay on the real image and the reprojection errors after correction.

tion from BIM to real images and eliminates the need to col-
lect annotated real images. However, absolute pose regression
methods essentially only approximate the pose in an approach
similar to image retrieval, so they do not achieve accuracy com-
parable to 3D structure-based methods, and generally cannot
generalise beyond training data (Sattler et al., 2019). In con-
trast, we aim to recognise patterns produced by the misalign-
ment between the two cameras and regress the relative pose
difference, which is scene-agnostic.

CNN-based relative pose regression is a more general challenge
that may generalise beyond the training data (Yang et al., 2020)
and which can be used for continuous alignment of the BIM to
the real building. For example, Valada et al. (2018) propose a
multitask CNN that jointly performs absolute pose regression

and visual odometry estimation from consecutive monocular
images, trained with a loss function that enforces the geomet-
rical consistency between the predictions. Furthermore, Yang
et al. (2022) propose a visual CNN-based Simultaneous Local-
isation and Mapping (SLAM) approach which finds the relative
camera pose differences between cameras by matching their im-
age features, while Yang et al. (2020) presents a method for es-
timating the relative camera pose of Unmanned Aerial Vehicles
(UAVs). However, these methods assume (consecutive) images
from the same sensor, while in contrast, our method must deal
with the associated domain shift between real and synthetic im-
ages.

The proposed network is mainly inspired by the geometric im-
age matching network introduced by Rocco et al. (2019). They
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propose an end-to-end trainable CNN for matching two 2D im-
ages using a geometric model, such as a planar affine transform-
ation. The network is comprised of a Siamese architecture-
based feature extractor, which extracts features from both in-
put images, a neighbourhood similarity layer that creates tent-
ative correspondences by computing all pairwise similarities
between the extracted feature vectors, and a regression network
that robustly estimates the parameters of the geometric model.
An improvement is proposed by Rocco et al. (2018a), which
aims to handle a large number of computed tentative corres-
pondences by including a soft-inlier count layer that is inspired
by RANSAC, which sums the matching scores within a certain
distance threshold after the regressed transformation is applied.
Another modification (Rocco et al., 2018b) proposes to use 4D
convolutions in the 4D space of feature matches to find neigh-
bourhood consensus patterns and propagate information from
strong feature matches to uncertain matches, which takes the
input of all possible correspondences and outputs filtered cor-
respondences. However, these methods require the geometric
transformation between images to be differentiable, and they
are weakly or self-supervised and can create pairs or evalu-
ate predictions by applying transformations to images directly,
which is not possible for estimating 6 DoF relative pose dif-
ference between cameras and creating synthetic images. Fur-
thermore, these methods assume strong and unique descriptor
matches between features that can be anywhere in the two im-
ages, which cannot be assumed for indoor environments and
BIMs that are often uniform with few distinct features.

3. METHOD

As shown in Fig. 1, the proposed network architecture con-
sists of three main parts. During inference, we first employ a
pseudo-Siamese architecture with two CNN encoders that ex-
tract two sets of feature maps FR and FS from input images
IR and IS . They have the same architecture but different sets of
weights. Second, the non-trainable matching layer takes feature
maps FR and FS as inputs and outputs a neighbourhood sim-
ilarity map N . Finally, the regressor takes the neighbourhood
similarity map as input and regresses to the 6 DoF relative cam-
era pose difference ĥ between the real and the synthetic camera
as the final output of the network.

We use an architecture similar to Rocco et al. (2019), but make
several key modifications to adapt the network to the task of
aligning building models to the real building, as well as several
enhancements based on the latest advances in CNN architecture
(Liu et al., 2022).

First, to deal with the domain shift in our task, we use a pseudo-
Siamese architecture which allows us to train the feature ex-
tractors to produce similar feature vectors for real and synthetic
images. Next, because indoor environments and especially in-
door building models are often uniform and lack distinct fea-
tures, we modify the neighbourhood similarity layer. Origin-
ally, the correlation layer proposed by (Rocco et al., 2019) cal-
culates all pairwise similarities between feature vectors of in-
put images to produce a correlation map, so each feature vec-
tor in image 1 is matched to all feature vectors in image 2. In
our case, this matching is unnecessary as we perform frame-by-
frame tracking and can assume no large viewpoint differences
between the frames. Moreover, this strategy does not perform
well, as in uniform indoor environments we have an abundance
of ambiguous matches and few distinctive features, as can be
seen in Fig. 2. Hence, we constrain the pairwise similarities

to the immediate neighbourhood to produce a neighbourhood
similarity map, explained in detail in the next subsection, which
simplifies the search space for the regressor.

We use the recent ConvNeXt-B (Liu et al., 2022) as the back-
bone feature extractor. Furthermore, inspired by ConvNeXt,
which conveniently unites the latest advances in CNN architec-
ture design and training, we construct a new regressor to re-
gress from the neighbourhood similarities map to the 6 DoF er-
ror. Note that (Rocco et al., 2019) uses VGG-16 as the feature
extractor and a simple succession of two convolutions, which
roughly halve the size of the feature map and the number of
features, followed by a fully connected layer for the regressor.

3.1 Network architecture

The feature extractor F is a mapping from the input image I to
a 3D tensor F , F = F(I),F ∈ Rh×w×c, where h and w are
the spatial resolution and c is the number of channels (Dusmanu
et al., 2019). Each column feature d of size 1 × 1 × c can
be interpreted as a description of a specific patch of the input
image:

dij = Fij:,d ∈ Rc (1)

where i = 1, ..., h and j = 1, ..., w . Tensor F , also called a
feature or an activation map, can then be interpreted as a dense
set of descriptors d describing the image I (Dusmanu et al.,
2019).

As shown in Fig. 1, we remove the network head, the final
downsampling and the final ConvNeXt step (everything after
step 3) from the base network (Liu et al., 2022) in the fea-
ture extractor. Unlike most traditional image processing CNNs,
ConvNeXt separates spatial and depthwise convolutions and is
comprised of spatial downsampling layers (brown in Fig. 1)
followed by ConvNeXt blocks (blue).

Feature extractors F take input images of size 480 × 480 × 3
and output feature maps F of size 30 × 30 × 512. Given
two feature maps FR,FS ∈ Rh×w×c the matching layer out-
puts the neighbourhood similarity map N ∈ Rhc×wc×s2 . We
use an approach similar to (Rocco et al., 2019, 2018a,b), but
modify the spatial extents of pairwise similarities so that for
each descriptor dR of the real image, only the pairwise similar-
ities of descriptors dS within the nearest spatial neighbourhood
of size s are calculated. We do not use the first t = ⌊s/2⌋
descriptors along the edge of the real image to avoid padding.
As all descriptors of the synthetic image are used and all pair-
wise similarities within the neighbourhood are calculated, this
results in minimal loss of information about the misalignment
between the images.

The neighbourhood similarity map N is a tensor of size hc ×
wc × s2 comprised of cosine similarities:

nmno = ⟨dR
ij:,d

S
kl:⟩, (2)

where i = t+ 1, ..., h− t; j = t+ 1, ..., w − t;
k = i− t, ..., i+ t; l = j − t, ..., j + t;
m = 1, ..., h− t; n = 1, ..., w − t;
o = 1, ..., s2.
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By default, the neighbourhood size is set at s = 7, which
defines a 7 × 7 patch of descriptors dS around each descriptor
dR, resulting o = 49 similarities in total for each patch. Unlike
Rocco et al. (2019) and their later works, we do not normalise
the correlation map along the o dimension to penalise ambigu-
ous matches because, in uniform indoor environments, we can
expect less distinctive features and many ambiguous patches.
Whereas their work aims to find unique matches between in-
put images, we aim to instead perform pattern recognition, a
task where CNNs are known to excel (Abiodun et al., 2019),
by using the distinctive patterns in the tensor N produced by
6 DoF camera misalignments and large amounts of easily pro-
duced synthetic training data.

The final part of the proposed architecture is the regressor,
which takes the neighbour correlation map N and outputs the
6-DoF relative camera misalignment between the two input im-
ages. We build a custom regressor based on ConvNeXt (Liu
et al., 2022) blocks, with four steps comprised of 3, 3, and 9
blocks followed by a fully connected layer. As the input cor-
relation map is spatially small, we start with depthwise convo-
lutions and perform spatial convolutions, which cause spatial
downsampling, from step 2 onward. By halving the output spa-
tial size of each layer while roughly doubling the number of
channels the network can learn to recognise increasingly com-
plex patterns of misalignment between input images.

3.2 Loss function and network training

The network is trained in a fully supervised manner with real
and synthetic data. As shown in Fig. 1, triplets of images are
used for training, containing a ground truth pair IR and ISGT

and a transformed pair IR and IS . We generate triplets by tak-
ing a real image IR, generating a synthetic image ISGT at its
ground truth pose, then applying a random 6 DoF transform-
ation h and generating a synthetic image IS . Images IR and
ISGT form a ground truth pair, and images IR and IS form a
transformed pair. A virtually unlimited number of triplets can
be generated for each real image using this strategy.

The network is trained by minimising a triplet loss function,
which has two terms. The first term minimises the error
between the predicted 6 DoF and the ground truth for the trans-
formed pair, while the second term minimises the difference
between the extracted descriptors for the ground truth pair. For-
cing similar descriptors in the ground truth pair translates to
stronger cosine similarities in the neighbourhood similarity map
which helps to resolve the big domain shift between real and
synthetic images.

As the network aims to perform frame-to-frame alignment, we
can assume the relative translations and rotations between the
cameras to be small, and choose a suitable maximum expec-
ted values tmax and rmax. This allows two things. First, we
can represent 3D relative rotations with Euler angles for simpli-
city, as we do not encounter the problem of gimbal lock due to
small relative rotations. Second, there is no need for a scaling
parameter to keep the values of translation and rotation errors
approximately equal, which is widely used in absolute pose re-
gression networks, e.g. (Kendall and Cipolla, 2017). Instead,
we can define a normalised 6 DoF relative error h′ that our net-
work aims to predict, i.e. the label, as:

h′

6×1

= [ t′

3×1

r′

3×1

]T = [ t
3×1

/tmax r
3×1

/rmax]
T , (3)

where t is the 3D translation and r is the 3D rotation (repres-
ented by Euler angles), and each component of the error h′ is
scaled to the range of [−1, 1]. Correspondingly, we add a sig-
moid function as the last layer of the regressor to ensure that
each component of the predicted 6 DoF relative error, denoted
ĥ′, has values in the range of [−1, 1].

We can now define the triplet loss function as:

L = ∥h′ − ĥ′∥2 + β∥FR − FSGT ∥2, (4)

where the second term ensures the network extracts similar fea-
tures for the same parts of the positive pair. As a MR visual-
isation is a composite of two images, a composite of a real and
a ground truth synthetic image results in a perfect alignment of
the BIM to the real building (in the absence of all errors). If we
use the L2 norm as a similarity metric between the extracted
feature vectors fR and fSGT of a ground truth pair, minimising
the L2 norm will reduce the difference between them which is
expected to aid with the domain shift. Finally, because the first
and the second term can be of a significantly different scale, we
scale the second term to the magnitude of the first. This ensures
both terms, i.e. both goals, are considered equally important
and avoids an introduction of a scaling hyperparameter.

3.3 Evaluation metrics

A MR system uses two cameras, a real and a synthetic camera
which renders the virtual scene, here the BIM. Assuming a Euc-
lidean space and a pinhole camera, the projection of a 3D world
point X to the real camera using the camera matrix CR is:

xR
3×1

= kRCR
3×4

X
4×1

, (5)

where X and xR are represented in homogeneous coordinates
and kR is a scale factor.

For the scope of this research, we assume the BIM is geore-
ferenced and in the world coordinate frame, and represents the
geometry of the real scene correctly. The projection of the same
3D point X to the synthetic camera using the camera matrix CS

is:

xS
3×1

= kSCS
3×4

X
4×1

, (6)

where kS is a scale factor. If there is a misalignment between
the projected BIM and the real building, that means the real
and the synthetic camera do not have the same pose. Then, the
rigid transformation from the synthetic to the real camera can
be expressed as:

CR
3×4

= CS
3×4

HR
S

4×4

, (7)

where HR
S contains the 3D rotation and 3D translation. In other

words, transformation HR
S is a matrix representation of the 6

DoF relative error h we aim to predict, which aligns the BIM to
the real building. We can denote the transformation estimated
by our network as ĤR

S , which yields a corrected pose of the
synthetic camera CSC :

CSC
3×4

= CS
3×4

ĤR
S

4×4

. (8)
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Figure 3. The textured BIM of the testing site, 3rd floor of Infrastructure Engineering Block B, with poses of 10 real cameras
indicated. At each location Li, 100 synthetic images are created for a total of 1000 pairs used in the experiments.

One way to evaluate this prediction is by comparing it to the
ground truth. If we represent the estimated transformation ĤR

S

with a 3D translation vector t̂ and a 3D rotation r̂ represented
by 3 Euler angles, we can calculate the translation and rotation
errors as:

et = ∥ t
3×1

− t̂
3×1

∥2,

er = ∥ r
3×1

− r̂
3×1

∥2.
(9)

However, the translation and rotation errors require true camera
poses, which may be unknown or unreliable. A way to evaluate
our estimation that is independent of the true pose is to measure
the reprojection error, which is the average distance between
the keypoint pairs in the real and the synthetic image:

eSp =

n∑
i=1

∥xRi − xSi∥2
n

, (10)

where xRi and xSi are projected keypoints of the same 3D
point Xi as per (5) and (6), and n is the total number of key-
point pairs.

The process is analogous for the corrected synthetic camera
CSC and yields the reprojection error after correction eSC

p .
Now, we can compare the reprojection error before the correc-
tion, eSp , and after the correction, eSC

p , to independently evalu-
ate if the method succeeded in its task, which is to better align
the BIM to the real building.

4. EXPERIMENTS AND RESULTS

To evaluate the proposed framework we implement the network
in Pytorch and train it on the data gathered within the Block B
building of the Department of Infrastructure Engineering at the
University of Melbourne. Inference time for one pair is 0.09
seconds on Intel Xeon Gold 6254 3.1 GHZ CPU with an Nvidia
A40-16Q 16GB RAM GPU.

4.1 Experimental setup and data preparation

For network training, we use 147 real images gathered by the
Microsoft HoloLens (2nd generation) within the Block B build-
ing. To retrieve the ground truth poses of the real images, the
environment is mapped with the device, which uses an RGB-D
SLAM method based on four tracking cameras and a time-of-
flight camera (Hübner et al., 2020). The camera poses within
this model at the time of capturing the image is taken as the
ground truth. For synthetic images, we use a BIM of the third
floor of the building which covers an area of approximately 230
m2 (Acharya et al., 2019a) mainly consisting of a corridor. The
model, which is shown in Fig. 3, has a level of development of
300 (Acharya et al., 2019a; Volk et al., 2014) and has been used
in several previous works, e.g. (Zhao et al., 2022). We align this
BIM to the model of the environment captured by the device,
with a combination of manual alignment and ICP, with a Root
Mean Square Error (RMSE) of 1.0 cm for a theoretical overlap
of 30%. We generate 100 triplets for each real image, resulting
in 14700 images for training. The synthetic transformed images
are generated by applying a random relative transformation to
the synthetic camera, with an experimentally determined tmax

of 15 cm and rmax of 3°.

We evaluate the network on 1000 image pairs in terms of local-
isation accuracy of the predicted 6 DoF relative camera errors
and the alignment accuracy of the BIM to the real world before
and after correcting the camera pose, per section 3.3. The 1000
image pairs are generated from 10 real images shown in Fig.
3. These images and pairs have not been used for training the
network. Furthermore, to evaluate the effect of the presence of
textures on the rendered synthetic BIM images, we create a tex-
tured and untextured set of synthetic images (examples shown
in Fig. 2) and repeat training and evaluation with both sets.

4.2 Results and analysis

We calculate the translation and rotation error according to Eq.
(9) for 1000 pairs. Average errors per location are given in Table
1. The first thing to note is that there are no significant dif-
ferences between the results from textured and untextured syn-
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Figure 4. Reprojection errors before and after the correction per
location.

thetic images, which indicates the method deals well with the
domain shift.

The overall translation error et for the textured dataset is 7.05
cm and the overall rotation error er is 0.88°. Apart from loc-
ation L6, the results are fairly consistent across all locations.
The results on location L6 may be explained by the differences
between the synthetic and the real image, as shown in Fig. 2,
with the doors being incorrectly represented and several prom-
inent temporary items missing in the BIM. Similar reasoning
may explain the minor differences in results between the rest of
the locations, where the elements of the BIM do not precisely
represent the elements in the actual scene, hence performing
somewhat worse (L1 - missing kitchen elements, L4 - missing
ceiling beam and unfaithful railing, L5 - missing door and un-
faithful railing, L10 - unfaithful door). On the other hand, the
highest accuracy is achieved at locations L2, L3, L7 and L8,
which have in common that they visualise a full shot of the
hallway and contain no parts with major differences between
the BIM and the real building.

We calculate the reprojection errors for 1000 pairs per Eq. (10)
and visualise the results in Fig. 4, which is also shown in Table
2. In general, the reprojection errors are much improved after
the proposed method is applied, with the mean reprojection er-
ror dropping from 48.80 px to 30.86 px (36.8% improvement)
for textured and 31.55 px (35.3% improvement) for untextured.
To better interpret this result, we should note that the best pos-
sible alignment yields reprojection errors ranging from 15-35
pixels, depending on location, due to the inaccuracies of the

Textured Untextured
Location et [cm] er [deg] et [cm] er [deg]
L1 6.95 1.04 8.57 1.18
L2 2.68 0.53 3.30 0.61
L3 5.18 0.35 4.76 0.61
L4 7.76 0.69 8.21 0.87
L5 8.02 1.07 7.90 1.11
L6 13.52 1.91 11.57 2.10
L7 5.05 0.45 4.72 0.48
L8 5.37 0.61 5.44 0.67
L9 6.87 1.01 7.68 1.27
L10 9.04 1.10 8.04 1.02
All 7.05 0.88 7.02 0.99

Table 1. The mean translation and rotation error achieved at each
location, based on 100 pairs per location.

Location
Before

correction

After
correction,

textured

After
correction,
untextured

L1 54.53 31.85 37.86
L2 47.52 31.01 31.86
L3 49.49 35.30 40.16
L4 57.80 50.19 50.51
L5 47.02 29.55 31.89
L6 70.34 54.86 44.84
L7 36.98 18.23 20.18
L8 38.02 20.50 21.50
L9 44.47 12.88 14.00
L10 41.85 24.25 22.72
All 48.80 30.86 31.55

Table 2. The mean reprojection error in pixels (image size
960×540) before and after the correction at each location, based

on 100 pairs per location.

BIM and the imperfections of the real camera. The network
yields a better reprojection error in 824 and 805 out of 1000
pairs for textured and untextured images, respectively.

The results are consistent with the translation and rotation error
results in that the differences between textured and untextured
synthetic images are negligible. We show several examples of
reprojection errors in Fig. 2. By comparing the initial and cor-
rected alignment in the figure, we can observe that the corrected
alignment is almost always considerably better than the initial
one. However, we can also observe that the corrected alignment
is not always perfect. The cause of this may again be the dif-
ferences between the BIM and the real building, as above. For
example, in L1 we can see that the doors are of incorrect size
and that they may never perfectly fit the real doors.

5. CONCLUSION

We have presented a novel approach for continuous alignment
of BIMs in MR by regressing to a relative camera pose dif-
ference between a real and a synthetic BIM image. Based on
the results of the experiments, we conclude that the method
considerably improves the alignment of the BIM to the real
building, but, this is conditioned by the quality of the BIM
and the method may not deliver a high accuracy alignment in
areas where there is a discrepancy between the geometry of
the BIM and the actual scene. Furthermore, we have shown
that the method performs similarly well with textured and un-
textured BIM images which demonstrates strong resilience to
domain shift between real and synthetic images. The proposed
approach can be used to reduce the camera tracking drift for MR
BIM applications in near real-time on the current generation of
hardware.
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