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Abstract: The utilization of computational models in the field of medical image classification is an 
ongoing and unstoppable trend, driven by the pursuit of aiding medical professionals in achieving 
swift and precise diagnoses. Post COVID-19, many researchers are studying better classification and 
diagnosis of lung diseases particularly, as it was reported that one of the very few diseases greatly 
affecting human beings was related to lungs. This research study, as presented in the paper, introduces 
an advanced computer-assisted model that is specifically tailored for the classification of 13 lung 
diseases using deep learning techniques, with a focus on analyzing chest radiograph images. The work 
flows from data collection, image quality enhancement, feature extraction to a comparative classification 
performance analysis. For data collection, an open-source data set consisting of 112,000 chest X-Ray 
images was used. Since, the quality of the pictures was significant for the work, enhanced image 
quality is achieved through preprocessing techniques such as Otsu-based binary conversion, contrast 
limited adaptive histogram equalization-driven noise reduction, and Canny edge detection. Feature 
extraction incorporates connected regions, histogram of oriented gradients, gray-level co-occurrence 
matrix and Haar wavelet transformation, complemented by feature selection via regularized 
neighbourhood component analysis. The paper proposes an optimized hybrid model, improved Aquila 
optimization convolutional neural networks (CNN), which is a combination of optimized CNN and 
DENSENET121 with applied batch equalization, which provides novelty for the model compared with 
other similar works. The comparative evaluation of classification performance among CNN, 



20246 

Mathematical Biosciences and Engineering  Volume 20, Issue 11, 20245–20273. 

DENSENET121 and the proposed hybrid model is also done to find the results. The findings highlight 
the proposed hybrid model’s supremacy, boasting 97.00% accuracy, 94.00% precision, 96.00% 
sensitivity, 96.00% specificity and 95.00% F1-score. In the future, potential avenues encompass 
exploring explainable machine learning for discerning model decisions and optimizing performance 
through strategic model restructuring. 

Keywords: chest X-ray; lung disease; otsu; contrast limited adaptive histogram equalization; Canny 
edge detection; DENSENET121; batch equalization; Aquila optimizer 
 

1. Introduction 

Today, especially in the medical field, digital image processing has been significant in the 
diagnosis and classification of various diseases. Information technology, along with electronic 
healthcare systems, has gained significant relevance in the medical industry in recent years since it aids 
practitioners in giving patients the best care possible [1]. Accurate analysis of images related to the 
medical field, including cancer and tumor detection, segmentation and quantification, is crucial in case 
of clinical level of applications [2]. The classification of medical images has been recognized as one of 
the necessary applications of artificial intelligence in the world of healthcare. Numerous studies are 
also seeking to automate medical diagnosis or e-warning jobs using deep-learning algorithms, which 
have good levels of performance like a human [3]. 

A vital and significant step in the diagnosis and treatment process is medical imaging. The 
technical person in the medical team will examine the gathered data and then generate a report 
describing the things that are noticed in the examination. The referring doctor will go through the 
report and prescribe a treatment plan based on these photos and the technical person’s findings that 
were filed. Medical imaging is typically required with the scientific procedure for confirming the 
efficacy of the therapy [4]. X-ray analysis is a typical diagnostic that aids in evaluating various disorders. 
X-ray is a radiation type that is like visible light. X-rays have high energy levels so they can penetrate 
through many objects easily. X-rays can generate images of various body parts like tissues, organs and 
bones on matter like film [5]. An images is taken by the X-ray machine by passing electromagnetic rays of 
high energy through the particular body part for which the image needs to be recorded. Several studies 
have investigated the relationship between machine learning strategies for the prediction of diagnostic 
information from X-ray images. This is a critical moment to address this issue given the control of 
computers and the vast amounts of records that are available to the public without restriction. There are 
many advances in X-ray that have helped in producing high quality X-ray images [6]. 

X-ray of the human chest is one among the most efficient medical modes of diagnosis to identify 
various chest related diseases. After the COVID-19 pandemic, the World Health Organization (WHO) 
has reported that patients suffering from various lung diseases have exponentially increased. Many 
researchers started focusing mainly on diagnosis and effective classification of lung diseases only. 
Because of the above-mentioned features, chest X-ray was the main resource for classification 
procedures according to the researchers. The identifiable diseases from chest X-rays vary from 
COVID-19, presence of nodules, cardiomegaly, pneumonia, hernia, fibrosis, edema, emphysema, 
consolidation, pneumothorax, pleural thickening, effusion, presence of mass to infiltration. Since 
various diseases can be identified in a chest X-ray, medical experts can confuse the exact identity of the 
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disease. One solution for this problem is to create a more efficient deep learning-based model to give 
diagnosis suggestions to the medical expert. 

The main motive of the optimization task is to find the best possible partition that will increase the 
throughput as well as minimize the communication cost between the accelerators while completing the 
training of deep neural networks (DNN). It also minimizes the training error. There are a lot of hyper 
parameters in machine learning and deep learning models, and the setting of these hyper parameters 
will have a huge impact on the model. The traditional trial and error and enumeration methods are 
inefficient in setting parameters. An effective way to solve this problem is to introduce an intelligent 
optimization algorithm to optimize the hyper-parameters of the model to improve the prediction accuracy. 

Aquila optimizer (AO) has the advantages of strong global detection ability, high search 
efficiency and fast convergence speed [7].The AO algorithm is a typical swarm intelligence (SI) 
algorithm optimized by simulating four predator-prey behaviors of Aquila through four strategies: 
selecting the search space by high soar with a vertical stoop; exploring within a divergent search space 
by contour flight with a short glide attack; exploiting within a convergent search space via low flight 
with a slow descent attack; and swooping, walking and grabbing prey. The effect of the Levy flight 
function makes Aquila search insufficient in the solution space and it tends to fall into local optima. It 
also leads to a weak local exploitation ability. The traditional AO algorithm uses the rand function to 
initialize the population position randomly, which cannot ensure uniform distribution of the solution 
space, and thus reduces the efficiency of the algorithm. 

In this work, chest X-Ray images from a reliable open-source dataset will be the input to the model 
and after performing necessary pre-processing, potential features will be extracted and feature selection 
will be done. With the help of the efficient classification model thus built, the lung diseases can be 
effectively classified. The remaining structure of the article is arranged as: Section 2 gives the recent 
related research works; research gap and contributions are explained in Section 3; Section 4 shows 
materials and methods used, which include the dataset used and various steps involved in the proposed 
methodology; Section 5 illustrates experimentation and analysis of the work, which include 
experimental setup, parameters and performance evaluation, and finally conclusions and future scope is 
discussed in Section 6. 

2. Related works 

Deep learning has completely restructured the computer vision field by enabling highly accurate 
and efficient image recognition, object detection and segmentation. Overall, deep learning has enabled 
significant advances in computer vision, enabling highly accurate and efficient recognition, detection 
and segmentation of objects within images. Artificial neural network (ANN) and DNN are commonly 
used techniques for classification. The two fundamental steps of the picture preprocessing step are noise 
removal and image enhancement. Depending on the strength or colors, the segmentation step divides the 
image into the background and the foreground. Finally, feature extraction is done, which requires 
condensing the information to just include the most crucial aspects, saving time and money. The study [8] 
proposed a method that combined a standard type of classifier, the softmax, with a classifier based on a 
transfer learning algorithm for evaluating the classification efficiency. The method used was to classify 
tissue in images of cancer. The combination of a support vector machine (SVM) classifier with a softmax 
connection layer using the transfer learning algorithm improved classification accuracy. 

Chowdhury et al. [9] presented a deep convolutional neural network (DCNN) model using a 
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transfer learning algorithm for computer aided identification of pneumonia. The authors built the 
model and evaluated the performance using chest X-ray pictures. CheXNet, a variant of DENSENET, 
fared better than the other networks when picture augmentation was not used. Sreeja et.al. [10] put 
forward a deep learning-based model that will detect the presence of COVID-19 in the chest X-ray of a 
patient. They used a CNN model along with a histogram of oriented gradients (HOG). The proposed 
model was compared with various statistical methods and performance was analyzed. The proposed model 
obtained an accuracy of 92.95%, recall of 85.00% and precision of 91.50%, which is more effective than 
the compared models and other models in the literature study. 

Soni et al. [11] proposed a hybrid model to properly diagnose pulmonary disease, which is 
considered as one of the most widespread diseases in the world. This disease generally affects lungs as 
blockage due to other lung diseases. The work combined space transformer network and CNN and 
named the model as space transformer network convolutional neural network (STNCNN). The 
model was implemented using the National Institutes of Health (NIH) chest X-ray dataset, which is 
openly available in Kaggle. The suggested model was compared with vanilla grey, vanilla red, green 
and blue (RGB) and CNN models. Using the sample dataset, the proposed model obtained an 
accuracy of 69.00%, whereas vanilla grey got 67.00% accuracy, vanilla RGB got 69.50% and CNN 
got 63.80% accuracy. The performance and the execution time was found to be less for the proposed 
model. Indumathi and Siva [12] proposed a hybrid using mask-regional convolutional neural network 
(M-RCNN) combined with bidirectional long short term memory (LSTM) and crystal algorithm. Initially 
the dependencies were done using binary LSTM, which is actually a fully connected layer of M-RCNN. 
Three datasets: COVID-19 radiograph dataset, Tuberculosis (TB) chest X-ray dataset and NIH chest X-ray 
dataset were used for training as well as testing the performance of the model. The performance was 
evaluated for bidirectional long short-term memory (BiLSTM), M-RCNN, long short-term memory 
(LSTM), BiLSTM + M-RCNN and the proposed hybrid model BiLSTM + M-RCNN + crystal algorithm 
to obtain accuracy values of 90.54, 89.56, 95.95, 93.53 and 99.00%, respectively. The proposed model 
performed well in the terms of other performance parameters like precision, specificity and ROC curve. 

Shamrat et al. [13] proposed a model termed LungNet22 whose structure is similar to VGG16. 
The study tried to classify 10 different lung diseases from X-ray images of the chest. The study 
compared eight deep learning models for classifying lung diseases. It was observed that VGG16 had 
achieved the highest efficiency in classification, which is 92.95%. Later, Adam optimizer was applied 
with VGG16 and LungNet22 obtained a higher accuracy of 98.89%. Rajagopal et al. [14] proposed an 
effective classification model for detecting lung diseases from chest radiograph (CXR) images. The 
proposed model was implemented using deep convolutional spiking neural network for the detection. 
The work started with preprocessing using anisotropic diffusion filter based unsharp masking. The 
noise factor was removed using the crispening scheme. Later, an empirical wavelet transform was 
applied for extracting the features. Finally, the extracted features were given as input for a 
discontinuity capturing shallow neural network (DCSNN). Also, the weights of the model were 
optimized using the arithmetic optimization algorithm (AOA). The proposed model obtained accuracy 
of 96.65%, specificity of 98.52%, F1 score of 91.09%, recall of 97.74% and precision of 93.61%. 

A deep learning method based on transfer learning technique was proposed by Kim et al. [15] to 
categorize lung illnesses on CXR pictures. The approach is a one-step, end-to-end learning approach, 
which entails directly feeding raw CXR images into a deep learning model (EfficientNet v2-M) in order 
to extract their significant characteristics for categorizing diseases. On the three classes of normal, 
pneumonia and pneumothorax in the American NIH data set, we conducted experiments utilizing our 
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suggested method, and we obtained validation performances of loss = 0.6933, accuracy = 82.15%, 
sensitivity = 81.40% and specificity = 91.65%. Testing accuracy for the normal, pneumonia, 
pneumothorax and tuberculosis classes was 63.60%; sensitivity and specificity were 82.20%, 81.40% 
and 94.48%. For automatic lung disease categorization from chest X-ray pictures, Farhan and Yang [16] 
proposed a novel hybrid deep learning algorithm (HDLA) framework. The model includes 
automatic feature extraction, detection and pre-processing of CXR images. Using extremely effective 
1-D feature estimates from the input images, the suggested 2-D CNN model ensures robust feature 
learning. Min-max scaling is applied to improve the extracted 1-D features because they have large 
scale variability. According to the findings in the experiment, the suggested model has performed well 
in case of accuracy with an increase of 3.10% compared to the existing literature. 

In a paper by Buragadda et al. [17], the UNET which is a U-shaped encoder-decoder network 
architecture and cyclic generative adversarial networks (GANs) are combined in an effort to increase 
the dataset size before executing the multi-classification process. The majority of real-world data is 
unbalanced, which has an impact on the design’s overall architecture and performance. Therefore, by 
executing segmentation utilizing the UNET operation, the improved cyclic GAN’s process aids in the 
creation of a balanced dataset with more enhanced or reconstructed CXR images. The proposed model, 
which integrated a semantic segmentation component known as “UNET” instead of trained models, 
achieved the greatest accuracy of 97.19%, which is around 1.50% higher than the basic model. 
EfficientNetB0, EfficientNetB1 and EfficientNetB2 pretrained models are the multichannel models 
employed in a study conducted by Ravi et al. [18]. The characteristics of EfficientNet models are 
combined. The fused characteristics are then sent via many completely connected non-linear layers. 
The features were then fed into a classifier for lung disease diagnosis using stacked ensemble learning. 
Random forest and SVM are used in the early stages of the stacked ensemble learning classifier for 
lung disease detection, while logistic regression is used in the later stage. For pediatric pneumonia lung 
disease, TB lung disease and COVID-19 lung illness, the suggested technique has demonstrated 
detection accuracy of 98.00, 99.00 and 98.00%, respectively. 

In a similar work done by Ismael and Şengür [19], the authors proposed a new model based on CNN 
for diagnosing COVID-19 from CXR images. The model used an image dataset of 200 healthy and 180 
COVID-19 chest X-rays. The suggested model used three deep CNN approaches, which are deep feature 
extraction, fine-tuning and end-to-end training of pre-trained CNN models. Five deep CNN models were 
applied for specifically deep feature extraction. SVM classifier was used with four kernel functions for 
classification of deep features. The deep features that were extracted by merging SVM classifier to the 
ResNet50 model along with the linear kernel function generated an accuracy score of 94.70%. The 
fine-tuning of the ResNet50 model was seen as 92.60%, whereas the 91.60% result was produced 
by end-to-end training of the new CNN model. In this work, deep learning approaches were seen to 
be outperformed. 

In a study conducted by Blain et al. [20], it was suggested that for determining the severity of lung 
diseases including COVID-19, application of deep learning approaches and tools on chest X-ray 
images were viable. The study was carried out on 65 chest X-rays from a hospital in Italy, under the 
review of two radiologists, out of which 48 images were of COVID-19 patients. In this work, deep 
learning models were used for lung segmentation as well as detecting opacity level. They used Cohen’s 
kappa analysis for interpretation and got 0.51 kappa concordance for alveolar opacities and also 
interstitial opacities of 0.71. They could also show that the severity of lung opacities was related to 
increased age, multimorbidity and necessity of taking precautions. 
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Further studies were done to find other related works, which were varying from the methods 
used, the diseases classified and identified and also the accuracy percentage attained. Usage of 
hybrid quantum-classical CNN gave 98.60% [21], deep CNN model gave 97.80% [22], DFC 
mechanism along with CNN gave 96.00% [23], GAN along with transfer learning and LSTM gave 
99.00% [24], DENSENET121, Mobile Net and NasNet models based on optimistic prediction 
majority gave 100.00% [25], a combination of five different pre-trained CNN models on three different 
datasets gave 96.10, 99.50 and 99.70%, respectively [26], and four different pre-trained deep learning 
models gave 99.31, 98.61, 97.22 and 95.13%, respectively [27]. 

3. Research motivations 

The different diseases that can be identified from chest X-rays are pneumothorax, 
consolidation, infiltration, emphysema, atelectasis, effusion, fibrosis, pneumonia, pleural 
thickening, hernia, cardiomegaly, nodule mass and edema. After conducting a thorough literature 
study on the similar recent works conducted from 2020 onwards, the following research gaps 
were identified: 
1) It was observed that the highest accuracy obtained for classifying maximum among all the 
before-mentioned thirteen types of lungs diseases is 82.15%, which could be increased for more 
efficient classification [8–12]. 
2) The research also identified the presence of over-fitting and under-fitting in the existing models, 
which could be eliminated [13–15]. 
3) Accuracy was very low for models that were classifying lung diseases to very few classes which 
were not acceptable accuracy percentage [16–19]. 
4) The datasets studied with existing models had less observations, which can directly or indirectly 
affect the quality of work [20–23]. 
5) The majority of the similar deep learning models were not satisfactory in enhancing the image 
quality of X-rays [24–26]. 
6) Most of the existing works were following feature engineering mechanisms that could be made hybrid 
with the help of employing multiple feature engineering mechanisms for improving accuracy. 

3.1. Contributions 

Machine learning-based models can be a powerful tool for predicting diagnostic information from 
X-rays. It can be an efficient mode for predicting diagnostic information from X-ray images, but it 
requires careful data collection, preprocessing, feature extraction and model selection, as well as 
rigorous testing and validation to ensure that the model is accurate and reliable. In view with the 
research gaps identified, the proposed work provides the following contributions: 
1) Since the images in the dataset are of different size, a proper image resizing is done to make the 
images uniform before further processing, which can eventually result in justifiable observations.  
2) Otsu algorithm is used for binary conversion of images, as it makes the machine learning models 
more effective than non-converted images. 
3) X-ray images have a lot of speckle noise, which will affect the efficiency of classification. Noise 
removal is done using contrast limited adaptive histogram equalization (CLAHE), which is one of the 
effective algorithms for speckle noise removal. 
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4) During the process of classification of images, the most significant feature is detection of edges. 
Canny edge detector is used for the extraction of the edges of the images. 
5) Feature extraction is one of the important steps in the proposed methodology. Potential set of 
features such as shape, texture and wavelength were extracted with the following robust techniques: 
shape feature using connected regions and HOG, texture feature using gray-level co-occurrence matrix 
(GLCM), wavelet feature using Haar wavelet transformation (HWT). 
6) Regularized neighborhood component analysis (RNCA) is applied for feature selection. 
7) Optimized hybrid model consisting of CNN, DENSENET121, along with batch equalization 
was used for a novel classification of thirteen types of lung diseases from the X-ray image of lungs. 

4. Material and methods 

4.1. Dataset 

For medical imaging diagnosis, chest X-ray scanning is the most commonly used and cheapest 
method available till now. But because of the non-uniformity in chest X-ray scan images, it becomes 
difficult for direct processing of the images. The National Institutes of Health (NIH) Clinical Center 
released an open-source dataset for clinical researchers for aiding computing machines with artificial 
intelligence for effectively diagnosing and classifying various diseases. This dataset was made available 
publicly via https://nihcc.app.box.com/v/ChestXray-NIHCC/folder/36938765345. The NIH chest X-ray 
dataset consists of twelve files that have around 112,120 images, which are taken from the X-ray of 30,805 
patients. The images cover 14 classes, which include 13 different lung diseases like pneumothorax, 
consolidation, infiltration, emphysema, atelectasis, effusion, fibrosis, pneumonia, pleural thickening, 
hernia, cardiomegaly, nodule mass and edema and normal lungs images. 

The effectiveness of the classification increases with the number of images in the dataset and also the 
amount of pre-processing and quality enhancement of images. Before the NIH clinical center released this 
dataset, the only large available open-source dataset was provided by Openi with only 4143 images. The 
resource unavailability for labeling large number of images was the crucial cause behind the lack of large 
datasets. In the NIH dataset, the labeling was done using natural language processing (NLP) and text-mine 
disease classifications from related laboratory documents. The labels are found to be more than 90.00% 
accurate and best fit for supervised learning. The sample labeled dataset is provided in Figure 1. 

 

Figure 1. Sample labeled images from data set. 
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The dataset was divided into two splits. 77.00% of the data (86,524 images) were utilized for 
training and the remaining 23.00% of data (25,596 images) for testing. The data table based on the 
observations from radiographical reports along with corresponding frequency is drawn as in Table 1. 

Table 1. Observations from the dataset. 

Sl No Labels Observations Frequency 
1 No Finding 60,361 0.426468 
2 Infiltration 19,894 0.140557 
3 Effusion 13,317 0.0940885 
4 Atelectasis 11,559 0.0816677 
5 Nodule/Mass 12,113 0.0447304 
6 Pneumothorax 5302 0.0374602 
7 Consolidation 4667 0.0329737 
8 Pleural_Thickening 3385 0.023916 
9 Cardiomegaly 2776 0.0196132 
10 Emphysema 2516 0.0177763 
11 Edema 2303 0.0162714 
12 Fibrosis 1686 0.0119121 
13 Pneumonia 1431 0.0101104 
14 Hernia 227 0.00160382 

4.2. Methods 

General machine learning pipeline was adopted for the study, which is described in detail in the 
later sections. The machine learning pipeline begins with reading of data, followed by various 
preprocessing techniques including gray scale conversion, image resizing, image conversions, removal 
of noise, enhancement of image and detection of edges and patterns [28,29]. After employing the 
necessary pre-processing techniques using various algorithms, the features were extracted and 
selected, which are sent to the model. The model is then well-trained with the data and then tested. The 
performance is evaluated after the testing of the models using the performance analysis matrices 
including accuracy, sensitivity, precision, specificity and F1-score. Figure 2 explains the general 
pipeline of machine learning architecture used in the proposed work. 

 

Figure 2. Proposed method. 
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4.3. Proposed classification framework 

Machine learning has been vital to classify lung disorders and to improve the precision and 
effectiveness of identifying lung diseases such pneumonia, TB, lung cancer, etc. Figure 3 portrays the 
methodology that has been followed in the work, which reads the chest X-ray images, followed by 
pre-processing, feature extraction, feature selection, classification and performance evaluation. 

 

(a) 

 
(b) 

Figure 3. (a) Proposed methodology; (b) Proposed classification framework. 
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4.4. Image pre-processing 

Pre-processing is considered as the most significant part in every classification model, as it 
enhances the quality of input, thereby improving the output quality. Figures 4 and 5 depict the 
pre-processing steps followed in this work. 

 

Figure 4. Pre-processing of the data. 

 

Figure 5. Pre-processing of the data objects. 

4.4.1. Image resizing 

Image resizing is a common pre-processing step in machine learning that involves altering the 
size of an image while preserving its aspect ratio. Image resizing aids in improving the training speed 
as well as in bringing uniformity to the input data. Resizing of images has enhanced the accuracy of the 
model in many studies. In this work, all the images of chest X-rays are resized into 224 × 224 pixels for 
constructing the model much faster and easier as follows: 

 𝐽 𝑖𝑚𝑟𝑒𝑠𝑖𝑧𝑒 𝐼, 224, 224 . (1) 

This method accepts the image pixels count corresponding to the number of rows and columns 
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and converts the image to a resized image with 224 rows and columns. 

4.4.2. Grayscale conversion 

Grayscale conversion is a common pre-processing step in image analysis and computer vision 
applications. It abridges the algorithm and requires less computation. It involves altering a color image 
to a grayscale image, where each pixel in the grayscale image indicates the brightness of the corresponding 
pixel in the color image. The steps involved in grayscale conversion are given as follows: 
1) Scan the image to extract RGB color components from input image into 3 2D matrices; 
2) Create a zero matrix with same order of that of the RGB image; 
3) Convert each pixel value to grayscale value using weighted sum method on corresponding pixel 
position such as (i,j) as follows: 

 𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 𝑣𝑎𝑙𝑢𝑒 𝑎𝑡 𝑖, 𝑗 0.299  𝑅 𝑖, 𝑗 0.587 𝐺 𝑖, 𝑗 0.114 𝐵 𝑖, 𝑗 . (2) 

Adaptive histogram equalization is employed in this study to convert the input images into 
grayscale-based images as in Figure 6. This will improve the contrast through several histograms by 
redistributing the image luminance values. 

 

Figure 6. Pre-processing of the data objects. 

4.4.3. Binary conversion 

Otsu’s method is a widely used technique for thresholding grayscale images to change them into 
binary images [30]. The binary image consists of pixels that are either white (with a value of 1) or 
black (with a value of 0), based on whether their intensity values exceed a certain threshold value. 
Otsu’s method involves finding the best threshold value which separates the grayscale image. The 
particular threshold value is chosen such that the variance between the two classes is maximized, while 
the variance within each class is minimized. Here are the steps involved in Otsu’s method for 
thresholding a grayscale image: 
1) Histogram representation of the grayscale image showing the distribution of pixel intensities is 
formed 
2) Normalize the histogram to determine the probability distribution function (PDF). 
3) Calculate cumulative distribution function (CDF) of the PDF. 
4) Find the mean intensity value of the image collection. 
5) For each possible threshold value, calculate the between-class variance. 
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6) Choose the threshold value that maximizes the between-class variance. 

 𝜎 𝑡 𝑤 𝑡 𝜎 𝑡 𝑤 𝑡 𝜎 𝑡 , (3) 

where 𝑤  and 𝑤  are the probabilities of 2 classes with threshold t, which are calculated from the 
L-bins of the histogram as shown below: 

 𝑤 𝑡 = ∑ 𝑝 𝑖 , (4) 

 𝑤 𝑡 = ∑ 𝑝 𝑖 . (5) 

Once the optimal threshold value has been determined, the grayscale form of the image can be 
converted into the binary format of the image by setting the intensity value of each pixel to 1 if its 
intensity value exceeds the threshold, and otherwise 0. 

4.4.4 Noise removal 

CLAHE is an efficient algorithm for noise removal [31]. To reduce noise presence in the images, 
we used the CLAHE method along with high boost filtering. The proposed technique employs an 
effective filter chain, which consist of a sound absorption filter, a high pass filter and a CLAHE filter, to 
process the 2D X-ray images. For X-ray images in 2D format, the approach automatically and without user 
intervention enhances the contrast. In order to facilitate accurate diagnosis, tissue contrast will be given 
that is customized for each treatment. 

The CLAHE algorithm enhances the image quality based on clip limit as well as tile size, 
following Rayleigh distribution as given below:  

 𝑝𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 𝑗 𝑝𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒 2  𝜆 𝑙𝑛 1 , (6) 

where 𝑝𝑖𝑥𝑒𝑙𝑣𝑎𝑙𝑢𝑒   is a lower limit of pixel value, 𝜆 is Rayleigh’s parameter for scaling and 
𝑠𝑢𝑚 𝑗  is the cumulative probability. 

4.4.5. Edge detection 

Canny edge detection is one of the best edge detecting algorithms for detecting edges in X-ray 
images [32]. The first step of the Canny operator edge detection technique is smoothing the image 
using a Gaussian filter, and the next step is the maximum suppression of the amplitude with the 
gradient’s direction. The third step employs the double threshold technique to identify and detect the 
edges. Figure 7 depicts the block diagram for these phases. 

 

Figure 7. Block diagram of Canny edge detection. 

The local gradient amplitude maximum is sought after using the Canny operator edge detection 
technique. Since the original Canny edge detection algorithm cannot handle color images, it is only utilized 
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for grayscale images, making it very difficult to determine parameters adaptively. Figure 5 provided in one 
of the previous sections illustrates the pre-processing followed in the study with sample images. 

4.5. Feature extraction 

The technology has difficulty in diagnosing chest illness and performs low when the images are 
sent directly for classification. In order to achieve the best detection results, it is crucial to extract the 
appropriate features. Based on the literature survey, we identified that shape, texture and wavelet 
features can be the key features from which lung diseases can be differentiated much better than 
existing frameworks, which are explained below in detail. 

4.5.1. Shape feature extraction 

The object retrieval procedure makes use of connected regions, which is ideally suited for 
obtaining shape information from the input samples [33]. The formulas used to calculate shape 
features are given in Table 2 and sample histograms are shown in Figure 8. 

Table 2. Formulae for shape features extraction from HOG. 

Sl No Feature Equation 

1 Perimeter ∑ 𝐸  
,

, 𝑖, 𝑗   

2 Area ∑ 𝑏,
, 𝑖, 𝑗   

3 Circularity   

 

Figure 8. (a) Normal lungs; (b) histogram of normal; (c) pneumonia; (d) histogram of pneumonia. 
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4.5.2. Texture feature extraction 

Gray level co-occurrence matrix (GLCM) is an effective method for text feature extraction from 
X-ray images [34]. The spatial pixel value arrangement of the image corresponds to the texture 
features. The GLCM approach is preferred by the suggested model to obtain text-based characteristics. 
The full set of features was composed of textural, first-order, statistical and higher-order textural 
features based on the GLCM, gray-level run length matrix (GLRLM), gray level size zone matrix 
(GLSZM) and neighboring gray tone difference matrix (NGTDM) of the image. 

The GLCM method determines the precise relationship between two pixels in an image that are 
separated by a particular amount. The suggested work extracts statistical features from the many 
features that the GLCM approaches contain. Many features are extracted using the suggested feature 
extraction techniques, potentially increasing computing complexity. Consequently, choosing an ideal 
feature collection is crucial for reducing computing complexity. The formulas for feature extraction for 
this study is shown in Table 3 and the flow is shown in Figure 9. 

Table3. Formulas for texture features extraction from GLCM. 

Sl No Feature Formula 

1 Contrast ∑ 𝑃 ,  , 𝑖 𝑗   

2 Correlation ∑ 𝑃 ,  ,
µ µ

  

3 Energy ∑ 𝑃 ,,   

4 Entropy ∑ 𝑃 , ln𝑃 ,,   

5 Mean ∑ 𝑖 𝑃 ,  , µ ∑ 𝑗 𝑃 ,   ,,   

6 Variance σ ∑ 𝑃 , 𝑖 µ, , σ ∑ 𝑃 , 𝑗 µ,  

7 Standard Deviation σ σ , σ σ  

 

 

Figure 9. Texture feature extraction. 
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4.5.3. Wavelet feature extraction 

The simplest wavelet transform technique is the Haar transform [35]. Using many stretches and 
shifts, the HWT technique cross-multiplies a function over the Haar wavelet. The HWT works by 
dividing an image into smaller sub-regions or blocks, called wavelets. Each wavelet is a scaled and 
shifted version of a simple waveform, called the mother wavelet. The transformation is carried out in a 
hierarchical manner, with each level of the transformation generating a set of coefficients that 
represent the frequency content of the image at that level. The mother wavelet function of Haar 
wavelet can be described as: 

 𝜓 𝑡
1        0 𝑡 ,

1    𝑡 1,

0          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. (7) 

4.6. Feature selection 

By selecting the most useful characteristics, selection of features brings down the high data 
dimensionality [36]. Neighborhood components analysis (NCA) is used for feature selection in the 
proposed cataract detection method. Using feature weights, this technique can forecast features in the 
best possible way. This stage’s goal is to reduce computing complexity and improve classification 
accuracy. The multi-level feature selection method called NCA algorithm followed by relief algorithm 
is the suggested RNCA. The pseudo code of relief and NCA algorithm is shown below (Algorithm 1): 

Algorithm 1: Algorithm for RNCA 
Input: Extracted features 
Output: Reduced features 
Featured dimentionality reduction: features, SD, threshold 
START 
Featureout = feature 
for I = 1 to m do Decision1 = threshold/ featureout[i]: Decision2 = average/featureout[i] 
Endfor 
If (Decision1 > threshold and Decision2 > threshold 
Then 
featureout[i] = [] 
Endif 
END 

By selecting instances at random from the dataset that is given as input to the algorithm, followed 
by updating each feature and identifying instances that are close to one another based on the 
differences between the selected instance and two nearby instances of the same and opposite classes 
based on the threshold value, the selection of relevant features from the input is taken based on the 
threshold. This method will thus reduce the number of features. 
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4.7. Model building 

There are several machine learning models that can be used to detect images using their features 
or properties. Our proposed model is a hybrid model that is an optimized CNN_DENSENET121 
(densely-connected convolutional neural network) with batch equalization.  

The proposed hybrid model is a combination of CNN and DENSENET121. Initially, the CNN 
gathers the input of selected features and the further processes are performed by DENSENET in the 
network system. The loss in the network is optimized using the improved Aquila optimization (IAO) 
technique. The goal of this IAO method is to minimize the loss function through weight parameter 
update. A convolutional neural network and dense network (CNN + DENSENET121) combination is 
an effective approach for many modern image recognition tasks. CNN acts as the frontend and 
DENSENET acts as the backend. The CNN extracts the features by applying relevant filters and the 
DENSENET analyzes these features, taking into consideration the information received from previous 
time-steps. 

The network starts with the traditional 2D CNN followed by batch normalization, ELU activation, 
max-pooling and dropout with a dropout rate of 50%. Three such convolutional layers are placed in a 
sequential manner with their corresponding activations. The convolutional layers are followed by the 
permute and the reshape layer, which is very necessary as the shape of the feature vector differs from 
CNN to DENSENET. The convolutional layers are developed on 3D feature vectors, whereas the 
dense networks are developed on 2D feature vectors. The permute layers change the direction of the 
axes of the feature vectors, which is followed by the reshape layers, which convert the feature vector to 
a 2D feature vector. Finally, the output of the bidirectional layers is fed to the time distributed dense 
layers followed by the fully connected layer. 

CNN, a common deep neural network type for image classification, object recognition and other 
computer vision applications, is the CNN [37]. The input to a CNN model is typically a grayscale or 
RGB image, which is pre-processed by resizing and normalizing the pixel values to a common scale. 
The model parameters are updated using backpropagation and are repeated for multiple epochs until 
the model converges to a stable set of parameters. 

 

Figure 10. DENSENET121 architecture. 

The deep learning network class includes DENSENET. Figure10 narrates the architecture of 
DENSENET121. There are variations of the DENSENET, including DENSENET-121, 
DENSENET-160 and DENSENET-201 [38]. The numbers in the name refer to how many layers there 
are in the neural network. The following are the 121 layers of DENSENET121: basic convolution 
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layer with 64 filters of size 7 × 7 and a stride of 2, basic pooling layer with 3 × 3 max pooling and a 
stride of 2, Dense Block 1 with 2 convolutions repeated 6 times, transition layer 1 (1 Conv + 1 
AvgPool), Dense Block 2 with 2 convolutions repeated 12 times, transition layer 2 (1 Conv + 1 
AvgPool), Dense Block 3 with 2 convolutions repeated 24 times, transition layer 3 (1 Conv + 1 
AvgPool), Dense Block 4 with 2 convolutions repeated 16 times, global average pooling 
layer—accepts all the feature maps of the network to perform classification and output layer.  

The DENSENET consists of many Dense-Blocks [39], of which each block has the same 
dimensions with a different number of filters. It is a crucial step in CNN that the transition layer applies 
batch normalization via down sampling. 

The classification performance of CNN+DENSENET121 is influenced by the available loss 
function. Thus, the loss function is minimized by updating the weight parameters using the IAO 
approach [40]. The available loss function is described as 

 𝐿 ∑ 𝑎 𝑘 , (8) 

where 𝑇 represents the total number of iterations, actual value is signified as 𝑎  and 𝑘  is the predicted 
value. The disease in the image are detected based on the objective function [41], which is expressed as 

 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑀𝑖𝑛 𝐿 . (9) 

The goal of this IAO method is to minimize the loss function through weight parameter [42] 
update. This is one of the population-based approaches and is motivated from the hunting behavior 
of Aquila. Using IAO, the feature initialization is done by 

 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑙 , . . . 𝑙 , 𝑙1,K-1 𝑙 ,

𝑙 , . . . . 𝑙 , . . . 𝑙 ,

. . . . . . . 𝑙 , . . . . . .
⋮ ⋮ ⋮ ⋮ ⋮

𝑙 , . . . . 𝑙 , . . . 𝑙 ,

𝑙 , . . . 𝑙 , 𝑙 , ` 𝑙 , ⎦
⎥
⎥
⎥
⎥
⎥
⎤

. (10) 

The present feature solution is represented in Eq (10), in which 𝑙  mentions the position of needed 
features in solution 𝑗, 𝑃 mentions the overall features and the problem size is signified as 𝐾. After the 
operation of initialization, the IAO approach randomly creates the features [43]. It is mentioned as 

 𝐹 𝑟𝑎𝑛𝑑 𝑢𝑏 𝑙𝑏 𝐿𝐵 , 𝑖 1,2, . . . ,𝑃𝑗 1,2, . . . ,𝐾, (11) 

where 𝑢𝑏  signifies the upper bound in 𝑗  position, the lower bound in 𝑗  position is indicated 
as 𝑙𝑏  and 𝑟𝑎𝑛𝑑isthe random number. The IAO approach performs four stages like expanded 
exploration, Narrowed exploration, Weight Strategy and Normalization to obtain the objective 
function, which are explained in the following subsections. 

1) Process of expanded exploration: Here [44], the search agent moves to search the effective 
features and chooses the optimal set of features for robust cataract detection. It is given as 

 𝐿 ℎ 1 𝐿 ℎ 1 𝐿 ℎ 𝐿 ℎ 𝑟𝑎𝑛𝑑 , (12) 

where the next iteration in solution ℎis mentioned as 𝐿 ℎ 1 , the optimal solution that identify the 
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important affords the is indicated as 𝐿 𝐻 , the high process of exploration is maintained by 
applying 1 , 𝑟𝑎𝑛𝑑 is the random distribution ranging from 0 to 1, the present number of 

iteration is specified as ℎ and the maximum iteration is indicated as 𝐻. 

 𝐿 ℎ ∑ 𝐿 ℎ ,∀𝑗 1,2, . . . ,𝑃, (13) 

where 𝑃 refers to the total features, 𝐾 mentions the problem size and the present iteration is 
represented a sℎ. 

2) Narrowed exploration process: In this process [45], the locations of features are efficiently 
targeted by the search agent. Then, it encircles the important features and selects for the cataract 
detection process. The formulation for updating the position of the search agent is determined as 

 𝐿 ℎ 1 𝐿 ℎ 𝛾 𝑃 𝐿 ℎ 𝑥 𝑦 𝑟𝑎𝑛𝑑, (14) 

where 𝐿 ℎ 1  represents the upcoming iteration of solutionℎ, 𝑃 mentions the position of feature, 
Levy flight distribution function is denoted as 𝛾 𝑃 , and 𝐿 ℎ  represents the random solution. 
Levy flight distribution is computed as 

 𝛾 𝑃 𝑣
| |

, (15) 

where 𝑢specifies the constant value 0.7 and𝑔and𝛽are the random numbers ranging between 0 and 1. 
The constant term 𝛽 is computed as 

 β .  (16) 

Expanded exploitation: The exploitation process [46] is expanded by the search agent through 
vertically descending to develop the feature attributes. Then, the search agent begins to choose the 
features that are appropriate for analyzing the cataract from the given input images. Depending on 
the size and quality, the search agent can select the features. Furthermore, the features that maintain 
the fitness function are chosen as optimal. 

Narrowed exploitation: Based on the feature’s robustness, the search agent can choose the 
significant features for the process of detection. In the final location, the search agent can select 
the features. 

The computation of quality function [47] is evaluated as 

 𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ℎ ℎ , (17) 

 𝑅 2 𝑟𝑎𝑛𝑑 1, (18) 

 𝑅 2 1 , (19) 

where 𝑄𝑢𝑎𝑙𝑖𝑡𝑦𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ℎ  mentions the range of the quality function in iteration ℎand the 
random number ranges from 0 to 1 are denoted as 𝑟𝑎𝑛𝑑. The performance of the optimization 
approach is enhanced by introducing a weight strategy. 
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3) Weight strategy: Each of the features are in varied position and initially the search space is 
very large. According to the maximum iteration, the feature’s distribution scope is compressed and it 
generates the search space as small. The proposed optimization algorithm moves in to local optimum 
due to the reduced feature set. To enhance the different characteristics of features and recover the 
optimization algorithm from the local optima, the weight factor is applied. In this [48], the objective 
function is evaluated for each iteration and the attained result from every iteration is compared with 
each other. By analyzing the best objective function, the optimal solution is obtained. The 
pseudocode of IAO approach [49] is illustrated in Algorithm 2. 

Algorithm 2: AO approach 
Initialization of features 
Initialize the parameters such as 𝜹,𝜸, . .. 
if (condition is not satisfied) do 
Compute the objective function using Eq (13) 
𝑳𝒃𝒆𝒔𝒕 𝒉  = Determine the robust solution based on the objective function 
For 𝒊 𝟏,𝟐, . . . . ,𝑷  do 
Update the current solution 𝑳𝑵 𝒉  
Update 𝒉, 𝒓,𝑹𝟏,𝑹𝟐 and 𝜸 𝑷  
If 𝒓𝒂𝒏𝒅 𝟎.𝟓 then 
Solution update using Eq (14) 
If 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑲𝟏 𝒗 𝟏 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑲 𝒗  then 
𝑳 𝒉 𝑳𝟏 𝒉 𝟏  
end if 
else 
Solution update using Eq (15) 
If 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑳𝟐 𝒉 𝟏 𝑶𝒃𝒋𝒇𝒖𝒏𝒄𝑳 𝒉  then 
𝑳 𝒉 𝑳𝟐 𝒉 𝟏  
end if  
else 
if 𝒓𝒂𝒏𝒅 𝟎.𝟕 then 
Solution update using Eq (16) 
if 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑳𝟑 𝒉 𝟏 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑳 𝒉  then 
𝑳 𝒉 𝑳𝟑 𝒉 𝟏  
end if 
end if 
else  
Solution update using Eq (17) 
          if 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑳𝟒 𝒉 𝟏 𝑶𝒃𝒋𝒇𝒖𝒏𝒄 𝑳 𝒉  then 
Using Eq (15), compute quality function 
Apply weight strategy using Eq (16) 
end if 
return 

4) Normalization [50] is a procedure to change the value of the numeric variable in the dataset to 
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a typical scale, without misshaping contrasts in the range of values. The main benefit of batch 
processing in Machine Learning is that it can improve the accuracy and stability of your model training 
and optimization. Input at each layer is brightened, which will help in having fixed distributions of 
inputs that would evacuate the ill impacts of the internal covariate shift. 

Normalizing the activations [51] of the earlier layer implies that presumptions the ensuing layer 
makes about the spread and distribution of inputs during the weight update won’t change significantly 
in any event. This has the impact of stabilizing and accelerating the preparation training procedure of 
DNN. This normalization of inputs might be applied to the input variable for the first hidden layer or to 
the activation from a hidden layer for a more profound layer [52]. It tends to be utilized with most deep 
network types, for example, CNN and DENSENET. 

The disease classes ranging from 1 to 14 are not shared uniformly. In the proposed experimental data, 
the number of images varies in each class. When a mini-batch is designed randomly, the grading model 
obtains the information from unbalanced occurrences and then it becomes biased. This issue is solved by 
applying a strategy of batch balancing. The similar number of occurrences are randomly chosen during the 
construction of a mini-batch, i.e., 25 images from all the groups and generate the batch fully balanced. 

Training and validation: The pre-processed and feature-extracted data is then used to train the 
chosen model. In this study, the dataset is divided into training and testing data. The data is divided 
in such a way that 80.00% of data (89,696 images) were used for trainings and the remaining 20.00% 
(22,424 images) for testing its performance. 

Model evaluation: Once the model completes the training, its efficiency is checked by providing a 
test dataset and performance is measured using various evaluation metrics. This is crucial for ensuring 
that the model can generalize successfully with novel, previously unexplored data. Performance 
evaluation is discussed in detail in the next section. Overall, machine learning can be a powerful tool 
for detecting lung diseases, but it requires careful data collection, pre-processing, feature extraction and 
model selection, as well as rigorous testing and validation to ensure that the model is accurate and reliable. 

5. Experimentation, results and analysis 

5.1. Experimental setup 

The experimental setup is as shown in Figure 11 with 16 GB RAM and Intel Core i5 8th Gen CPU 
with 3.0 GHz speed. Anaconda 3.0 was used for implementing the proposed scheme. 

 

Figure 11. DENSENET121 architecture. 
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5.2. Experimental parameter 

The experimental setup is provided in Table 4. Parameter settings of CNN and DENSENET121 
are shown in Table 5. 

Table 4. Experimental setup. 

Manufacturer Acer@ 

Processor Intel® Core™i5-4670S CPU @3.10GHz 

RAM 16.0 GB (15.9 GB usable) 

System Type 64-bit Operating System 

Table 5. Model parameters. 

CNN DENSENET121 
Number of epochs 20 Number of epochs 10 
Iterations 500 Iterations 500 
Iteration per epoch 25 Iteration per epoch 50 

The efficiency or caliber of the proposed model is assessed using a number of metrics, also known 
as performance metrics or evaluation metrics. Performance analysis of machine learning models is a 
crucial step in evaluating the effectiveness and efficiency of the model. It involves measuring the 
accuracy and other relevant metrics of the performance of the model on a test dataset, which is separate 
from the dataset used for training the model. In this study, the model performance is evaluated through 
accuracy, precision, sensitivity and ROC curve for CNN and DENSENET121. 

5.3. Performance evaluation 

Classification accuracy [53] is the count of predictions done correctly divided by the entire 
number of predictions, multiplied by 100. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦     

   
. (20) 

The precision [54] comes from the proportion based on positive predictions that was actually correct. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 , (21) 

where TP stands for true positive and FP stands for false positive. 
Sensitivity [55] is measured as the proportion based on actual positives identified incorrectly. 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 , (22) 

where FN stands for false negatives. 
F1-score [56] is the harmonic mean based on precision and sensitivity. 
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 𝐹 𝑠𝑐𝑜𝑟𝑒 2 . (23) 

Specificity [57] maps for the number of correct negative predictions divided by the total number 
of negatives. 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 , (24) 

where TN stands for true negative. 
Performance analysis in terms of accuracy, precision, sensitivity, F1-scoreand specificity of each 

class is displayed in Figures 12–16 respectively. 

 

Figure 12. Accuracy comparison of CNN, DENSENET121 and the proposed hybrid model. 

 

Figure 13. Precision comparison of CNN, DENSENET121 and the proposed hybrid model. 
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Figure 14. Sensitivity comparison of CNN, DENSENET121 and the proposed hybrid model. 

 

Figure 15. F1-score comparison of CNN, DENSENET121 and the proposed hybrid model. 

 

Figure 16. Specificity comparison of CNN, DENSENET121 and the proposed hybrid model. 
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In the performance analysis, the proposed model is more effective in more than 12 classes of lung 
disease classification. Overall performance is also analyzed for all three models. Figure 17 shows the 
overall performance of the three models. The values of various performance metrics obtained by each 
model are compared. 

 

Figure 17. Overall performance comparison. 

6. Conclusions and future scope 

Medical classification of images is essential to many fields of medical study [58]. This study used 
deep learning models to create a comprehensive computer-aided model for classifying chest X-ray 
images. The proposed model is a hybrid model optimized with intelligent AO with batch equivalence 
applied. Various preprocessing steps were executed to improve the model performance, which include 
binary conversion using Otsu algorithm, noise removal using CLAHE and edge detection using Canny 
edge detection. Later, feature extraction was also done, which included extraction of shape features 
using connected regions, texture features using GLCM, wavelet features using HWT and feature 
selection done using RNCA. Two well-known deep learning models like CNN and DENSENET121 
were implemented for the classification, where DENSENET50 was found to be more effective to 
classify all the 14 classes with respect to accuracy, precision and sensitivity. DENSENET121 
performed with 85.00% of accuracy followed by CNN with 80.00%. Also, DENSENET121 has 
proven to be more efficient in the terms of precision and sensitivity. It is clearly visible from the study 
that DENSENET121 is very much effective in classifying the various 13 categories of diseases. 
Advanced methods like explainable and interpretable machine learning can be used in the future to 
find the reason for classification based on various features being selected and performance can be 
further enhanced by restructuring of the model according to the interpretations identified. The 
proposed model can very well be generalized with any chest X-ray image dataset. Upon the 
non-availability of the different dataset with all types, we could not test our model for different 
datasets. The model may not detect existence of more than one lung disease from the input but it 
will be classified based on highest intensity of infection among the diseases present. 
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