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Abstract
Lupus Nephritis (LN) is a significant risk factor for morbidity and mortality in systemic lupus erythematosus, and nephro-
pathology is still the gold standard for diagnosing LN. To assist pathologists in evaluating histopathological images of 
LN, a 2D Rényi entropy multi-threshold image segmentation method is proposed in this research to apply to LN images. 
This method is based on an improved Cuckoo Search (CS) algorithm that introduces a Diffusion Mechanism (DM) and an 
Adaptive β-Hill Climbing (AβHC) strategy called the DMCS algorithm. The DMCS algorithm is tested on 30 benchmark 
functions of the IEEE CEC2017 dataset. In addition, the DMCS-based multi-threshold image segmentation method is also 
used to segment renal pathological images. Experimental results show that adding these two strategies improves the DMCS 
algorithm's ability to find the optimal solution. According to the three image quality evaluation metrics: PSNR, FSIM, and 
SSIM, the proposed image segmentation method performs well in image segmentation experiments. Our research shows 
that the DMCS algorithm is a helpful image segmentation method for renal pathological images.

Keywords  Multi-threshold image segmentation · 2D Rényi entropy · Renal pathology · Cuckoo search algorithm · Swarm 
intelligence algorithms · Bionic algorithm

1  Introduction

Renal pathology is a subspecialty of general pathology based 
on the diagnostic evaluation of light microscopy, immu-
nofluorescence microscopy, and electron microscopy for 
medical and transplant kidney disease characteristics. Renal 

pathologists examine renal biopsies to provide a definitive 
clinicopathologic diagnosis, working closely with nephrolo-
gists, which is particularly significant for Lupus Nephritis 
(LN) [1]. LN is a significant cause of morbidity and mortal-
ity in systemic lupus erythematosus and has a broad histo-
pathological spectrum [2, 3]. Renal biopsy is not necessary 
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to confirm the diagnosis of LN but is essential to define the 
quality and severity of the renal injury and is a guide for 
treatment [4]. However, histopathological changes of LN 
are complex, varied, and sometimes unstructured; it needs 
expertise and effort to assess the biopsies. Nowadays, large 
amounts of digital image data from renal biopsies are being 
generated. Accordingly, there is a strong demand for devel-
oping computer-based image analysis systems for nephropa-
thology, especially for the challenging images of LN.

Aiming development of intelligent medical systems [5], 
researchers apply more image processing techniques [6, 
7]. The segmentation of kidney structure is an early step in 
computer-assisted nephropathological image analysis sys-
tems. In the early days, renal biopsies were manually visu-
alized and interpreted by renal pathologists, but due to the 
need to reduce the consumption of time and resources and 
the support of science and technology, researchers began to 
seek ways to automate the process [8]. Albayrak et al. [9] 
proposed a two-stage image segmentation to obtain cellular 
structures in high-dimensional renal cell carcinoma histo-
pathological images. In this method, a simple linear itera-
tive clustering means is utilized to segment the image into 
superpixels, and then the superpixels are clustered by the 
latest segmentation method based on clustering. Experimen-
tal results show that a super-pixel segmentation algorithm 
can be used as a pre-segmentation method to improve the 
performance of cell segmentation.

Yoruk et al. [10] introduced a fully automated kidney 
segmentation technology for evaluating Glomerular Filtra-
tion Rate (GFR) in children, which improves iterative graph 
cut-based image segmentation methods by training a ran-
dom forest classifier to segment kidney tissue into cortical, 
medullary and collecting systems. According to GFR, this 
automatic segmentation method has similar segmentation 
results to manual segmentation results to manual segmen-
tation methods and saves much time, even reducing seg-
mentation time from several hours to 45 s. Gadermayr et al. 
[11] proposed and studied a two-order pipeline consisting 
of weak supervision-based patch detection and accurate seg-
mentation for glomerular segmentation. This pipeline does 
not require any previously acquired training data, thus reduc-
ing manual effort and manual annotation costs. Li et al. [12] 
put forward a novel graphic construction scheme that uses 
the optimal surface search method to solve, construct differ-
ences, and model the relationship between surfaces in the 
graph. The innovation of this graphic construction scheme 
is that it can simultaneously segment the outer and inner 
surface of the kidney, which solves the problem of renal 
cortex segmentation, which is rarely studied. Yang et al. [13] 
proposed a kidney partitioning method that achieves robust 
segmentation accuracy for dynamic contrast-enhanced MRI 
with little manual manipulation and parameter settings. The 
segmentation results match well with the manually generated 

results, which is superior to the segmentation results of 
existing technical methods.

The work mentioned above mainly draws on machine 
learning and deep learning methods to achieve image seg-
mentation; however, such methods have disadvantages, such 
as a long training cycle, large time and resource consumption, 
large data demand, and the inability of the trained model 
to be universal. The other image segmentation method, i.e., 
multi-threshold image segmentation technology, which is the 
most basic image segmentation technique, obtains appropri-
ate thresholds by combining with swarm intelligence algo-
rithms, which can solve the problems of large computation, 
long computation time, and low segmentation accuracy of 
traditional multi-threshold image segmentation methods 
[14]. In the last few years, this method has been recognized 
by many scholars and put into research due to its remark-
able effect. Nguyen et al. [15] proposed a novel method for 
improving Moth Flame Optimization (MFO) [16] by mix-
ing lévy flight and flame update formulations of logarithmic 
functions and proved that it has an excellent performance in 
the field of multi-threshold image segmentation. Zhou et al. 
[17] put forward a multi-threshold image segmentation tech-
nology based on the Moth Swarm Algorithm (MSA) and 
used Kapur's entropy method to optimize the threshold of 
the test image, and experiments verified the robustness and 
availability of the technique.

Zhao et al. [18] intensely studied the introduction of 
Horizontal Cross-Search (HCS) and Vertical Cross-Search 
(VCS) into a variant of Ant Colony Optimization (ACOR), 
improved the original ACOR mechanism, formed an 
improved algorithm called CCACO, and achieved a higher 
level of powerful results in image segmentation. Sharma 
et al. [19] proposed a new hybrid Butterfly Optimization 
Algorithm (BOA) called MPBOA by combining the BOA 
with the symbiotic and parasitic stages of the Symbiosis 
Organisms Search (SOS) algorithm. This method obtains 
the optimal threshold in the multi-threshold problem of 
single image segmentation, and the overall performance in 
search behavior and the convergence time is satisfactory. 
To increase the diversity of Whale Optimization Algorithm 
(WOA) solutions and avoid falling into local optimum, 
Chakraborty et al. [20] changed the random solution selec-
tion process in the search prey phase. They integrated the 
cooperative hunting strategy of whales into the exploitation 
phase of the algorithm. An Improved WOA (ImWOA) algo-
rithm was proposed. The authors used the ImWOA method 
to effectively solve the multi-threshold image segmentation 
problem. Chakraborty et al. [21] also used the improved 
WOA algorithm to enhance the diagnostic efficiency of a 
computational tool that can quickly use COVID-19 chest 
X-ray photos to determine the severity of the disease. The 
improved WOA algorithm, called mWOAPR, integrates the 
random initialization population in the global search phase. 
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The COVID-19 chest X-ray images are segmented using the 
multi-threshold method and the Kapur's entropy fitness func-
tion calculated from the two-dimensional histogram of the 
gray image.

Bio-inspired computing is roughly defined as using com-
puters to model the underlying mechanisms of biological phe-
nomena and to study the use of computing from the perspec-
tive of intelligent populations [22]. Swarm intelligence-based 
computing is an essential branch of biological computing. To 
solve various problems, many computing algorithms based 
on swarm intelligence to simulate natural swarm models have 
been invented [23, 24]. The more well-known and standard 
swarm intelligence optimization algorithms involve Particle 
Swarm Optimization(PSO) [25], Differential Evolution(DE) 
[26], Gray Wolf Optimization(GWO) [27], Ant Colony 
Optimization(ACO) [28], Harris Hawks Optimization(HHO) 
[29], Whale Optimization Algorithm(WOA) [30], Genetic 
Algorithm(GA) [31], Cuckoo Search Algorithm(CS) [32] and 
Sine and Cosine Algorithm(SCA) [33] and so on. In addition, 
the swarm intelligence algorithm and its improved version 
have been effectively applied and developed in many aspects 
of life and production. Gharehchopogh et al. [34] introduced 
the lévy mutation operator, Cauchy mutation operator, and 
Gaussian mutation operator to improve the performance of 
the Tunicate Swarm Algorithm (TSA) to evaluate six large-
scale engineering problems, named QLGCTSA algorithm. 
Tree Seed Algorithm (TSA) has been developed in hybridiza-
tion, improvement, mutation, and optimization with its ability 
and advantages since it was proposed in 2015 [35, 36]. The 
Sparrow Search Algorithm (SSA) [37] is robust. Nowadays, 
its application in the structural improvement of artificial neu-
ral networks and the optimization of hyperparameter param-
eters of deep learning has also been recognized by scholars 
[38]. Since its introduction in 2014, the Symbiotic Organisms 
Search (SOS) has had improved versions, multi-objective 
versions, and hybrid discrete types, which are very effective 
in solving complex and NP-hard problems [39, 40]. WOA is 
a very popular optimization algorithm, and its improved ver-
sions are even more numerous. They play an important role 
in engineering, clustering, classification, robot path, image 
processing, network, task scheduling and other engineering 
applications [41]. The Moth Flame Optimization (MFO) 
algorithm is also a widely used optimization algorithm, and 
the butterfly optimization algorithm is a relatively new algo-
rithm. Sahoo et al. combined the two and proposed a novel 
hybrid algorithm h-MFOBOA, which solves the two practical 
problems of optimal gas production capacity and three-bar 
truss design [42]. In besides, swarm intelligence algorithms 
have been applied to solve many other problems [21, 43–47].

Among the numerous swarm intelligence algorithms, 
the CS algorithm has only two control parameters, so it 
does not need to readjust every new problem. The algo-
rithm is simpler and more general, has good scenarios 

in many fields, such as optimization and computational 
intelligence [48–52], and has excellent application sce-
narios. This paper uses the CS algorithm based on the 
original multi-threshold image segmentation technology 
to be improved. Following the no-free lunch theorem 
[53], no learning algorithm can consistently produce the 
most accurate learner in any field. Talking about which 
algorithm is better is meaningless when divorced from 
the actual situation. When dealing with optimization and 
multi-threshold image segmentation problems, the CS 
algorithm also has problems such as falling into local 
optimum and slowing convergence speed. Therefore, this 
paper introduces the Diffusion Mechanism (DM) and the 
Adaptive β-Hill Climbing (AβHC) mechanisms into the 
algorithm. DM strategy can generate more solutions by 
dispersing the population, increasing the cuckoo popula-
tion diversity, and avoiding the algorithm from stagnation 
and local optimum. AβHC strategy makes the algorithm 
continuously explore more appropriately, contributing to 
the search for better solutions in the algorithm exploita-
tion stage. In this article, the CS algorithm is chosen to be 
studied, and multi-threshold image segmentation experi-
ments test the performance of the improved version. To 
verify the performance of the above strategies in the CS 
algorithm, the IEEE CEC2017 [54] dataset test experiment 
and renal pathology image segmentation experiment were 
carried out. The experimental results demonstrate that the 
proposed algorithm has improved its optimization ability 
to find the optimal solution for CEC2017 functions. The 
image segmentation effect is better according to the image 
quality evaluation metrics.

To summarize, the contributions of this article are as 
follows:

(1)	 An improved CS algorithm, DMCS, is proposed based 
on the DM and AβHC strategies.

(2)	 Combining the multi-threshold medical image segmen-
tation method of renal pathology image with DMCS 
results in more accurate and higher-quality image seg-
mentation results.

(3)	 Different image quality metrics are employed to assess 
the experimental results of image segmentation. The 
evaluation results show that the DMCS algorithm sig-
nificantly improves its convergence and segmentation 
ability.

The rest of this paper is arranged as follows. Section 2 
presents the proposed DMCS. Section 3 gives the experi-
ment results and discussions on the CEC2017 dataset, 
and Sect. 4 offers the renal pathology image segmentation 
experiment. Finally, Sect. 5 summarizes the conclusions 
and future works.
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2 � Proposed DMCS

This part introduces the original CS algorithm and the pro-
posed DMCS algorithm. Firstly, the rules and processes of 
the original CS algorithm are introduced. On this basis, the 
principles and mathematical formulas of the two mecha-
nisms used in the DMCS algorithm and how to combine 
them with the original CS algorithm are introduced.

2.1 � The Cuckoo Search (CS)

The CS algorithm is based on the parasitic brood behavior 
of cuckoo [32]. Furthermore, it is enhanced by Lévy flight 
instead of a simple random walk. Some experiments have 
proved that the CS algorithm, such as PSO, may be more 
efficient than others. Besides, the CS algorithm has been 
applied to many optimizations and computational intelli-
gence fields, such as engineering design applications, data 
fusion, wireless sensor networks, thermodynamic calcula-
tion, image segmentation, etc. The CS algorithm summa-
rizes the cuckoo's parasitic brood behavior into three rules 
[55]:

Each cuckoo will lay an egg at a time in a randomly 
placed nest.
The best nest with a good egg will be passed on to the 
next generation.
The number of host nests used is fixed, and the probabil-
ity of a host finding the cuckoo egg is 0 ≤ P� ≤ 1 . If the 
host finds out that the egg in the nest is not its own, it can 
kill it or erect a new nest.

The search methods of the CS algorithm can be divided 
into two types: local search and global search. The switch-
ing parameter P� controls the balance between the two 

search methods. Furthermore, local search is described 
by Eq. (1).

where xt
i
 denotes the location of the i-th nest in the genera-

tion t , 𝛼 > 0 denotes the scaling factor of step size. s is the 
step size. H(x) is the Heaviside function. xt

j
 and xt

k
 are two 

different solutions randomly selected in the t generation, � 
is extracted from the uniform distribution, which is a random 
number. ⊗ means the dot product between two vectors.

The global search is performed by Lévy flight with 
Eq. (2).

where usually � = O
(

L

10

)
 , L is the feature scale of the prob-

lem in question; the value of � in Eqs. (1) and (2) may be 
different. To simplify the calculation, the value of � in two 
formulas is set to be the same. L(s, �) is a Lévy flight, which 
can be described by Eq. (3).

where Γ(�) =
∞

∫
0

tz−1e−tdt , and 0 ≤ � ≤ 2.

Given r ∈ [0, 1] , let r be compared with the switching 
probability P� to get the global branch with Eq. (4).

Figure 1 illustrates the flowchart of the CS algorithm.
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Fig. 1   The CS algorithm 
flowchart
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2.2 � The Proposed DMCS

The original CS algorithm uses Lévy flight to update its 
agents' position. Although this strategy does an excellent 
job of searching global optima and jumping out from local 
optima, it still has some search space it cannot reach. Thus, 
some more suitable solutions may be missed. Here, the dif-
fusion mechanism is used to address this shortcoming.

The exploration ability of the algorithm is enhanced by 
introducing the DM strategy into the CS algorithm. To fur-
ther improve the algorithm exploitation capability, AβHC 
is introduced. AβHC is a simple and greedy local search 
algorithm. Although AβHC is not an intelligent optimi-
zation algorithm, it is a typical improvement strategy for 
other intelligent optimization algorithms. AβHC works after 
cuckoos seek new nests, using AβHC to find solutions with 
higher fitness values and thus develop better solutions.

2.2.1 � The Diffusion Mechanism (DM)

The diffusion mechanism is the process by which the origi-
nal particle randomly generates new particles around it using 
established strategies. The mathematical model of DM can 
be described by Eq. (5).

where xi represents the position of a new particle generated 
by the diffusion strategy, and Gaussian(Bestposition, �,m) 
denotes the generation of a random matrix obeying Gauss-
ian distribution.Bestposition is the position of global optima, 
and � is a random number obeying normal distribution, 
which is between 0 and 1. The m vector is a determinant of 
the form of the matrix generated.

2.2.2 � Adaptive β‑Hill Climbing (AβHC)

The adaptive β-hill-climbing algorithm [56] is an improved 
version of the β-hill-climbing algorithm [57], published in 
2019 by Al-Betar et al. A detailed definition of this algo-
rithm is presented below. Supposed that the mathematical 
description of the optimization problem is like this:

where s =
{
s1, s2,… , sN

}
 denote a series of feasible solu-

tions in the range of S . Si ∈
[
LBi,UBi

]
 , LBi and UBi represent 

the lower and upper limits of the solutions severally. g(s) 
is the objective function. N represents the population size.

(5)x
i
= Gaussian (Bestposition, �,m) + � ×

(
Bestposition − x

i

)
,

(6)min {g(s)|s ∈ S},

Define the starting provisional solution to si . The solu-
tions generated in each iteration are improved using the 
� − operator and � − operator . � − operator mainly play 
a role in the exploitation phase, using random walks for 
neighborhood search, and � − operator is similar to uniform 
mutation operator and mainly play a role in the exploration 
phase.

� − operator employs a concept called "random walk". 
The mathematical description using the � − operator can be 
described by Eq. (7):

where the current solution si can produce a new solution s′
i
 

nearby by Eq. (7). U(0, 1) denotes a random number with a 
normal distribution ranging from 0 to 1, and the distance 
between si and s′

i
 is determined by � . In the A�HC , � is an 

adaptive coefficient. The larger the value of � , the wider the 
search scope. Thus, to balance the exploitation and explo-
ration phases, η needs a larger value to keep the algorithm 
searching more place in the early iterations and needs a small 
value to help the algorithm converge near the optimum. So it 
is reduced in each iteration from 1 to 0 according to Eq. (8):

where t  and T  are the number of current iterations and the 
maximum number of iterations, respectively. p is a constant 
that brings the value of � closer to 0 as the number of itera-
tions increases. This work set the value of p to 2.s′ , which 
is obtained by using � − operator to update the position, is 
used as the current solution, and the new position s′′ gets 
further updated based on the current solution s′ by using 
� − operator , as follows:

where r is a random number between 0 and 1, k is a random 
number selected from the range of i . Equation (9) states that 
if r is not bigger than � , then an individual from the current 
population will be randomly selected to replace the indi-
vidual. Otherwise, it will remain unchanged. � is computed 
by a linearly increasing formula and depends on the �max and 
�min . In the original paper, the author set �min to 0.01 and �max 
to 0.1. The formula is as follows:

(7)s
�

i
= si ± U(0, 1) × �,

(8)�t = 1 −
t
1

p

T
1

p

,

(9)s
��

i
=

{
sk, r ≤ �

s
�

i
, otherwise

,

(10)�t = �min +
t

T
×
[
�max − �min

]
.



2245Renal Pathology Images Segmentation Based on Improved Cuckoo Search with Diffusion Mechanism…

1 3

2.2.3 � DMCS’s Overall Framework

The proposed algorithm DMCS is dedicated to improving 
convergence speed and accuracy, and Algorithm 1 is the 
pseudo-code of DMCS. The DM mechanism is deployed 
innovatively to improve the algorithm convergence speed 
in the early iteration, while AβHC plays a role in improv-
ing the convergence accuracy of the algorithm in a later 
iteration. In addition, the flowchart of the DMCS is illus-
trated in Fig. 2.

The computational complexity of the DMCS algorithm 
is determined by the maximum generations MaxFEs , 
the number of individuals in the population N  , and the 
dimensionality of individual dim . Thus, the computational 
complexity is O(MaxFEs × N × dim).

3 � Experiments for Benchmark Functions 
Performance Testing

In this section, many experiments are done to assess the 
performance of the DMCS. To verify the effect of DM 
and AβHC on DMCS, the single strategy, and the com-
bined strategy are tested on 30 benchmark functions from 
CEC 2017, respectively. Furthermore, to demonstrate that 
the DMCS algorithm has the ability of fast convergence, 
high convergence accuracy, and jumping out of local opti-
mum, this paper compares DMCS with seven conventional 

algorithms on 30 benchmark functions of CEC 2017 to nine 
other advanced algorithms.

3.1 � Experiment Setup

This subsection shows three experimental results on CEC 
2017: the comparison experiments with the mechanisms, the 
traditional algorithm, and the advanced DMCS algorithm. 
These composition functions of the CEC 2017 are the com-
bination of multiple shifted, rotation, and based multimodal 
functions. Therefore, they can broadly challenge the ability 
of the DMCS algorithm to solve real-world and complex 
optimization problems. We respected the universal rules 
of fair evaluations for all methods in this study [58–61]. 
These universal rules help researchers to ensure computing 
conditions are not biased, or some techniques do not per-
form superior only because of better conditions of tests [62, 

63]. To compare the experimental results more clearly, the 
results were treated with the Wilcoxon signed-rank test and 
the Freidman test [64]. The Friedman test is a nonparametric 
test of manifold judgment that can be utilized to evaluate the 
performance of different algorithms. Also, the lowest order-
ing is among the best-performing algorithms.

The population size is set as 30, and 30 independent runs 
are performed to test the algorithm's stability. Each test was 
carried out under the same conditions. The maximum func-
tion evaluation MaxFEs is set at 30,000 for the mechanism 
comparison experiment and 300,000 for other experiments. 
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All experiments were performed on the desk computer with 
Windows 10, Intel Core i5, 2.90 GHz, 8 GB RAM, and 
MATLAB R2021b.

3.2 � Mechanism Comparison Experiment

To study the impact of the two mechanisms on the global 
optimization performance improvement of DMCS, the three 
improvement schemes combining the two mechanisms with 
CS were experimentally studied on the 30 benchmark test 
functions of CEC 2017 to find the best improvement scheme 
for CS. These three improved CS are denoted as MCS, DCS, 
and DMCS, respectively, as shown in Table 1. In the table, 
DM and AβHC represent the Diffusion Mechanism and the 
Adaptive β-hill-Climbing, respectively. "1" indicates that the 
algorithm uses this mechanism, and "0" indicates that it does 
not. For example, DCS uses the DM rather than the AβHC 
mechanism to improve.

Table 2 displays the Average (Avg), and Standard devia-
tion (Std) of all algorithms generated by the experiments, 
where the best results are emboldened. The smaller the Avg, 
the better solution the algorithm finds on the benchmark 
functions. The smaller the Std, the more stable the algorithm 
is. Therefore, after adding the mechanism, the CS algorithm 
obtains better solutions and higher stability on more than 
80% of the functions. Table 3 shows the results of the Wil-
coxon signed-rank test analysis of the data in Table 2, where 
the best results are emboldened. The "mean" represents the 
average ranking results of each algorithm on all benchmark 
functions, and "rank" is the final ranking according to the 
"mean". Otherwise, " + /-  / = " represents the number of cor-
responding performances of DMCS and other comparison 
algorithms on benchmark functions, where " + " denotes that 
DMCS performs better than the competitor, "-" denotes that 
DMCS performs worse than the competitor, " = " means that 
DMCS is similar to the competitor.

From Table 3, we can see that DMCS ranks first with 
an average value of 1.5, and DCS, and MCS rank second 
and third with average values of 1.9 and 2.43, respectively. 
DMCS, DCS, and MCS all rank ahead of CS; it can be seen 
that both strategies have a specific improvement on CS, and 
DM strategy plays a significant role. Figure 3 clearly shows 
the four algorithms' convergence speed and convergence 
accuracy. DM strategy makes a significant difference in 
accelerating the convergence speed of the DMCS algorithm. 
That is because DM can further strengthen the exploitation 
capability of the CS algorithm. Taking advantage of the 
characteristics of the diffusion process so that each cuckoo 
individual can spread around the current location to enhance 
the exploitation ability of the algorithm increases the chance 
of the algorithm finding the global optimum while also 
avoiding being trapped in the local optimum. The DM is 
used regularly during the function optimization process, 
enabling individuals in the algorithm to explore the search 
space more efficiently. Therefore, introducing the DM into 
the optimization algorithm can enhance the exploitation 
ability of CS and improve the algorithm's convergence rate 
and accuracy. AβHC strategy can improve the accuracy in 
the late stage.

3.3 � Comparison with Conventional Algorithms

In this subsection, the proposed DMCS compared with seven 
conventional algorithms, namely Differential Evolution (DE) 

Fig. 2   Flowchart of the DMCS algorithm

Table 1   The combinatorial 
variants of CS

Algorithm DM AβHC

CS 0 0
MCS 0 1
DCS 1 0
DMCS 1 1
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Table 2   The results achieved by 
combinatorial variants

Function Criteria DMCS MCS DCS CS

F1 Avg 1.46866E+06 1.33351E+07 1.05665E+07 4.27375E+07
Std 7.94453E+05 8.83944E+06 1.19943E+07 1.90345E+07

F2 Avg 9.59788E+18 8.06175E+24 1.40538E+20 7.39712E+25
Std 3.17714E+19 3.34155E+25 3.98226E+20 2.02235E+26

F3 Avg 4.46980E+04 9.07989E+04 4.80161E+04 1.20048E+05
Std 9.19879E+03 1.43283E+04 1.44958E+04 2.20881E+04

F4 Avg 5.34135E+02 5.23068E+02 5.23237E+02 5.58531E+02
Std 4.84754E+01 2.21722E+01 3.03227E+01 2.35116E+01

F5 Avg 6.44815E+02 6.44101E+02 6.36988E+02 6.95354E+02
Std 2.31547E+01 2.26900E+01 2.38971E+01 2.27934E+01

F6 Avg 6.41297E+02 6.42251E+02 6.43498E+02 6.54966E+02
Std 5.57602E+00 9.23455E+00 5.83782E+00 6.76003E+00

F7 Avg 1.07585E+03 9.48734E+02 1.14480E+03 9.74957E+02
Std 9.04760E+01 4.05282E+01 6.89698E+01 4.01526E+01

F8 Avg 9.87131E+02 9.67270E+02 9.71186E+02 9.81976E+02
Std 4.63714E+01 2.79470E+01 3.70314E+01 2.24837E+01

F9 Avg 5.14595E+03 6.16837E+03 5.09820E+03 9.61942E+03
Std 6.19988E+02 1.89528E+03 6.29417E+02 2.41748E+03

F10 Avg 3.95687E+03 4.90012E+03 4.38668E+03 5.44549E+03
Std 5.18261E+02 3.17944E+02 3.40274E+02 2.22643E+02

F11 Avg 1.32940E+03 1.36732E+03 1.37897E+03 1.54328E+03
Std 7.84130E+01 5.92427E+01 8.65915E+01 9.66773E+01

F12 Avg 3.11635E+06 4.65015E+06 2.34342E+06 1.07955E+07
Std 4.27011E+06 3.51304E+06 3.32474E+06 5.48024E+06

F13 Avg 2.79004E+03 2.91868E+03 3.27981E+03 5.39405E+03
Std 7.89108E+02 4.73869E+02 9.53197E+02 8.81380E+02

F14 Avg 1.73346E+03 1.78355E+03 1.88973E+03 2.09799E+03
Std 9.68741E+01 1.15988E+02 1.87186E+02 2.15389E+02

F15 Avg 2.84993E+03 3.31661E+03 3.82931E+03 7.63819E+03
Std 1.04317E+03 6.67849E+02 2.27051E+03 1.69161E+03

F16 Avg 2.35900E+03 2.62867E+03 2.48258E+03 2.84995E+03
Std 1.83118E+02 2.49716E+02 2.53173E+02 1.43592E+02

F17 Avg 2.17637E+03 2.22562E+03 2.22942E+03 2.31461E+03
Std 2.02810E+02 1.06635E+02 2.40861E+02 9.97462E+01

F18 Avg 7.88313E+04 1.30013E+05 7.66129E+04 2.62459E+05
Std 5.85879E+04 7.60127E+04 6.83323E+04 1.34541E+05

F19 Avg 2.08393E+03 2.13320E+03 2.15183E+03 2.27264E+03
Std 1.00497E+02 6.91815E+01 1.07351E+02 1.48096E+02

F20 Avg 2.42971E+03 2.58030E+03 2.46215E+03 2.66734E+03
Std 1.20432E+02 1.20337E+02 7.25603E+01 1.01660E+02

F21 Avg 2.23166E+03 2.22667E+03 2.23965E+03 2.25479E+03
Std 4.03909E+01 2.36630E+01 3.47190E+01 1.34038E+01

F22 Avg 2.39540E+03 2.37290E+03 2.36111E+03 2.39661E+03
Std 4.51130E+01 2.60207E+01 3.30610E+01 3.17008E+01

F23 Avg 2.50000E+03 2.97894E+03 2.50000E+03 3.02370E+03
Std 0.00000E+00 3.87429E+01 0.00000E+00 3.41191E+01

F24 Avg 2.60000E+03 3.22072E+03 2.60000E+03 3.24121E+03
Std 0.00000E+00 3.81015E+02 0.00000E+00 1.94256E+02

F25 Avg 2.70000E+03 2.98822E+03 2.70000E+03 3.01994E+03
Std 0.00000E+00 4.08643E+01 0.00000E+00 2.94468E+01
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[26], Gray Wolf Optimizer (GWO) [27], Harris Hawks Opti-
mization (HHO) [29], Slime Mould Algorithm (SMA) [65], 
Cuckoo Search (CS) algorithm [32], Multi-Verse Optimizer 
(MVO) [66] and Farmland Fertility Algorithm (FFA) [67].

Table 4 displays the Avg, and Std of all algorithms, where 
the best results are emboldened. DMCS obtained the small-
est Avg and Std on F1, F2, F4, F12, F18, and F19, the small-
est Std on F10 and F21, and tied with HHO for the best 
results on F23-F30. These indicate that DMCS has a sig-
nificant advantage in both optimization ability and stability 
compared with the conventional algorithms in the experi-
ment. Table 5 displays the results that analyze the data in 
Table 4 through the Wilcoxon signed-rank test, where the 
best results are emboldened. As shown in Table 5, DMCS 
gets the first in the "rank", in which DMCS ranks first in 
sixteen and second in five functions. It is clear that DMCS 
ranks best on more than 60% of the benchmark functions and 
significantly outperforms the competitors on at most 28 and 
at least 13 functions.

Moreover, Fig.  4 shows the Freidman test result of 
DMCS and its competitors. This figure shows that DMCS 
ranks NO.1 with a Freidman test value of 2.852, a clear 
advantage over the SMA, which ranks second with a mean 
value of 3.701, and even far below the other competitors. 
Figure 5 plots and shows the convergence curves of the 
methods for some functions when solving the benchmark 
functions of IEEE CEC 2017. It can also be seen that DMCS 
has higher convergence accuracy and faster convergence on 
most benchmark functions, which also shows that DMCS is 
easier to jump out of local optimization solutions and obtain 
a higher-quality global optimization solution.

3.4 � Comparison with Advanced Algorithms

In this subsection, the performance of DMCS was further 
verified by comparing it with nine advanced algorithms 
on 30 benchmark functions from CEC 2017. They are  
Boosted Grey Wolf Optimizers (OBLGWO) [68], Modified 
Sine Cosine Algorithm (MSCA) [69], Hybridizing Gray 

Table 2   (continued) Function Criteria DMCS MCS DCS CS

F26 Avg 2.80000E+03 4.86575E+03 2.80000E+03 5.70124E+03

Std 0.00000E+00 1.19909E+03 0.00000E+00 6.20071E+02
F27 Avg 2.90000E+03 3.55747E+03 2.90000E+03 3.62485E+03

Std 0.00000E+00 7.23919E+01 0.00000E+00 7.28939E+01
F28 Avg 3.00000E+03 3.43720E+03 3.00000E+03 3.53430E+03

Std 0.00000E+00 4.12102E+02 0.00000E+00 1.22465E+02
F29 Avg 3.10000E+03 3.94114E+03 3.10000E+03 4.07349E+03

Std 0.00000E+00 2.09364E+02 0.00000E+00 1.39809E+02
F30 Avg 3.20000E+03 1.30684E+05 3.20000E+03 2.49052E+05

Std 0.00000E+00 5.27251E+04 0.00000E+00 1.16942E+05

Table 3   The results of Avg and Std analysis of the mechanism com-
parison experiment

F DMCS MCS DCS CS

F1 1 3 2 4
F2 1 3 2 4
F3 1 3 2 4
F4 3 1 2 4
F5 3 2 1 4
F6 1 2 3 4
F7 3 1 4 2
F8 4 1 2 3
F9 2 3 1 4
F10 1 3 2 4
F11 1 2 3 4
F12 2 3 1 4
F13 1 2 3 4
F14 1 2 3 4
F15 1 2 3 4
F16 1 3 2 4
F17 1 2 3 4
F18 2 3 1 4
F19 1 2 3 4
F20 1 3 2 4
F21 2 1 3 4
F22 3 2 1 4
F23 1 3 1 4
F24 1 3 1 4
F25 1 3 1 4
F26 1 3 1 4
F27 1 3 1 4
F28 1 3 1 4
F29 1 3 1 4
F30 1 3 1 4
 + / - / =   ~  16/1/13 6/1/23 27/1/2
Mean 1.50 2.43 1.90 3.90
Rank 1 3 2 4
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Wolf Optimization with Differential Evolution (HGWO) 
[70],  Orthogonal Learning-driven Multi-swarm Sine Cosine 
Algorithm (OMGSCA) [71], Comprehensive Learning Par-
ticle Swarm Optimizer (CLPSO) [72], Particle Swarm Opti-
mization with an Aging Leader and Challengers (ALCPSO) 
[25], Lévy flight trajectory-based Whale Optimization 
Algorithm (LWOA) [73],  Double Adaptive Random Spare 
Reinforced Whale Optimization Algorithm (RDWOA) [74], 
Gaussian Barebone Harris Hawks Optimizer (GBHHO) 
[75].

Table 6 displays the Avg and Std of all algorithms, 
where the best results are emboldened. The DMCS 
achieved the smallest Avg or Std on F1–F4, F13–F15, 
F18, F19, F21, and F23–F30, which indicates that DMCS 
is still intensely competitive with advanced algorithms. 

Table 7 displays the results that further analyze the data 
in Table 6 through the Wilcoxon signed-rank test. Analyz-
ing the Avg and Std obtained in the experiment, it can be 
concluded that the quality of the optimal solution obtained 
by the DMCS algorithm is of better quality and more sta-
ble for most functions. DMCS generally ranks first with 
an average of 2.7 in Table 7, first in 17 functions, and 
second in two cases, significantly better than the competi-
tion for at least 14 functions and significantly better than 
the LWOA algorithm for all 30 functions. Especially for 
several multimodal functions from F23 to F30, DMCS has 
breakneck convergence speed and high solution accuracy. 
Besides, Fig. 6 shows the bar graphs of the Friedman test 
result of DMCS and other competitors. From the graph of 
the result of the Friedman ranking, one conclusion can be 

Fig. 3   The convergence curves of DMCS, MCS, DCS
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Table 4   The results achieved by DMCS against the seven conventional algorithms

Function Criteria DMCS DE HHO WOA

F1 Avg 1.00000E+02 3.26384E+02 1.29537E+07 3.92240E+06
Std 2.61731E-11 8.63988E+02 3.53825E+06 3.26431E+06

F2 Avg 9.43453E+03 2.62227E+25 1.27545E+13 9.44692E+26
Std 3.21925E+04 4.84485E+25 6.78037E+13 3.83602E+27

F3 Avg 3.09710E+02 2.10805E+04 2.68273E+03 1.50007E+04
Std 1.88720E+01 4.82665E+03 9.54007E+02 4.99572E+03

F4 Avg 4.06782E+02 4.94389E+02 5.79277E+02 5.86559E+02
Std 2.02458E+01 3.35179E+01 6.28986E+01 5.38589E+01

F5 Avg 6.43704E+02 6.11826E+02 6.68148E+02 7.07512E+02
Std 2.68512E+01 7.91988E+00 2.12728E+01 5.66895E+01

F6 Avg 6.29978E+02 6.00000E+02 6.52997E+02 6.63374E+02
Std 7.95065E+00 0.00000E+00 3.53646E+00 9.30389E+00

F7 Avg 1.00973E+03 8.42237E+02 1.30846E+03 1.30904E+03
Std 8.21536E+01 9.34008E+00 8.93223E+01 1.09090E+02

F8 Avg 9.51878E+02 9.10893E+02 1.07508E+03 1.09072E+03
Std 3.48951E+01 7.70761E+00 4.46819E+01 6.92287E+01

F9 Avg 4.15386E+03 9.00000E+02 7.75765E+03 9.39778E+03
Std 6.77502E+02 2.11111E-14 7.20713E+02 3.62527E+03

F10 Avg 3.84894E+03 5.64063E+03 4.70195E+03 5.83914E+03
Std 4.20039E+02 2.86375E+02 6.08293E+02 6.40620E+02

F11 Avg 1.22552E+03 1.15291E+03 1.40674E+03 1.49670E+03
Std 6.02212E+01 8.82423E+00 7.26056E+01 1.07634E+02

F12 Avg 4.32651E+03 9.50324E+03 6.33464E+07 1.31387E+08
Std 1.17263E+03 5.89547E+03 5.58911E+07 6.02270E+07

F13 Avg 1.41153E+03 1.34181E+03 2.27955E+05 1.22719E+05
Std 7.31360E+01 8.78826E+00 9.78269E+04 9.38442E+04

F14 Avg 1.47773E+03 1.46370E+03 4.55392E+04 2.92626E+05
Std 3.98115E+01 8.20058E+00 4.32098E+04 1.56253E+05

F15 Avg 1.58878E+03 1.54935E+03 3.43142E+04 3.80375E+04
Std 2.73438E+01 1.33731E+01 2.04783E+04 3.30425E+04

F16 Avg 2.25038E+03 2.07445E+03 3.05121E+03 3.20858E+03
Std 2.24036E+02 1.47870E+02 3.19813E+02 3.36885E+02

F17 Avg 2.15688E+03 1.94933E+03 2.43364E+03 2.66424E+03
Std 2.14400E+02 3.22497E+01 2.55771E+02 2.61422E+02

F18 Avg 1.23233E+04 2.84521E+05 1.28502E+06 5.59478E+06
Std 6.08886E+03 1.40864E+05 1.61761E+06 6.52036E+06

F19 Avg 1.93245E+03 5.29756E+03 1.39012E+05 6.25499E+05
Std 1.03834E+01 2.09573E+03 1.19443E+05 6.17882E+05

F20 Avg 2.39975E+03 2.20879E+03 2.74585E+03 2.69990E+03
Std 1.24796E+02 3.70127E+01 2.36364E+02 2.02995E+02

F21 Avg 2.12475E+03 2.19540E+03 2.26046E+03 2.27338E+03
Std 3.90522E+01 2.05806E+01 3.93877E+01 3.67739E+01

F22 Avg 2.36782E+03 2.31299E+03 2.42327E+03 2.42782E+03
Std 3.46431E+01 9.99721E+00 2.51995E+01 3.66425E+01

F23 Avg 2.50000E+03 2.87024E+03 2.50000E+03 3.15768E+03
Std 0.00000E+00 1.15338E+01 0.00000E+00 1.05748E+02

F24 Avg 2.60000E+03 3.39616E+03 2.60000E+03 2.63559E+03
Std 0.00000E+00 6.82123E+00 0.00000E+00 1.94959E+02

F25 Avg 2.70000E+03 2.91143E+03 2.70000E+03 2.70000E+03
Std 0.00000E+00 6.08754E+00 0.00000E+00 3.15962E-13
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Table 4   (continued)

Function Criteria DMCS DE HHO WOA

F26 Avg 2.80000E+03 5.40804E+03 2.80000E+03 4.05132E+03

Std 0.00000E+00 8.73906E+01 0.00000E+00 2.34201E+03
F27 Avg 2.90000E+03 3.43276E+03 2.90000E+03 3.93945E+03

Std 0.00000E+00 1.24627E+01 0.00000E+00 1.83197E+02
F28 Avg 3.00000E+03 3.98602E+03 3.00000E+03 3.09197E+03

Std 0.00000E+00 7.70597E+02 0.00000E+00 1.56663E+02
F29 Avg 3.10000E+03 3.46953E+03 3.10000E+03 4.41127E+03

Std 0.00000E+00 9.00783E+01 0.00000E+00 3.74846E+02
F30 Avg 3.20000E+03 6.76076E+04 3.20000E+03 2.48164E+06

Std 0.00000E+00 2.24925E+04 0.00000E+00 1.84860E+06

Function Criteria GWO SMA MVO FFA

F1 Avg 3.18940E+09 4.82590E+06 1.32305E+04 1.56500E+02
Std 3.11286E+09 4.68053E+06 2.24939E+04 1.12613E+02

F2 Avg 5.87555E+28 2.43668E+18 2.73194E+04 8.46338E+16
Std 1.02202E+29 1.26841E+19 6.47684E+04 4.07871E+17

F3 Avg 3.16563E+04 3.93229E+03 3.00341E+02 9.22898E+03
Std 9.23329E+03 1.95358E+03 1.51509E-01 2.49999E+03

F4 Avg 6.29035E+02 5.13006E+02 4.82601E+02 4.58904E+02
Std 8.98745E+01 2.94747E+01 3.63401E+01 4.36412E+01

F5 Avg 5.80510E+02 6.05920E+02 5.91990E+02 5.74232E+02
Std 1.57831E+01 1.86882E+01 2.09102E+01 4.27661E+01

F6 Avg 6.05815E+02 6.18986E+02 6.07878E+02 6.00000E+02
Std 2.35832E+00 7.64346E+00 7.11632E+00 2.19183E-05

F7 Avg 8.93813E+02 9.29221E+02 8.33897E+02 8.30572E+02
Std 5.32182E+01 4.39901E+01 3.09393E+01 5.43303E+01

F8 Avg 8.92198E+02 9.18735E+02 8.86798E+02 8.90739E+02
Std 2.43725E+01 3.03645E+01 2.35300E+01 5.03139E+01

F9 Avg 2.36638E+03 4.05672E+03 2.43746E+03 9.06638E+02
Std 8.72449E+02 8.27642E+02 2.15259E+03 1.16075E+01

F10 Avg 3.85245E+03 3.97140E+03 3.92417E+03 7.00943E+03
Std 4.47613E+02 4.10119E+02 7.37215E+02 9.27193E+02

F11 Avg 3.03537E+03 1.24522E+03 1.27224E+03 1.14402E+03
Std 2.06130E+03 3.46774E+01 5.53795E+01 2.77462E+01

F12 Avg 1.30114E+08 5.61811E+06 2.13577E+07 1.25391E+07
Std 2.94786E+07 6.99101E+06 8.78266E+06 1.45163E+07

F13 Avg 2.55828E+07 1.51175E+04 3.22689E+04 1.53098E+03
Std 7.02320E+07 5.89124E+03 2.18381E+04 1.63681E+02

F14 Avg 1.73265E+05 1.65988E+03 2.62817E+03 2.47539E+04
Std 4.24911E+05 6.69880E+01 1.23753E+03 4.63129E+04

F15 Avg 2.24333E+04 4.69138E+03 1.98800E+04 7.35421E+03
Std 1.23008E+04 2.59271E+03 1.88100E+04 5.66782E+03

F16 Avg 2.25472E+03 2.48335E+03 2.28480E+03 2.49303E+03
Std 2.89748E+02 3.11469E+02 2.18389E+02 3.31359E+02

F17 Avg 1.93511E+03 2.13627E+03 2.04274E+03 1.99743E+03
Std 1.05912E+02 1.62430E+02 1.31432E+02 9.41704E+01

F18 Avg 7.76360E+05 1.32882E+05 7.77843E+04 4.07748E+05
Std 1.17899E+06 1.15102E+05 4.05328E+04 2.83313E+05

F19 Avg 7.49698E+04 1.15937E+04 1.09228E+04 4.84236E+03
Std 1.47057E+05 9.37580E+03 7.92081E+03 3.56709E+03
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drawn: the DMCS algorithm is different from the other 
nine comparison algorithms and significantly outperforms 
the other comparison algorithms. The DMCS algorithm 
is ranked first in the Friedman test with a value of 3.161, 
slightly smaller than the CLPSO algorithm with a value of 
3.462. Figure 7 plots and shows the convergence curves of 
the methods while solving the benchmark functions from 
CEC 2017. The curve corresponding to the DMCS algo-
rithm decreases quickly and is close to the optimal value in 
the early stage. The optimal can search for solutions with 
higher accuracy, which indicates that the DMCS algorithm 
increases the population diversity, prevents the algorithm 
from falling into local optima, and improves the conver-
gence efficiency.

4 � Experiment for Renal Pathology Image 
Segmentation

To test the effectiveness of the DMCS algorithm for maxi-
mum entropy multi-threshold image segmentation, this sub-
section used the DMCS algorithm and six other algorithms, 
which are CS [32], WOA [30], Bat Algorithm (BA) [76], 
PSO [25], Salp Swarm Algorithm (SSA) [77], MVO [66], 
Biogeography-based Learning Particle Swarm Optimization 

(BLPSO) [78] and an Improved WOA (IWOA) [79], to 
conduct multi-threshold image segmentation comparison 
experiments on eight renal pathology images of LN. In any 
image processing task [80–83], the utilized metric should be 
chosen so carefully. Hence, we used three indicators of Peak 
Signal to Noise Ratio (PSNR) [84], Feature Similarity Index 
(FSIM) [85] and Structural Similarity Index (SSIM) [86] to 
access the effect of the experiment. For further analysis, the 
experiment results are subjected to the Friedman test. The 
eight renal pathology images were obtained from electronic 
medical records of LN patients in the first affiliated hospi-
tal of Wenzhou medical university, China. This study was 
approved by the Medical Ethics Committee of the hospital 
and following the Declaration of Helsinki.

4.1 � Experiment Setup

In this experiment, the population size of the swarm intel-
ligence algorithm is set to 20 and runs independently 20 
times, with each iteration running 100 times. The algorithm's 
fitness function is 2D Rényi entropy, and the image size 
was set to 512 × 512. The thresholds of image segmentation 
were taken as 4, 5, and 6 for three independent experiments. 
All experiments were carried out on a desk computer with 

Table 4   (continued)

Function Criteria GWO SMA MVO FFA

F20 Avg 2.34981E+03 2.39439E+03 2.43296E+03 2.47696E+03

Std 1.29281E+02 1.17279E+02 1.13577E+02 1.26477E+02
F21 Avg 2.37107E+03 2.22532E+03 2.17839E+03 2.18173E+03

Std 1.53494E+02 2.18458E+01 3.52116E+01 2.05381E+01
F22 Avg 2.29353E+03 2.30995E+03 2.28760E+03 2.28239E+03

Std 1.84437E+01 3.77420E+01 1.87930E+01 4.53255E+01
F23 Avg 2.87745E+03 2.50000E+03 2.87883E+03 2.83911E+03

Std 5.36707E+01 0.00000E+00 3.25759E+01 1.42918E+01
F24 Avg 3.13805E+03 2.60000E+03 3.39295E+03 3.15728E+03

Std 3.38016E+02 0.00000E+00 1.51690E+02 3.07222E+02
F25 Avg 3.16306E+03 2.70000E+03 2.92670E+03 2.93604E+03

Std 1.41672E+02 0.00000E+00 3.01147E+01 3.40012E+01
F26 Avg 5.05476E+03 2.80000E+03 4.99376E+03 4.86555E+03

Std 9.22154E+02 0.00000E+00 9.16611E+02 4.84829E+02
F27 Avg 3.72779E+03 2.90000E+03 3.59402E+03 3.45213E+03

Std 1.31374E+02 0.00000E+00 8.93946E+01 2.17151E+01
F28 Avg 3.66284E+03 3.00000E+03 3.42376E+03 3.27594E+03

Std 3.02204E+02 0.00000E+00 5.96603E+02 3.11772E+01
F29 Avg 3.58856E+03 3.10000E+03 3.72116E+03 3.48616E+03

Std 1.84348E+02 0.00000E+00 1.25960E+02 1.90231E+02
F30 Avg 4.79348E+05 1.70455E+04 1.06627E+06 9.84282E+03

Std 4.54157E+05 2.02049E+04 9.93293E+05 5.06693E+03
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Windows 10, Intel Core i5, 2.90 GHz, 8 GB of RAM, and 
MATLAB R2021b.

4.2 � Multi‑threshold Image Segmentation

Image segmentation is an essential technique in image pro-
cessing that determines the quality of object detection, rec-
ognition, and tracking. The choice of image segmentation 
method directly influences the performance of an image 
analysis system. Thresholding has become a fundamen-
tal technique for image segmentation because of its stable 
performance and simplicity. The threshold segmentation 
method can be classified into two categories: single-thresh-
old segmentation and multi-threshold segmentation. Multi-
thresholds are used to set the multi-threshold to the image's 
grayscale, then compare each pixel's grayscale with the 

Table 5   The results of Avg and 
Std analysis of conventional 
algorithms comparison 
experiment

F DMCS DE HHO WOA GWO SMA MVO FFA

F1 1 3 7 5 8 6 4 2
F2 1 6 3 7 8 5 2 4
F3 2 7 3 6 8 4 1 5
F4 1 4 6 7 8 5 3 2
F5 6 5 7 8 2 4 3 1
F6 6 1 7 8 3 5 4 2
F7 6 3 7 8 4 5 2 1
F8 6 4 7 8 3 5 1 2
F9 6 1 7 8 3 5 4 2
F10 1 6 5 7 2 4 3 8
F11 3 2 6 7 8 4 5 1
F12 1 2 6 8 7 3 5 4
F13 2 1 7 6 8 4 5 3
F14 2 1 6 8 7 3 4 5
F15 2 1 7 8 6 3 5 4
F16 2 1 7 8 3 5 4 6
F17 6 2 7 8 1 5 4 3
F18 1 4 7 8 6 3 2 5
F19 1 3 7 8 6 5 4 2
F20 4 1 8 7 2 3 5 6
F21 1 4 6 7 8 5 2 3
F22 6 5 7 8 3 4 2 1
F23 1 5 1 8 6 1 7 4
F24 1 8 1 4 5 1 7 6
F25 1 5 1 1 8 1 6 7
F26 1 8 1 4 7 1 6 5
F27 1 4 1 8 7 1 6 5
F28 1 8 1 4 7 1 6 5
F29 1 4 1 8 6 1 7 5
F30 1 5 1 8 6 4 7 3
 + / - / =   ~  17/12/1 22/0/8 28/0/2 20/7/3 13/5/12 19/8/3 22/8/0
mean 2.50 3.80 4.93 6.93 5.53 3.53 4.20 3.73
rank 1 4 6 8 7 2 5 3
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Fig. 4   The Freidman test result of DMCS and other conventional 
algorithms
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threshold, and then classify it, which is a pattern recognition 
classification process [87, 88]. The traditional method has 
high computational intensity and inaccurate results [89]. The 
current swarm intelligence algorithm searches for the best 
threshold for simple calculation. This work uses the DMCS 
algorithm to search for the optimal threshold and compare 
it with six other swarm intelligence algorithms.

4.2.1 � Non‑Local Means (NLM) for 2D Histogram

French scholars Buades et  al. [90] proposed an image 
denoising algorithm, the Non-Local Means (NLM) denois-
ing algorithm, in 2005. Although image denoising and 
image segmentation method are two independent stages, the 
quality of image denoising can significantly impact image 

segmentation. The original threshold segmentation method 
uses a 1D grayscale histogram to select the threshold, but 
it cannot segment the image containing noise. A 2D histo-
gram-based multi-threshold image segmentation combining 
local pixel grayscale averages and original grayscale histo-
grams proposed by Abutaleb et al. [91] solves this problem. 
However, using a 2D histogram to find the optimal thresh-
old has high computational complexity, and the traditional 
2D histogram cannot make the best of the edge and noise 
information of the image, resulting in inaccurate image seg-
mentation [92, 93]. Hence, in this paper, the NLM image 
and grayscale image are used to generate a 2D histogram 
and then combined with the proposed DMCS algorithm to 
find the optimal threshold for medical image segmentation 

Fig. 5   The convergence curves of DMCS and the other seven conventional algorithms
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Table 6   The results achieved by DMCS against the nine advanced algorithms

Algorithms Criteria F1 F2 F3 F4 F5 F6

DMCS Avg 1.00000E+02 4.41733E+03 3.03069E+02 4.09392E+02 6.41217E+02 6.30844E+02
Std 1.20311E–11 6.82898E+03 3.21576E+00 2.26560E+01 2.82708E+01 5.80851E+00

OBLGWO Avg 1.30457E+07 5.34738E+18 6.00814E+03 5.55367E+02 6.55682E+02 6.16384E+02
Std 8.32219E+06 1.43801E+19 2.22980E+03 4.05906E+01 3.87480E+01 1.39971E+01

MSCA Avg 1.03118E+04 1.43637E+213 8.34367E+04 4.63464E+02 6.83208E+02 6.03342E+02
Std 1.49952E+04 6.55350E+04 2.28821E+04 3.88712E+01 3.39804E+01 3.27787E+00

HGWO Avg 1.06035E+10 6.19168E+31 7.47658E+04 9.32041E+02 7.04517E+02 6.31034E+02
Std 2.26331E+09 2.92212E+32 6.07490E+03 6.82724E+01 1.22247E+01 2.79272E+00

CLPSO Avg 1.04707E+02 7.90890E+13 8.60573E+03 4.70231E+02 5.53534E+02 6.00000E+02
Std 1.90913E+01 2.68563E+14 1.63701E+03 1.84441E+01 7.22968E+00 7.00176E–14

ALCPSO Avg 1.51919E+03 1.77931E+18 4.29753E+03 5.18606E+02 5.81074E+02 6.00842E+02
Std 1.66951E+03 5.50512E+18 5.94834E+02 5.08663E+01 1.66525E+01 6.99634E–01

LWOA Avg 5.27896E+05 7.53188E+05 3.25500E+02 5.14744E+02 7.06369E+02 6.56585E+02
Std 1.76822E+05 1.14934E+06 7.31263E+00 3.54362E+01 4.02097E+01 8.06200E+00

RDWOA Avg 1.29963E+05 4.77189E+04 3.22844E+02 4.94821E+02 6.49670E+02 6.00587E+02
Std 3.80573E+04 1.05945E+05 2.05347E+01 3.36547E+01 4.37085E+01 6.59443E–01

OMGSCA Avg 3.18927E+09 1.32486E+28 1.73880E+04 6.38976E+02 6.03256E+02 6.02203E+02
Std 2.22120E+09 4.57860E+28 4.18772E+03 5.17755E+01 1.65846E+01 2.54311E+00

GBHHO Avg 2.45662E+03 4.40345E+08 3.74619E+02 4.95648E+02 6.43842E+02 6.05566E+02
Std 2.70898E+03 2.19582E+09 4.97346E+01 4.04359E+01 2.50958E+01 4.45746E+00

Algorithms Criteria F7 F8 F9 F10 F11 F12

DMCS Avg 1.03983E+03 9.63471E+02 4.26049E+03 3.80984E+03 1.22915E+03 3.73222E+03
Std 8.34478E+01 4.62963E+01 6.50324E+02 3.31771E+02 5.86921E+01 8.95992E+02

OBLGWO Avg 9.41907E+02 9.48419E+02 4.64030E+03 4.62466E+03 1.44261E+03 8.38527E+07
Std 7.61738E+01 4.14696E+01 2.61696E+03 7.55604E+02 8.55487E+01 5.19384E+07

MSCA Avg 9.93177E+02 9.96105E+02 6.06473E+03 3.85537E+03 1.47947E+03 8.56595E+06
Std 7.18638E+01 3.06302E+01 2.12075E+03 3.55971E+02 3.03610E+02 2.07386E+07

HGWO Avg 1.06643E+03 1.02173E+03 4.84461E+03 6.73498E+03 7.47037E+03 8.11053E+08
Std 3.45549E+01 1.59510E+01 5.83338E+02 3.07947E+02 1.64392E+03 2.43333E+08

CLPSO Avg 7.84862E+02 8.48600E+02 9.21539E+02 2.98690E+03 1.14272E+03 4.22407E+05
Std 1.03947E+01 6.46136E+00 1.92989E+01 2.93461E+02 6.79116E+00 7.32666E+05

ALCPSO Avg 8.46268E+02 8.76085E+02 1.28422E+03 3.19898E+03 1.18876E+03 8.09262E+03
Std 3.19635E+01 2.51483E+01 5.09257E+02 4.68037E+02 4.78952E+01 5.46687E+03

LWOA Avg 1.15299E+03 1.07616E+03 7.99264E+03 5.12229E+03 1.35847E+03 2.48953E+07
Std 9.06091E+01 4.29968E+01 2.89651E+03 4.92608E+02 8.65387E+01 1.16452E+07

RDWOA Avg 9.43890E+02 9.56176E+02 5.17412E+03 4.11158E+03 1.24549E+03 6.18504E+05
Std 5.47418E+01 3.17080E+01 1.68378E+03 6.41964E+02 5.49793E+01 4.17048E+05

OMGSCA Avg 9.20609E+02 9.24748E+02 2.91907E+03 3.30879E+03 1.47878E+03 7.40081E+07
Std 6.37010E+01 2.22658E+01 5.79527E+02 3.78182E+02 9.71917E+01 3.07081E+07

GBHHO Avg 9.43111E+02 9.58947E+02 4.36070E+03 4.06969E+03 1.22478E+03 1.72155E+06
Std 4.98769E+01 3.14084E+01 9.75344E+02 4.86380E+02 4.51639E+01 3.07198E+06

Algorithms Criteria F13 F14 F15 F16 F17 F18

DMCS Avg 1.39883E+03 1.46680E+03 1.59886E+03 2.29362E+03 2.13142E+03 1.46452E+04
Std 2.47371E+01 3.46753E+01 4.43161E+01 2.54910E+02 1.61947E+02 8.83622E+03

OBLGWO Avg 2.94959E+05 2.83395E+04 5.06428E+04 2.61060E+03 2.18307E+03 5.26607E+05
Std 1.81344E+05 3.18799E+04 4.12959E+04 3.14893E+02 1.75226E+02 4.73149E+05

MSCA Avg 9.53594E+03 1.91813E+05 3.15309E+04 2.84589E+03 2.43775E+03 3.00674E+05
Std 1.32423E+04 1.57034E+05 5.47788E+04 3.72391E+02 2.06421E+02 3.40727E+05
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Table 6   (continued)

Algorithms Criteria F13 F14 F15 F16 F17 F18

HGWO Avg 9.22316E+07 7.24557E+05 9.53450E+06 3.05818E+03 2.26661E+03 1.28187E+06

Std 3.69779E+07 4.20065E+05 9.25231E+06 2.12137E+02 1.37505E+02 9.11788E+05
CLPSO Avg 1.41234E+03 3.88702E+03 1.60917E+03 2.03346E+03 1.90814E+03 1.13805E+05

Std 6.84425E+01 3.07777E+03 8.00351E+01 1.10113E+02 4.72514E+01 7.94612E+04
ALCPSO Avg 1.49260E+03 1.46630E+03 1.61080E+03 2.23574E+03 1.99048E+03 5.04827E+04

Std 1.16676E+02 1.88408E+01 2.43581E+01 2.78274E+02 1.12783E+02 2.80576E+04
LWOA Avg 7.30842E+04 6.51417E+03 5.02301E+04 2.80207E+03 2.40898E+03 3.66096E+05

Std 5.82316E+04 5.51857E+03 5.76599E+04 3.23472E+02 2.10966E+02 3.97534E+05
RDWOA Avg 3.39226E+03 3.46439E+03 3.80363E+03 2.53137E+03 2.06050E+03 1.72771E+05

Std 2.47225E+03 1.53363E+03 2.18498E+03 3.02699E+02 1.09415E+02 1.45200E+05
OMGSCA Avg 5.75234E+03 5.71585E+03 3.20934E+03 2.21221E+03 1.99233E+03 3.44858E+05

Std 2.75458E+03 7.81275E+03 9.77247E+02 1.95816E+02 1.05669E+02 4.05656E+05
GBHHO Avg 5.30809E+03 1.56964E+03 4.56252E+03 2.61863E+03 2.16471E+03 1.83982E+05

Std 3.16417E+03 8.58666E+01 4.51342E+03 3.14721E+02 1.87452E+02 1.46482E+05

Algorithms Criteria F19 F20 F21 F22 F23 F24

DMCS Avg 1.93202E+03 2.39297E+03 2.12321E+03 2.38219E+03 2.50000E+03 2.60000E+03
Std 8.14186E+00 9.48592E+01 3.69290E+01 3.74778E+01 0.00000E+00 0.00000E+00

OBLGWO Avg 1.99797E+05 2.52833E+03 2.24113E+03 2.35859E+03 2.95357E+03 2.65992E+03
Std 2.00599E+05 1.73193E+02 3.34331E+01 4.20539E+01 5.27019E+01 2.28017E+02

MSCA Avg 1.13286E+04 2.56542E+03 2.17691E+03 2.40509E+03 2.94061E+03 3.00019E+03
Std 1.08667E+04 1.67099E+02 3.66456E+01 4.34116E+01 8.62486E+01 1.48324E+02

HGWO Avg 7.44612E+06 2.67314E+03 2.64922E+03 2.43041E+03 3.03563E+03 3.07412E+03
Std 2.76051E+06 1.60784E+02 8.56082E+01 1.49642E+01 5.56900E+01 3.70231E+02

CLPSO Avg 1.97217E+03 2.21179E+03 2.17873E+03 2.25315E+03 2.84375E+03 2.61605E+03
Std 7.11005E+01 5.85629E+01 1.65819E+01 6.32211E+00 1.14179E+01 1.95285E+01

ALCPSO Avg 7.75836E+03 2.22078E+03 2.21411E+03 2.28251E+03 2.97078E+03 3.04522E+03
Std 7.73559E+03 7.88318E+01 3.48740E+01 2.34630E+01 8.41748E+01 4.31701E+02

LWOA Avg 9.26139E+04 2.65588E+03 2.22647E+03 2.43691E+03 3.12991E+03 2.76606E+03
Std 7.70317E+04 1.74584E+02 3.39448E+01 4.57195E+01 1.19208E+02 3.73288E+02

RDWOA Avg 6.48689E+03 2.34235E+03 2.20439E+03 2.37204E+03 2.50000E+03 2.60000E+03
Std 4.91624E+03 1.29495E+02 3.44768E+01 3.56431E+01 7.52734E–11 6.10549E–11

OMGSCA Avg 2.11849E+03 2.31660E+03 2.34004E+03 2.32518E+03 2.93951E+03 2.60004E+03
Std 1.98097E+02 9.94699E+01 5.93197E+01 2.30564E+01 3.76358E+01 5.79615E–02

GBHHO Avg 5.34532E+03 2.45553E+03 2.21398E+03 2.35553E+03 2.50000E+03 2.60000E+03
Std 4.34913E+03 1.54172E+02 2.79199E+01 2.74419E+01 0.00000E+00 0.00000E+00

Algorithms Criteria F25 F26 F27 F28 F29 F30

DMCS Avg 2.70000E+03 2.80000E+03 2.90000E+03 3.00000E+03 3.10000E+03 3.20000E+03
Std 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00

OBLGWO Avg 2.70000E+03 3.82441E+03 3.64338E+03 3.22774E+03 3.11837E+03 4.07592E+05
Std 0.00000E+00 1.60616E+03 9.35739E+01 4.08427E+02 7.23581E+01 4.46650E+05

MSCA Avg 2.95941E+03 5.72288E+03 3.20001E+03 3.29547E+03 3.98372E+03 9.26878E+03
Std 1.17945E+02 8.19079E+02 3.01200E–04 1.58508E+01 2.88159E+02 1.32173E+04

HGWO Avg 3.38814E+03 3.81843E+03 3.97145E+03 3.78484E+03 3.14175E+03 3.20000E+03
Std 1.45386E+02 1.61744E+03 3.04478E+02 1.39536E+02 9.27542E+01 1.59465E–08

CLPSO Avg 2.90845E+03 3.68824E+03 3.50831E+03 3.28135E+03 3.38234E+03 1.46691E+04
Std 1.19940E+01 6.10220E+02 2.85086E+01 1.38746E+01 6.72333E+01 7.88961E+03

ALCPSO Avg 2.96339E+03 5.25755E+03 3.75556E+03 3.48495E+03 3.48150E+03 4.73729E+04
Std 5.38191E+01 8.58031E+02 1.29768E+02 5.95141E+02 1.29532E+02 4.95066E+04
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Table 6   (continued)

Algorithms Criteria F25 F26 F27 F28 F29 F30

LWOA Avg 2.77966E+03 3.64752E+03 3.88787E+03 3.19170E+03 3.94497E+03 1.04126E+06

Std 1.19372E+02 1.70421E+03 1.29924E+02 1.32307E+02 2.51911E+02 4.36578E+05
RDWOA Avg 2.70000E+03 2.80000E+03 2.95660E+03 3.00000E+03 3.10612E+03 2.66636E+04

Std 4.95839E–10 9.33973E–10 2.16564E+02 1.62614E–10 3.35032E+01 1.44598E+04
OMGSCA Avg 2.75068E+03 2.80035E+03 3.59543E+03 3.48365E+03 3.58403E+03 2.81389E+05

Std 1.47979E+02 4.94447E–01 7.89469E+01 1.33162E+02 1.28402E+02 3.07717E+05
GBHHO Avg 2.70000E+03 2.80000E+03 2.90000E+03 3.00000E+03 3.10000E+03 1.76300E+04

Std 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 0.00000E+00 2.39865E+04

Table 7   The results of Avg and Std analysis of advanced algorithms comparison experiment

F DMCS OBLGWO MSCA HGWO CLPSO ALCPSO LWOA RDWOA OMGSCA GBHHO

F1 1 8 5 10 2 3 7 6 9 4
F2 2 8 1 10 6 7 4 3 9 5
F3 1 6 10 9 7 5 3 2 8 4
F4 1 8 2 10 3 7 6 4 9 5
F5 4 7 8 9 1 2 10 6 3 5
F6 8 7 5 9 1 3 10 2 4 6
F7 8 4 7 9 1 2 10 6 3 5
F8 7 4 8 9 1 2 10 5 3 6
F9 4 6 9 7 1 2 10 8 3 5
F10 4 8 5 10 1 2 9 7 3 6
F11 4 7 9 10 1 2 6 5 8 3
F12 1 9 6 10 3 2 7 4 8 5
F13 1 9 7 10 2 3 8 4 6 5
F14 2 8 9 10 5 1 7 4 6 3
F15 1 9 7 10 2 3 8 5 4 6
F16 4 6 9 10 1 3 8 5 2 7
F17 5 7 10 8 1 2 9 4 3 6
F18 1 9 6 10 3 2 8 4 7 5
F19 1 9 7 10 2 6 8 5 3 4
F20 5 7 8 10 1 2 9 4 3 6
F21 1 8 2 10 3 6 7 4 9 5
F22 7 5 8 9 1 2 10 6 3 4
F23 1 7 6 9 4 8 10 3 5 1
F24 1 6 8 10 5 9 7 3 4 1
F25 1 1 8 10 7 9 6 4 5 1
F26 1 8 10 7 6 9 5 3 4 1
F27 1 7 4 10 5 8 9 3 6 1
F28 1 5 7 10 6 9 4 3 8 1
F29 1 4 10 5 6 7 9 3 8 1
F30 1 9 3 2 4 7 10 6 8 5
 + / - / =   ~  20/2/8 26/2/2 28/0/2 17/11/2 17/10/3 30/0/0 16/3/11 20/9/1 14/3/13
mean 2.70 6.87 6.80 9.07 3.07 4.50 7.80 4.37 5.47 4.07
rank 1 8 7 10 2 5 9 4 6 3
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purposes while reducing the to reduce the computational 
complexity.

NLM denoising algorithm calculates the weighted sum of 
the pixel values of all pixels in the rectangular window, and 
the weights obey the Gaussian distribution. It uses the similar-
ity between the neighborhood block of the current filter point 
and the neighborhood blocks of other points in the rectangular 
window to calculate the weight. The greater the similarity, the 
greater the weight. A simple formula for NLM will be given 
below:
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Fig. 6   The Friedman test result of DMCS and other advanced algo-
rithms

Fig. 7   The convergence curves of DMCS and other nine advanced algorithms
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(11)NL[v](i) =
∑
j∈I

w(i, j)v(j),

(12)w(i, j) =
1

Z(i)
e

−‖v(Ni)−v(Nj)‖22,a
h2 ,

(13)Z(i) =
�
j

e
−‖v(Ni)−v(Nj)‖22,a

h2 .

The formulas will be explained below in conjunction 
with Fig. 8. In the figure, the window with a black border 
is the search window centered on the target pixel i . The 
small red and blue windows are the domain windows cen-
tered on pixels i and j severally. v = {v(i)|i ∈ I} denotes a 
discrete noisy image. NL[v](i) is the filter value of point 
v(i) , it is obtained from the weighted average of the pixel 
values of all points in the search window. w(i, j) denotes 
the Gaussian weight between v(i) and any point v(j) in the 
search window, calculated from the mean-squared error 
v
(
Ni

)
− v

(
Nj

)2
2,a

 of the respective domain block of the two 
points, and w(i, j) lies between 0 and 1, and 

∑
j w(i, j) = 1 . 

v
(
Ni

)
 and v

(
Nj

)
 are the intensity gray level vectors, where 

Nk denotes a square window centered at pixel k . The more 
similar v

(
Ni

)
 and v

(
Nj

)
 are, the larger w(i, j) is. The similar-

ity between pixel i and pixel j is determined by the similar-
ity of w(i, j) . a > 0 is the standard deviation of the Gaussian 
kernel. Z(i) is a normalizing factor. h is a coefficient to 
control the decay of the exponential function. The size of 
the h-value is proportional to the denoising effect and 
inversely proportional to the degree of image distortion. 
In other words, the larger the h , the better the denoising 
effect, but the more blurred the image will be. The smaller 
the h , the worse the denoising effect, but the smaller the 
denoising distortion.

Suppose an image I with a total number of m ∗ n pixels is 
divided into L gray levels, then the gray value range of pixels 
in the original image I is from 0 to L − 1 , and the gray value 
range of pixels in the NLM image is from 0 to L − 1 , too. 
The grayscale probability density of pixels in the NLM for 
2D histogram generated by combining the grayscale image 
and the NLM image is calculated by Eq. (14) [94].

where the frequency of occurrence of the binary group (i, j) 
is denoted by f (i, j) . i denotes the pixel gray level of the 
original image I , j denotes the pixel gray level of the NLM 
image, and Fig. 9 shows the NLM 2D histogram, where the 
pixel values of the original grayscale image I are represented 
by the horizontal axis and the NLM image are represented 
by the vertical axis, with the axis intervals determined by the 
corresponding threshold levels of the image.

4.2.2 � 2D Rényi Entropy Mode

2D Rényi entropy is a generalization of Shannon entropy, 
which differs from Shannon entropy in those variable param-
eters � are introduced into it. Then in 2008, Leila et al. 
defined the conditional 2D Rényi entropy and showed that 
the so-called chain rule holds for 2D Rényi entropy [95–97]. 

(14)p(i, j) =
f (i, j)

m × n
,

Fig. 8   The schematic diagram of NLM

Fig. 9   NLM 2D histogram
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In this paper, the coefficient of � is 0.5. Here, we introduce 
the 2D Rényi entropy method of multi-threshold.

Given an image I  divided into L gray levels, 
the distribution probability of each gray level is 
{p(1), p(2),… , p(i),… , p(L)} . Assuming that there are N 
thresholds 

{
t1, t2,… , tN

}
 , the histogram is divided into N + 1 

regions, and the grayscale probability of the first threshold 
t can be described as Eq. (15):

The 2D Rényi entropy of each region Rtn
�
 can be calcu-

lated by Eq. (16):

(15)wj(t) =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

t1∑
i=1

p(i), j = 1

tn∑
i=tn−1+1

p(i), 1 < j < N

L−1∑
i=tN−1+1

p(i), otherelse

.

Fig. 10   Original images and corresponding 2D histograms of the eight images used in the experiment
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Table 8   The FSIM of each algorithm

Image K DMCS CS WOA BA PSO

1 4 Avg 9.12095E–01 8.55712E–01 8.94355E–01 9.02780E–01 9.04492E–01
Std 3.23578E–02 6.16052E–02 5.76997E–02 4.55442E–02 4.94625E–02

5 Avg 9.41737E–01 8.85851E–01 9.05817E–01 8.97601E–01 9.09349E–01
Std 1.58398E–02 4.75213E–02 6.85609E–02 1.15582E–01 6.05325E–02

6 Avg 9.67603E–01 9.15102E–01 9.25680E–01 9.26205E–01 9.23820E–01
Std 8.71950E–03 2.99607E–02 4.42501E–02 7.09853E–02 6.06237E–02

2 4 Avg 9.32471E–01 9.12391E–01 8.63701E–01 8.81901E–01 9.00947E–01
Std 1.13890E–02 3.55858E–02 1.28538E–01 4.61051E–02 8.89203E–02

5 Avg 9.66917E–01 9.17143E–01 9.04833E–01 8.98700E–01 9.44370E–01
Std 1.39479E–02 5.67016E–02 5.40122E–02 5.58035E–02 2.48847E–02

6 Avg 9.72422E–01 9.40835E–01 9.45702E–01 9.15370E–01 9.38046E–01
Std 1.51980E–02 3.50007E–02 3.95189E–02 5.42792E–02 5.29058E–02

3 4 Avg 8.42834E–01 8.26255E–01 7.93962E–01 7.63694E–01 8.29403E–01
Std 2.59818E–02 5.54108E–02 5.66070E–02 7.52358E–02 3.91362E–02

5 Avg 8.75410E–01 8.48521E–01 8.54091E–01 8.09504E–01 8.61721E–01
Std 2.20396E–02 6.71862E–02 3.66625E–02 8.49594E–02 3.58040E–02

6 Avg 9.04271E–01 8.99670E–01 8.69808E–01 8.46003E–01 8.79478E–01
Std 3.14729E–02 3.81930E–02 6.33001E–02 6.34398E–02 4.02192E–02

4 4 Avg 8.70921E–01 8.30477E–01 8.46213E–01 8.37307E–01 8.47302E–01
Std 1.88736E–02 5.64860E–02 3.99347E–02 4.71795E–02 3.60582E–02

5 Avg 8.95719E–01 8.96853E–01 8.66150E–01 8.51004E–01 8.86392E–01
Std 2.65975E–02 3.67655E–02 5.59203E–02 5.49673E–02 3.97594E–02

6 Avg 9.05393E–01 8.99389E–01 9.12684E–01 9.00351E–01 9.12350E–01
Std 2.51329E–02 3.47847E–02 2.90664E–02 3.38040E–02 2.88702E–02

5 4 Avg 8.89430E–01 8.66679E–01 8.60772E–01 8.29551E–01 8.67201E–01
Std 1.88808E–02 3.86681E–02 5.24221E–02 1.35976E–01 4.34719E–02

5 Avg 9.16675E–01 8.98453E–01 8.66662E–01 8.62539E–01 8.90484E–01
Std 2.08842E–02 5.76518E–02 1.39611E–01 1.00058E–01 4.02707E–02

6 Avg 9.24528E–01 9.10929E–01 9.25919E–01 8.86999E–01 9.28271E–01
Std 2.11194E–02 4.20662E–02 1.88382E–02 7.27049E–02 2.14119E–02

6 4 Avg 9.42141E–01 9.25780E–01 9.17638E–01 9.25043E–01 9.36581E–01
Std 1.65329E–02 2.87857E–02 3.63279E–02 3.17377E–02 2.34694E–02

5 Avg 9.57359E–01 9.15217E–01 9.36268E–01 9.25662E–01 9.49227E–01
Std 1.32212E–02 5.00399E–02 3.46303E–02 3.93797E–02 3.07925E–02

6 Avg 9.68759E–01 9.35337E–01 9.29263E–01 9.20071E–01 9.57371E–01
Std 7.56913E–03 3.04785E–02 1.06075E–01 1.09528E–01 2.47703E–02

7 4 Avg 9.09565E–01 8.80857E–01 8.78068E–01 8.96670E–01 8.94152E–01
Std 2.02225E–02 4.73120E–02 5.21113E–02 3.04699E–02 2.90075E–02

5 Avg 9.28638E–01 9.11989E–01 9.16099E–01 9.07335E–01 9.17289E–01
Std 1.74842E–02 3.64391E–02 3.48813E–02 4.50679E–02 3.14956E–02

6 Avg 9.49408E–01 9.28715E–01 9.40424E–01 9.21459E–01 9.31816E–01
Std 1.77207E–02 2.64026E–02 2.65673E–02 5.68528E–02 2.47655E–02

8 4 Avg 9.24065E–01 8.85474E–01 8.73538E–01 8.37485E–01 8.95073E–01
Std 2.70344E–02 5.91464E–02 6.24384E–02 7.89888E–02 3.74878E–02

5 Avg 9.56184E–01 9.25488E–01 9.27445E–01 8.51160E–01 9.27209E–01
Std 1.42652E–02 3.40218E–02 3.46696E–02 1.65287E–01 3.42710E–02

6 Avg 9.69208E–01 9.34667E–01 9.32894E–01 9.33587E–01 9.51835E–01
Std 1.18349E–02 5.41263E–02 4.24641E–02 3.63077E–02 2.44825E–02

Image K SSA MVO BLPSO IWOA

1 4 Avg 8.92739E–01 8.43078E–01 8.31110E–01 8.87466E–01
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Table 8   (continued)

Image K SSA MVO BLPSO IWOA

Std 4.66734E–02 6.04366E–02 6.14806E–02 5.10184E–02
5 Avg 9.07265E–01 8.80311E–01 8.54390E–01 9.13003E–01

Std 5.71636E–02 5.45244E–02 5.56354E–02 3.82858E–02
6 Avg 9.14770E–01 8.63819E–01 8.80559E–01 8.91461E–01

Std 4.95044E–02 7.93804E–02 4.24161E–02 5.60901E–02
2 4 Avg 8.96794E–01 8.70735E–01 8.69786E–01 8.76432E–01

Std 6.00016E–02 6.11635E–02 4.90666E–02 6.74629E–02
5 Avg 9.27622E–01 8.98780E–01 8.56554E–01 9.06695E–01

Std 3.89963E–02 5.76244E–02 1.08392E–01 6.62896E–02
6 Avg 9.30011E–01 8.99838E–01 8.70705E–01 9.11145E–01

Std 4.59686E–02 6.31111E–02 5.80955E–02 5.47448E–02
3 4 Avg 7.63596E–01 7.71614E–01 7.87113E–01 7.86774E–01

Std 7.46362E–02 6.95541E–02 6.56654E–02 9.95578E–02
5 Avg 8.71838E–01 8.14724E–01 7.63408E–01 8.46204E–01

Std 3.56278E–02 9.31933E–02 7.01325E–02 4.20298E–02
6 Avg 8.77081E–01 8.53703E–01 8.29528E–01 8.58250E–01

Std 6.93123E–02 8.85052E–02 7.61705E–02 6.33720E–02
4 4 Avg 8.50759E–01 8.36848E–01 8.33470E–01 8.26085E–01

Std 3.43742E–02 5.05237E–02 6.08436E–02 6.01389E–02
5 Avg 8.96778E–01 8.31263E–01 8.51808E–01 8.54716E–01

Std 2.14465E–02 7.00724E–02 5.47908E–02 4.11562E–02
6 Avg 9.02983E–01 9.02993E–01 8.80108E–01 8.88989E–01

Std 2.77117E–02 3.72693E–02 4.49210E–02 4.62821E–02
5 4 Avg 8.81447E–01 8.54893E–01 8.26870E–01 8.55273E–01

Std 3.63539E–02 6.53466E–02 4.66205E–02 4.15452E–02
5 Avg 8.84299E–01 8.74963E–01 8.34237E–01 8.98226E–01

Std 4.42321E–02 5.12329E–02 5.19240E–02 3.08624E–02
6 Avg 9.19614E–01 8.69529E–01 8.82270E–01 8.72273E–01

Std 2.49629E–02 8.05603E–02 4.49473E–02 8.61659E–02
6 4 Avg 9.28453E–01 8.80849E–01 9.15626E–01 9.21653E–01

Std 4.03064E–02 4.93754E–02 4.44837E–02 3.51225E–02
5 Avg 9.35525E–01 8.91051E–01 9.25064E–01 9.31112E–01

Std 4.10856E–02 4.87975E–02 3.39234E–02 2.81165E–02
6 Avg 9.51754E–01 9.16032E–01 9.29669E–01 9.23265E–01

Std 3.12011E–02 4.14442E–02 3.60871E–02 6.52778E–02
7 4 Avg 8.95961E–01 8.68320E–01 8.56121E–01 8.61611E–01

Std 2.99361E–02 3.98598E–02 5.46917E–02 4.71546E–02
5 Avg 9.12257E–01 8.95422E–01 8.60800E–01 8.89618E–01

Std 5.28750E–02 5.38159E–02 5.67734E–02 5.39163E–02
6 Avg 9.27454E–01 8.86419E–01 8.85829E–01 9.16703E–01

Std 2.99597E–02 9.14963E–02 6.21634E–02 4.47252E–02
8 4 Avg 9.06003E–01 8.65700E–01 8.74101E–01 8.66739E–01

Std 5.45133E–02 1.20668E–01 5.56094E–02 6.89638E–02
5 Avg 9.08298E–01 8.57003E–01 8.69605E–01 8.74674E–01

Std 5.27693E–02 7.31942E–02 5.86274E–02 7.40425E–02
6 Avg 9.40570E–01 9.00725E–01 8.96484E–01 9.01420E–01

Std 4.70278E–02 6.46651E–02 5.15822E–02 7.36046E–02
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Table 9   The PSNR of each algorithm

Image K DMCS CS WOA BA PSO

1 4 Avg 2.07778E+01 1.82488E+01 1.93897E+01 1.97668E+01 1.95201E+01
Std 1.68543E+00 2.90143E+00 2.88656E+00 2.22679E+00 2.92031E+00

5 Avg 2.29014E+01 1.97002E+01 2.08672E+01 2.05798E+01 2.02511E+01
Std 6.59980E–01 2.21714E+00 3.12410E+00 3.21877E+00 3.44437E+00

6 Avg 2.44850E+01 2.15858E+01 2.16607E+01 2.20024E+01 2.16430E+01
Std 8.27912E–01 1.50477E+00 2.57220E+00 3.16508E+00 3.03666E+00

2 4 Avg 2.21856E+01 2.09805E+01 1.98613E+01 1.92243E+01 2.08829E+01
Std 5.39345E–01 1.61592E+00 3.34480E+00 2.53997E+00 2.96586E+00

5 Avg 2.43295E+01 2.20707E+01 2.12441E+01 2.06177E+01 2.30091E+01
Std 8.01944E–01 1.64923E+00 3.12786E+00 2.63540E+00 1.38594E+00

6 Avg 2.60398E+01 2.36999E+01 2.36307E+01 2.16508E+01 2.31110E+01
Std 6.27315E–01 1.56816E+00 2.62017E+00 3.45187E+00 3.12823E+00

3 4 Avg 2.09707E+01 2.03100E+01 1.92369E+01 1.81455E+01 2.01042E+01
Std 6.50360E–01 8.85478E–01 1.67412E+00 2.12878E+00 1.19604E+00

5 Avg 2.20345E+01 2.11118E+01 2.11664E+01 1.95118E+01 2.14997E+01
Std 8.29287E–01 1.38242E+00 1.07695E+00 3.06477E+00 1.05985E+00

6 Avg 2.35609E+01 2.28875E+01 2.14714E+01 2.06060E+01 2.22108E+01
Std 1.26560E+00 1.23629E+00 2.52963E+00 2.97349E+00 1.07281E+00

4 4 Avg 1.95144E+01 1.83250E+01 1.87203E+01 1.82854E+01 1.87655E+01
Std 5.78397E–01 1.16290E+00 1.12936E+00 1.40992E+00 7.41969E–01

5 Avg 2.09971E+01 2.06689E+01 1.96292E+01 1.90553E+01 2.03172E+01
Std 9.53233E–01 1.20685E+00 1.86580E+00 1.92997E+00 1.25738E+00

6 Avg 2.18142E+01 2.10155E+01 2.17088E+01 2.08360E+01 2.15461E+01
Std 1.18959E+00 1.39560E+00 1.15659E+00 1.45587E+00 1.11983E+00

5 4 Avg 2.11828E+01 1.99866E+01 1.96157E+01 1.85855E+01 1.99511E+01
Std 3.74384E–01 1.05181E+00 2.32730E+00 3.85444E+00 1.52999E+00

5 Avg 2.28259E+01 2.12287E+01 2.08076E+01 2.01409E+01 2.11083E+01
Std 5.84971E–01 1.58558E+00 3.03975E+00 2.58824E+00 1.55215E+00

6 Avg 2.37027E+01 2.22256E+01 2.29436E+01 2.09776E+01 2.26725E+01
Std 8.75122E–01 9.55603E–01 9.02340E–01 2.52798E+00 8.53349E–01

6 4 Avg 2.05187E+01 1.93676E+01 1.92790E+01 1.97843E+01 2.00219E+01
Std 4.40250E–01 1.42247E+00 1.99952E+00 1.43482E+00 1.41178E+00

5 Avg 2.22749E+01 2.06621E+01 2.11492E+01 1.99631E+01 2.16921E+01
Std 7.32708E–01 1.70130E+00 2.41060E+00 2.19658E+00 1.82422E+00

6 Avg 2.39573E+01 2.20381E+01 2.18827E+01 2.13104E+01 2.26983E+01
Std 1.15652E+00 1.24601E+00 2.85927E+00 3.24219E+00 1.84798E+00

7 4 Avg 2.14832E+01 2.03303E+01 2.00058E+01 2.06246E+01 2.07668E+01
Std 8.20718E–01 1.30639E+00 2.12757E+00 1.26275E+00 1.03948E+00

5 Avg 2.31386E+01 2.14332E+01 2.20011E+01 2.15084E+01 2.18816E+01
Std 3.80610E–01 1.71961E+00 1.52830E+00 1.95182E+00 1.13722E+00

6 Avg 2.46541E+01 2.28779E+01 2.36614E+01 2.24195E+01 2.29500E+01
Std 6.82819E–01 1.35925E+00 1.21547E+00 2.93503E+00 1.22865E+00

8 4 Avg 2.15768E+01 2.02150E+01 1.88791E+01 1.72845E+01 2.01260E+01
Std 6.05147E–01 1.53227E+00 2.91852E+00 2.88481E+00 1.76294E+00

5 Avg 2.37524E+01 2.16376E+01 2.17551E+01 1.94681E+01 2.17907E+01
Std 7.63915E–01 1.29217E+00 1.86284E+00 4.42278E+00 1.37690E+00

6 Avg 2.51563E+01 2.29622E+01 2.28298E+01 2.21593E+01 2.37530E+01
Std 7.81868E–01 1.74106E+00 2.65236E+00 2.50298E+00 1.58135E+00

Image K SSA MVO BLPSO IWOA

1 4 Avg 1.93736E+01 1.73164E+01 1.65872E+01 1.91582E+01
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Table 9   (continued)

Image K SSA MVO BLPSO IWOA

Std 2.38954E+00 2.48317E+00 3.43880E+00 2.23620E+00
5 Avg 2.04473E+01 1.94653E+01 1.82121E+01 2.06663E+01

Std 2.90820E+00 2.55223E+00 2.70762E+00 1.82946E+00
6 Avg 2.12231E+01 1.98379E+01 1.94516E+01 2.03883E+01

Std 2.45204E+00 2.87713E+00 2.70182E+00 2.99456E+00
2 4 Avg 2.00388E+01 1.90224E+01 1.92072E+01 1.90681E+01

Std 3.02881E+00 3.08935E+00 1.71742E+00 3.23990E+00
5 Avg 2.16865E+01 2.06122E+01 1.94363E+01 2.11504E+01

Std 2.07307E+00 3.27090E+00 3.24533E+00 3.31594E+00
6 Avg 2.25203E+01 2.15417E+01 1.95151E+01 2.13985E+01

Std 2.24285E+00 2.30492E+00 2.96904E+00 2.81319E+00
3 4 Avg 1.81294E+01 1.80940E+01 1.88145E+01 1.86217E+01

Std 2.36710E+00 2.13816E+00 1.56454E+00 2.24503E+00
5 Avg 2.15307E+01 1.96471E+01 1.81898E+01 2.09464E+01

Std 1.27278E+00 2.33414E+00 2.03593E+00 1.50150E+00
6 Avg 2.20457E+01 2.13224E+01 2.03049E+01 2.18566E+01

Std 1.77083E+00 2.92385E+00 1.87622E+00 1.69399E+00
4 4 Avg 1.88009E+01 1.82409E+01 1.82183E+01 1.79081E+01

Std 8.62819E-01 1.42564E+00 1.33656E+00 1.49428E+00
5 Avg 2.03448E+01 1.85133E+01 1.90310E+01 1.87324E+01

Std 1.06975E+00 2.17185E+00 1.29457E+00 1.94800E+00
6 Avg 2.06766E+01 2.09358E+01 2.00189E+01 2.06491E+01

Std 1.42168E+00 1.44592E+00 1.26743E+00 1.46313E+00
5 4 Avg 2.04770E+01 1.94710E+01 1.88619E+01 1.95337E+01

Std 1.18148E+00 1.46166E+00 1.21587E+00 1.41706E+00
5 Avg 2.05171E+01 2.04649E+01 1.91728E+01 2.10220E+01

Std 1.93737E+00 1.36196E+00 1.65815E+00 1.21843E+00
6 Avg 2.16995E+01 2.02322E+01 2.04868E+01 2.06178E+01

Std 1.35098E+00 3.18149E+00 1.91024E+00 2.96195E+00
6 4 Avg 1.96300E+01 1.81191E+01 1.88328E+01 1.96261E+01

Std 2.23192E+00 1.76451E+00 1.82338E+00 1.28504E+00
5 Avg 2.08428E+01 1.86505E+01 1.95726E+01 2.06325E+01

Std 2.05018E+00 2.44290E+00 1.62958E+00 1.89450E+00
6 Avg 2.26555E+01 2.05809E+01 2.06087E+01 2.06027E+01

Std 2.11833E+00 2.06296E+00 1.95266E+00 2.71420E+00
7 4 Avg 2.07655E+01 1.96927E+01 1.88482E+01 1.92882E+01

Std 1.09086E+00 1.47783E+00 1.80671E+00 1.49155E+00
5 Avg 2.16317E+01 2.08343E+01 1.95850E+01 2.07120E+01

Std 2.33896E+00 1.88821E+00 1.98253E+00 1.86221E+00
6 Avg 2.26191E+01 2.10131E+01 2.08598E+01 2.23253E+01

Std 1.27055E+00 2.90536E+00 2.10222E+00 1.92047E+00
8 4 Avg 2.04934E+01 1.95434E+01 1.95148E+01 1.88462E+01

Std 1.97480E+00 2.28693E+00 1.58634E+00 3.36450E+00
5 Avg 2.06055E+01 1.88591E+01 1.97820E+01 1.93543E+01

Std 2.39587E+00 3.28360E+00 1.86045E+00 3.47756E+00
6 Avg 2.26865E+01 2.11817E+01 2.07919E+01 2.11199E+01

Std 2.71930E+00 2.75889E+00 2.05991E+00 3.24761E+00
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Table 10   The SSIM of each algorithm

Image K DMCS CS WOA BA PSO

1 4 Avg 7.92140E–01 6.94955E–01 7.45954E–01 7.57167E–01 7.46926E–01
Std 4.94928E–02 9.93578E–02 8.60484E–02 6.64400E–02 8.67558E–02

5 Avg 8.50440E–01 7.34800E–01 7.81439E–01 7.68807E–01 7.67261E–01
Std 2.16982E–02 7.60575E–02 9.39024E–02 1.22878E–01 9.47175E–02

6 Avg 8.74474E–01 7.91566E–01 8.11687E–01 8.09940E–01 7.96511E–01
Std 2.05488E–02 6.03800E–02 6.95099E–02 9.74572E–02 1.00818E–01

2 4 Avg 8.18274E–01 7.81004E–01 7.47595E–01 7.36751E–01 7.69098E–01
Std 2.25541E–02 4.82128E–02 1.29120E–01 7.59018E–02 1.19653E–01

5 Avg 8.74334E–01 7.91573E–01 8.00231E–01 7.74973E–01 8.41665E–01
Std 1.80578E–02 6.03766E–02 8.29076E–02 7.33877E–02 3.60211E–02

6 Avg 9.09815E–01 8.44943E–01 8.51560E–01 8.02178E–01 8.38138E–01
Std 1.47404E–02 4.39596E–02 7.01491E–02 9.31510E–02 8.50565E–02

3 4 Avg 7.47795E–01 7.40978E–01 7.03870E–01 6.64628E–01 7.39145E–01
Std 3.61903E–02 3.76937E–02 6.05180E–02 9.68681E–02 4.41265E–02

5 Avg 7.88009E–01 7.54594E–01 7.73819E–01 7.18394E–01 7.77812E–01
Std 3.79279E–02 5.11270E–02 2.95956E–02 1.07341E–01 3.82315E–02

6 Avg 8.32435E–01 8.08926E–01 7.80232E–01 7.61146E–01 7.98609E–01
Std 4.53010E–02 3.63892E–02 6.55516E–02 8.85763E–02 2.20132E–02

4 4 Avg 7.77085E–01 7.41303E–01 7.55885E–01 7.38146E–01 7.56758E–01
Std 2.42157E–02 4.97199E–02 4.24257E–02 5.75097E–02 2.61947E–02

5 Avg 8.19605E–01 8.02788E–01 7.81411E–01 7.63365E–01 8.01182E–01
Std 3.16446E–02 3.16690E–02 5.83017E–02 5.92865E–02 3.70661E–02

6 Avg 8.44434E–01 8.11004E–01 8.32491E–01 8.12420E–01 8.33249E–01
Std 2.07765E–02 3.69416E–02 3.26889E–02 4.55376E–02 2.52839E–02

5 4 Avg 8.05991E–01 7.60933E–01 7.55085E–01 7.11598E–01 7.63404E–01
Std 1.12089E–02 3.39289E–02 8.19980E–02 1.47460E–01 5.17084E–02

5 Avg 8.51374E–01 7.89373E–01 7.85386E–01 7.59657E–01 7.98270E–01
Std 1.55282E–02 6.30391E–02 1.27387E–01 1.16309E–01 5.14605E–02

6 Avg 8.73301E–01 8.24291E–01 8.51752E–01 7.92219E–01 8.46070E–01
Std 2.02222E–02 3.19812E–02 2.26476E–02 9.92581E–02 2.21750E–02

6 4 Avg 8.55088E–01 8.20272E–01 8.19133E–01 8.33280E–01 8.38091E–01
Std 1.24535E–02 4.34575E–02 5.82404E–02 3.77894E–02 4.05866E–02

5 Avg 8.92839E–01 8.32433E–01 8.54395E–01 8.29597E–01 8.72426E–01
Std 1.87752E–02 5.02405E–02 5.52819E–02 6.49229E–02 4.76097E–02

6 Avg 9.09004E–01 8.51596E–01 8.54425E–01 8.42056E–01 8.88500E–01
Std 2.08462E–02 4.40681E–02 1.29661E–01 1.30040E–01 3.60453E–02

7 4 Avg 8.07837E–01 7.67315E–01 7.69668E–01 7.87461E–01 7.88628E–01
Std 2.75355E–02 4.10239E–02 6.19526E–02 3.47564E–02 2.95690E–02

5 Avg 8.59768E–01 7.86385E–01 8.22571E–01 8.08752E–01 8.16683E–01
Std 8.80190E–03 5.19892E–02 3.38030E–02 5.55757E–02 3.21082E–02

6 Avg 8.89313E–01 8.19579E–01 8.60850E–01 8.21441E–01 8.44256E–01
Std 1.17102E–02 5.18458E–02 2.67373E–02 9.02119E–02 3.21252E–02

8 4 Avg 8.29909E–01 7.74505E–01 7.48257E–01 6.89417E–01 7.86626E–01
Std 2.05435E–02 6.20769E–02 8.88404E–02 1.14192E–01 5.04410E–02

5 Avg 8.80583E–01 8.03986E–01 8.31068E–01 7.46942E–01 8.32353E–01
Std 2.00778E–02 5.27814E–02 4.57506E–02 1.90413E–01 3.76893E–02

6 Avg 9.05047E–01 8.41290E–01 8.50318E–01 8.38592E–01 8.72948E–01
Std 1.56370E–02 6.34576E–02 7.67947E–02 6.24977E–02 4.19552E–02

Image K SSA MVO BLPSO IWOA

1 4 Avg 7.42741E–01 6.82694E–01 6.49225E–01 7.35018E–01
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Table 10   (continued)

Image K SSA MVO BLPSO IWOA

Std 7.28488E–02 7.59807E–02 1.15304E–01 6.52832E–02
5 Avg 7.63603E–01 7.31174E–01 6.87785E–01 7.74343E–01

Std 8.72299E–02 8.48116E–02 8.29148E–02 5.90950E–02
6 Avg 7.87056E–01 7.45616E–01 7.30285E–01 7.62871E–01

Std 7.03595E–02 9.19439E–02 7.32925E–02 9.26546E–02
2 4 Avg 7.55348E–01 7.02824E–01 7.06520E–01 7.25087E–01

Std 9.93601E–02 1.07322E–01 7.26523E–02 9.81276E–02
5 Avg 8.03133E–01 7.62580E–01 7.09765E–01 7.81465E–01

Std 5.58742E–02 9.68111E–02 1.26908E–01 9.94545E–02
6 Avg 8.16302E–01 7.65473E–01 7.12001E–01 7.84280E–01

Std 6.00467E–02 9.87799E–02 1.00161E–01 8.23673E–02
3 4 Avg 6.74217E–01 6.62789E–01 6.89728E–01 6.94301E–01

Std 7.92452E–02 7.29725E–02 6.73252E–02 8.67020E–02
5 Avg 7.78748E–01 7.20334E–01 6.74354E–01 7.68370E–01

Std 3.20260E–02 7.14880E–02 6.65393E–02 4.87774E–02
6 Avg 7.87983E–01 7.59276E–01 7.26739E–01 7.93206E–01

Std 5.14165E–02 9.35993E–02 6.32935E–02 4.63834E–02
4 4 Avg 7.53391E–01 7.32783E–01 7.33485E–01 7.24056E–01

Std 3.17617E–02 4.50181E–02 5.31553E–02 5.65658E–02
5 Avg 7.97821E–01 7.31476E–01 7.47722E–01 7.53765E–01

Std 2.87091E–02 6.77956E–02 4.22274E–02 6.30489E–02
6 Avg 7.95808E–01 7.99182E–01 7.70218E–01 8.04617E–01

Std 4.84239E–02 4.26008E–02 4.90007E–02 4.05159E–02
5 4 Avg 7.80838E–01 7.33454E–01 7.18863E–01 7.46587E–01

Std 4.09052E–02 6.42353E–02 4.99082E–02 4.96605E–02
5 Avg 7.77866E–01 7.63274E–01 7.13216E–01 7.95566E–01

Std 7.10073E–02 6.06028E–02 6.71731E–02 4.46452E–02
6 Avg 8.13664E–01 7.56151E–01 7.66299E–01 7.76245E–01

Std 4.10760E–02 1.05444E–01 6.20045E–02 9.66625E–02
6 4 Avg 8.24686E–01 7.69328E–01 7.94437E–01 8.24036E–01

Std 6.77075E–02 5.92267E–02 5.85605E–02 3.63884E–02
5 Avg 8.48549E–01 7.67146E–01 8.11797E–01 8.38976E–01

Std 5.80580E–02 9.06532E–02 4.84429E–02 5.03692E–02
6 Avg 8.75727E–01 8.27553E–01 8.30827E–01 8.28170E–01

Std 5.39845E–02 6.19966E–02 5.03269E–02 9.96500E–02
7 4 Avg 7.87814E–01 7.46673E–01 7.14272E–01 7.41741E–01

Std 3.48411E–02 5.15399E–02 5.96316E–02 5.15038E–02
5 Avg 8.04715E–01 7.76373E–01 7.23577E–01 7.79440E–01

Std 7.35891E–02 5.71046E–02 7.34253E–02 5.42636E–02
6 Avg 8.25744E–01 7.70038E–01 7.62930E–01 8.14914E–01

Std 3.97364E–02 1.02141E–01 6.98593E–02 5.88067E–02
8 4 Avg 7.87309E–01 7.39000E–01 7.46774E–01 7.39405E–01

Std 8.53396E–02 1.32680E–01 5.79216E–02 1.07437E–01
5 Avg 7.94291E–01 7.03662E–01 7.44580E–01 7.55012E–01

Std 6.93470E–02 1.27444E–01 7.34107E–02 1.11183E–01
6 Avg 8.42523E–01 7.99564E–01 7.79749E–01 7.93966E–01

Std 8.17797E–02 7.95253E–02 7.21412E–02 9.36475E–02
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Table 11   Wilcoxon signed-rank 
test result for each algorithm 
on FSIM

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4  + / - / =   ~  4/0/4 6/0/2 5/0/3 2/0/6 3/0/5 8/0/8 8/0/0 7/0/1
Avg 1 4.625 5.625 5.625 2.75 3.75 7.375 7.5 6.75
Rank 1 4 5 5 2 3 8 9 7

5  + / - / =   ~  4/0/4 6/0/2 6/0/2 3/0/5 4/0/4 8/0/0 8/0/0 7/0/1
Avg 1.25 4.5 4.375 7.375 2.875 3.625 7.625 8.25 5.125
Rank 1 5 4 7 2 3 8 9 6

6  + / - / =   ~  5/0/3 4/0/4 7/0/1 5/0/3 5/0/3 7/0/1 8/0/0 7/0/1
Avg 1.5 4.25 3.375 5.875 2.625 4.375 7.75 8.125 7.125
Rank 1 4 3 6 2 5 8 9 7

Table 12   Wilcoxon signed-rank 
test result for each algorithm on 
PSNR

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4  + / - / =   ~  8/0/0 7/0/1 6/0/2 5/0/3 7/0/1 8/0/0 8/0/0 8/0/0
Avg 1 4.125 5.25 5.75 3 3.75 7.625 7.5 7
Rank 1 4 5 6 2 3 9 8 7

5  + / - / =   ~  7/0/1 7/0/1 8/0/0 7/0/1 7/0/1 8/0/0 8/0/0 8/0/0
Avg 1 4.25 3.625 6.5 3.125 4.125 8 8.25 6.125
Rank 1 5 3 7 2 4 8 9 6

6  + / - / =   ~  7/0/1 7/0/1 8/0/0 7/0/1 7/0/1 8/0/0 8/0/0 8/0/0
Avg 1 3.5 3.375 5.75 3 5 7.5 8.625 7.25
Rank 1 4 3 6 2 5 8 9 7

Table 13   Wilcoxon signed-rank 
test result for each algorithm 
on SSIM

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4  + / - / =   ~  7/0/1 6/0/2 6/0/2 4/0/4 7/0/1 8/0/0 8/0/0 8/0/0
Avg 1 4.5 4.75 5.875 2.625 3.875 8.125 7.625 6.625
Rank 1 4 5 6 2 3 9 8 7

5  + / - / =   ~  8/0/0 7/0/1 8/0/0 7/0/1 7/0/1 8/0/0 8/0/0 7/0/1
Avg 1 5 3.5 6.375 2.75 4.375 8.125 8.625 5.25
Rank 1 5 3 7 2 4 8 9 6

6  + / - / =   ~  8/0/0 7/0/1 8/0/0 7/0/1 8/0/0 8/0/0 8/0/0 8/0/0
Avg 1 4.375 3 5.375 2.875 5 8 8.625 6.75
Rank 1 4 3 6 2 5 8 9 7

Table 14   Friedman test result 
for each algorithm on FSIM

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4 Avg 6.8 5.1375 4.9125 4.6625 5.66875 5.4875 3.88125 3.99375 4.45625
Rank 1 4 5 6 2 3 9 8 7

5 Avg 7.0125 5.325 5.24375 4.5375 5.8375 5.63125 3.675 3.1625 4.575
Rank 1 4 5 7 2 3 8 9 6

6 Avg 6.99375 5.10625 5.56875 4.75 5.8625 5.24375 3.925 3.225 4.325
Rank 1 5 3 6 2 4 8 9 7
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The selected optimal threshold by the algorithm should 
meet Eq. (17):

4.3 � Evaluation Metrics for Image Segmentation

This subsection details three commonly used image quality 
evaluation metrics: FSIM, PSNR, and SSIM. They evaluate 
the image feature similarity, image distortion degree, and 
image structural integrity.

(1) FSIM is an image quality metric based on a low-
level feature, which uses both Phase Congruency (PC) and 
the Gradient Magnitude (GM) [85] features. PC and GM 
indicate complementary aspects of the visual quality of an 
image. Below we will explain Eqs. (18)–(21).

PC1 and PC2 represent the PC map extracted from images 
f1 and f2 , respectively, and G1 and G2 represent the GM 
maps extracted from them. The similarity measure SPC(x) 
for PC1(x) and PC2(x) is calculated by Eq. (18), and the 
similarity measure SG(x) is defined as Eq. (19):

(16)Rtn
�
=

1

1 − �
ln

tn∑
i=tn−1+1

(
p(i)

wn(t)

)�

, n = 1…N.

(17)
[
t1, t2,… , tN

]
= argmax

(
N∑
n=1

Rtn
�

(
tn
))

.

(18)SPC(x) =
2PC1(x) ⋅ PC2(x) + T1

PC2
1
(x) + PC2

2
(x) + T1

,

where T1 , T2 both are positive constants, and T1 plays a role 
in enhancing the stability of SPC . The dynamic range of GM 
values determines the value of T2 . Define SL as the similarity 
between f1 and f2 , which is calculated by combining SPC and 
SG , and the calculation method is shown in Eq. (20):

where � and � are relative importance parameters that can 
be used to adjust the PC and GM values. From the above 
description. The FSIM index between f1 and f2 can be 
defined as Eq. (21).

where Ω denotes the whole image space domain, and PCm is 
obtained through equation max

(
PC1(x),PC2(x)

)
.

(2) PSNR is a simple and commonly used fidelity meas-
urement method and has traditionally been used in analog 
systems as a consistent quality metric. Due to its mathemati-
cal convenience and simplicity, it is an attractive measure of 
image quality (loss) [84, 98].

The mathematical formula for PSNR is as follows:

(19)SG(x) =
2G1(x) ⋅ G2(x) + T2

G2
1
(x) + G2

2
(x) + T2

,

(20)SL(x) =
[
SPC(x)

]�
⋅

[
SG(x)

]�
,

(21)FSIM =

∑
x∈Ω SL(x) ⋅ PCm(x)∑

x∈Ω PCm(x)
,

(22)PSNR(x, y) = 10 log10
2552

MSE(x, y)
,

Table 15   Friedman test result 
for each algorithm on PSNR

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4 Avg 7.4625 5.18125 4.9625 4.4375 5.6375 5.375 3.93125 3.7 4.3125
Rank 1 4 5 6 2 3 8 9 7

5 Avg 7.8375 5.16875 5.4125 4.35625 5.81875 5.26875 3.625 3.05 4.4625
Rank 1 5 3 7 2 4 8 9 6

6 Avg 7.95 5.16875 5.8 4.7 5.66875 4.85 3.81875 2.8625 4.18125
Rank 1 4 2 6 3 5 8 9 7

Table 16   Friedman test result 
for each algorithm on SSIM

K DMCS CS WOA BA PSO SSA MVO BLPSO IWOA

4 Avg 7.28125 5.09375 5.19375 4.64375 5.6625 5.46875 3.78125 3.51875 4.35625
Rank 1 5 4 6 2 3 8 9 7

5 Avg 7.9625 4.73125 5.5875 4.70625 5.975 5.21875 3.45625 2.825 4.5375
Rank 1 5 3 6 2 4 8 9 7

6 Avg 8.075 4.8375 6.025 4.9375 5.96875 4.8 3.46875 2.7 4.1875
Rank 1 5 2 4 3 6 8 9 7
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where x and y denote the vector of reference and test image 
signals, respectively. MES(x, y) means the mean-squared 
error between x and y . N denotes the total number of pixels 
in the image [99].

(3) SSIM is a metric to measure the quality by the simi-
larity of the captured images. The SSIM index is obtained 
by three aspects of similarity: luminance, contrast, and struc-
ture. Defined x and y are two images, the luminance com-
parison function l(x, y) is defined as Eq. (24):

(23)MES(x, y) =
1

N

N∑
I=1

(
xi − yi

)2
,

where � means the mean value of the image, and C1 is a 
constant to avoid instability when �2

x
+ �2

y
 is very close to 

zero. Similarity, the contrast comparison function c(x, y) can 
be defined as Eq. (25):

(24)l(x, y) =
2�x�y + C1

�2
x
+ �2

y
+ C1

,

(25)c(x, y) =
2�x�y + C2

�2
x
+ �2

y
+ C2

,

Fig. 11   2D Rényi entropy convergence curves for eight images at the threshold of 4
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where � is the standard deviation of two contrasting images, 
and C2 is a constant. The structure comparison function 
s(x, y) is calculated by Eq. (26):

The mathematical formula for SSIM is as follows:

where set C3 =
1

2
C2 according to [86].

4.4 � Experimental Result Analyses

The original color images and 2D histograms of the eight 
images used in the experiments are shown in Fig. 10. Col-
umn A in Fig. 10 is the color image of the original images, 
and column B represents the 2D histogram generated by 
combining the NLM graph and grayscale image. Tables 8, 
9 and 10 show the results of the analysis of the experi-
mental results using the image quality evaluation metrics, 
where "K" is the threshold value, "Avg" denotes the aver-
age, and "Std" means the standard deviation. According to 
the results of FSIM, the DMCS algorithm achieves the best 
results on all eight images at a threshold of 4; at thresholds 
of 5 and 6, it fails to achieve the optimal Avg or Std only 
on images 2, 4 and 4, 5. This indicates that most of the 
images segmented using the DMCS algorithm are closer 

(26)s(x, y) =
�xy + C3

�x�y + C3

.

(27)SSIM(x, y) = l(x, y) ⋅ c(x, y) ⋅ s(x, y) =

(
2�x�y + C1

)(
2�xy + C2

)
(
�2
x
+ �2

y
+ C1

)(
�2
x
+ �2

y
+ C2

) ,

to the test images than the competitors. According to the 
results of PSNR, the DMCS algorithm performs well on 
all eight images at thresholds 4, and 5, and achieves the 
maximum Avg and the minimum Std on images except 
images 3 and 4 at threshold 6. This indicates that most of 
the images segmented using the DMCS algorithm have 
less distortion than the competitors. According to the 
results of SSIM, the DMCS algorithm achieves the best 

results on all eight images at a threshold of 4. At a thresh-
old of 5 and 6, it fails to achieve the optimal Std only on 
images 4 and 3. This indicates that most of the images 
segmented using the DMCS algorithm are more structur-
ally complete than the competitors. Therefore, DMCS can 
effectively avoid stagnation of the algorithm and is more 
stable. In addition, the accuracy of image segmentation 
improves as the threshold increases. The Wilcoxon signed-
rank test was performed on the results of Tables 8, 9 and 
10 to obtain Tables 11 , 12 and 13, and the best results 
are bolded. Based on the results of " + / - / = ", it can be 
found that DMCS significantly outperforms the compari-
son algorithm on 8 images. Therefore, DMCS ranks first 
overall and has the best performance. Tables 14, 15 and 
16 show the results of further analysis with the Friedman 
test, where the DMCS algorithm gets the largest average 
and the first ranking with a large advantage on all thresh-
olds. In addition, Fig. 11 shows the convergence curves of 

Fig. 12   Thresholds for image 1 obtained by each algorithm at level 5
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Fig. 13   Segmentation results for each method at threshold level 6 of image 4
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the DMCS algorithm and the contrast algorithm for the 
two-dimensional Rényi entropy for a threshold of 4 in 8 
images; the larger the value of the curve convergence, the 
more information it contains about the image. The figure 
shows that the DMCS algorithm has the fastest conver-
gence speed and accuracy. Figure 12 offers the best thresh-
olds of the DMCS algorithm and its contrast algorithm 
for a threshold of 5 on image 1. The best thresholds have 
been marked in red font on the image, and the compari-
son reveals that the DMCS algorithm can over-obtain rea-
sonable thresholds. Figure 13 visualizes the images after 
the segmentation of image 4 at a threshold of 6 for each 
algorithm in the experiment, the first image in each group 
is the segmented grayscale image, and the second is the 
colormap map. It can be seen from the segmented gray-
scale images that the DMCS algorithm has more transpar-
ent and more complete details in the segmented images 
compared with the CS algorithm, and the results are not 
inferior compared with other comparison algorithms.

5 � Conclusions and Future Works

This paper proposes a multi-threshold image segmentation 
model combining NLM 2D histogram and an improved CS 
algorithm to segment LN images. To improve the defects 
of the original CS algorithm and increase the efficiency of 
image segmentation, an enhanced algorithm named DMCS 
is proposed by introducing the DM and AβHC strategies in 
the CS algorithm. Introducing the DM and AβHC strate-
gies increases the cuckoo population diversity and helps 
search for better solutions. DMCS is tested on the CEC 
2017 dataset. Among the mechanism comparison, experi-
mental results prove that the DM strategy can accelerate 
the algorithm's convergence. In contrast, the AβHC strat-
egy is beneficial to improve the quality and accuracy of the 
solution, and the experimental results with the traditional 
and advanced algorithms also show that the proposed 
improved algorithm performs better function optimiza-
tion. Finally, the ability of DMCS to solve practical prob-
lems is verified on real LN image segmentation. However, 
the proposed method has some limitations. Adding the 
mechanisms inevitably increases the algorithm's time com-
plexity, which can be improved by parallel computing and 
high-performance computing techniques in the future. In 
addition, for other optimization problems, such as feature 
selection and energy parameter optimization with differ-
ent search space characteristics and objectives, the opti-
mization effect of the DMCS algorithm will be affected. 
The DMCS algorithm can continue to be improved in the 
next step to be applied to more cases, such as optimizing 
machine learning models.
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