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ABSTRACT

Context. We present the wavelength-resolved reverberation mapping (RM) of combined Mg II and UV Fe II broad-line emissions for
two intermediate-redshift (z ∼ 1), luminous quasars, HE 0413-4031 and HE 0435-4312, monitored by the Southern African Large
Telescope (SALT) and 1m class telescopes between 2012 and 2022.
Aims. Using a wavelength-resolved technique, we aim to disentangle the Mg II and Fe II emission regions and to build a radius–
luminosity (R–L) relation for UV Fe II emission, which has so far remained unconstrained.
Methods. We applied several time-delay methodologies to constrain the time delays for total Mg II and Fe II emissions. In addition,
wavelength-resolved RM is performed to quantify the inflow or outflow of broad-line region (BLR) gas around the supermassive black
hole and to disentangle the emission and the emitting regions based on lines produced in proximity to each other.
Results. The mean total FeII time delay is nearly equal to the mean total MgII time delay for HE 0435-4312, suggesting the co-
spatiality of their emission regions. However, in HE 0413-4031, the mean FeII time delay is found to be longer than the mean MgII
time delay, suggesting that FeII emission is produced at greater distances from the black hole. The UV FeII R–L relation is updated
with these two quasars (now four in total) and compared with the optical FeII relation (20 sources), which suggests that the optical
FeII emission region is located further than the UV FeII region by a factor of 1.7–1.9, that is, RFeII-opt ∼ (1.7−1.9)RFeII-UV.
Conclusion. Wavelength-resolved reverberation is an efficient way to constrain the geometry and structure of the BLR. We detected a
weak pattern in the time delay versus wavelength relation, suggesting that the MgII broad line originates from a region slightly closer
to the SMBH than the UV FeII pseudo continuum, although the difference is not very significant. Comparison of MgII, UV, and
optical FeII R–L relations suggests that the difference may be greater for lower-luminosity sources, possibly with the MgII emission
originating further from the SMBH. In the future, more RM data will be acquired, allowing better constraints on these trends, in
particular the UV FeII R–L relation.

Key words. accretion, accretion disks – quasars: emission lines – quasars: individual: HE 0413-4031 –
quasars: individual: HE 0435-4312 – techniques: photometric – techniques: spectroscopic

? Based on observations made with the Southern African Large Telescope (SALT).
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1. Introduction

Reverberation mapping is a powerful technique used to map the
inner structure of active galactic nuclei (AGN) based on infor-
mation on the light travel time between the central disc and the
clouds located at the subparsec/parsec scale (see Cackett et al.
2021, for a review). The clouds are predominantly in Keplerian
orbits around the supermassive black hole (SMBH) with veloc-
ities of the order of ∼1000–10 000 km s. These clouds are the
sources of the broad optical and UV emission lines and form the
so-called broad-line regions (BLRs). The structure and the for-
mation of these clouds are still debated (see e.g., Krolik 1999;
Netzer 2015, for a review). The region is almost unresolved, apart
from interferometric measurements for three AGN made with the
GRAVITY instrument (3C273, GRAVITY Collaboration 2018;
IRAS 09149-6206, GRAVITY Collaboration 2019; and NGC
3783, GRAVITY Collaboration 2020, 2021), which supported the
picture of a flattened rotating distribution of BLR clouds.

The reverberation technique provides an indirect mea-
surement of the extent of the BLR and an insight into
the kinematics and the geometry of the line-emitting mate-
rial around the SMBH. The reverberation method was pro-
posed by Blandford & McKee (1982) and Peterson (1993) and
requires intense monitoring of the photometric (continuum
UV-optical) and spectroscopic (line emission) variations of an
AGN. Initially, intense monitoring of many AGN was car-
ried out, mostly concentrating on the Hβ delay measurements
(e.g., Kaspi et al. 2000; Peterson et al. 2004; Bentz et al. 2013;
Du et al. 2015, 2018; Grier et al. 2017a; Mejía-Restrepo et al.
2018; Fonseca Alvarez et al. 2020; Li et al. 2021; Malik et al.
2023) but recently also intermediate-redshift RM measurements
were made of quasars based on the Mg II line (Shen et al. 2016;
Lira et al. 2018; Homayouni et al. 2020; Czerny et al. 2019;
Zajaček et al. 2020, 2021; Yu et al. 2021; Prince et al. 2022)
as well as RM measurements of high-redshift quasars based
on the CIV line (Peterson et al. 2005; Kaspi et al. 2007, 2021;
Lira et al. 2018; De Rosa et al. 2018; Hoormann et al. 2019;
Grier et al. 2019; Shen et al. 2019).

These studies consistently show that, based on the monitor-
ing of a large number of sources, there is a significant correla-
tion between the measured time delay and the monochromatic
continuum luminosity –the so-called radius–luminosity (R–L)
relation for all three emission lines (Hβ, Mg II, and C IV).
The R–L relation enables us to estimate the virial mass of the
black hole from single-epoch spectroscopy, following the virial
theorem. A more exciting application of the R–L relation is to
infer luminosity distances using the measured time delays, from
which one can obtain monochromatic luminosities using the R–
L relation, and the observed flux densities (Haas et al. 2011;
Watson et al. 2011; Czerny et al. 2013). To avoid the circularity
problem, one can determine R–L relation parameters and cosmo-
logical parameters simultaneously by maximising the likelihood
function, which depends on the observed time delays as well as
theoretical time delays calculated based on the assumed cos-
mological model. So far, based on the current samples of RM
quasars, it has been shown that the R–L relation parameters
are independent of the assumed cosmological model, and there-
fore the RM quasars are standardisable; however, the cosmo-
logical constraints are rather weak in comparison to better-
established cosmological probes (Martínez-Aldama et al. 2019;
Czerny et al. 2021; Zajaček et al. 2021; Khadka et al. 2021,
2022a; Cao et al. 2022).

From the list of sources that have been monitored by
the Southern Large African Telescope (SALT), the reverber-

ation study was performed using the luminous quasars CTS
C30.10, HE 0413-4031, and HE 0435-4312 (Czerny et al. 2019;
Zajaček et al. 2020, 2021; Prince et al. 2022) using almost 10
years of observations. Wavelength-resolved reverberation is a
more advanced technique that allows the wings of the lines
to be traced separately from the core as well as the kine-
matics of the BLR medium when multiple lines contribute to
a given wavelength range. Such studies were carried out for
more than 35 AGNs by various authors (Kollatschny & Bischoff
2002; Kollatschny 2003; Bentz et al. 2010; Denney et al. 2010;
Grier et al. 2012; Du et al. 2018; De Rosa et al. 2018; Xiao et al.
2018; Zhang et al. 2019; Hu et al. 2020b; Vivian et al. 2022),
concentrating on low-redshift sources. Obtaining suitable data
for bright, more distant quasars requires longer monitoring cam-
paigns and so far only one intermediate-redshift quasar CTS
C30.10 has been monitored for 12 years; a wavelength-resolved
analysis was presented by Prince et al. (2022). These authors
provided the R–L relation for the UV pseudo continuum FeII
emission for the first time, using the low-luminosity and the low-
redshift AGN NGC 5548 and the intermediate-redshift, lumi-
nous quasar CTS C30.10. In the present paper, we extend the
previous results by adding a further two intermediate-redshift
quasars, HE0413-4031 and HE 0435-4312, each monitored
for over 12 years with the Southern Large African Telescope
(SALT). Our study is more focused on building the standard
R–L relation for UV FeII emission and the comparison with the
optical FeII R–L relation.

The paper is organised as follows. In Sect. 2, we provide
details about the observational data and the photometric and
spectral analyses. In Sect. 3, all the methods applied for the time-
delay measurement are introduced, which is followed by results
and discussion presented in Sects. 4 and 5, respectively. We sum-
marise the main results in Sect. 6.

2. Observational data

The two quasars, HE 0413-4031 and HE 0435-4312, were dis-
covered in the Hamburg-ESO slitless survey (Wisotzki et al.
2000). These relatively bright quasars, located at intermediate
redshift (z ∼ 1), were selected for long-term monitoring with
the Southern Large African Telescope (SALT). The time delay
of the Mg II line with respect to the continuum has been deter-
mined for these two sources, as well as for the third quasar, CTS
C30.10 (Czerny et al. 2019; Zajaček et al. 2020, 2021), and the
wavelength-resolved delays for CTS C30.10 have been obtained
(Prince et al. 2022). The monitoring was extended further with
the aim being to perform wavelength-resolved time delays for
the other two objects. The basic properties of the two sources
are listed in Table 1.

2.1. Spectroscopic monitoring with SALT

The monitoring of the two quasars was done in the years
2012–2022. The spectroscopic measurements were performed
with the Robert Stobbie Spectrograph (RSS; Burgh 2003;
Kobulnicky et al. 2003; Smith et al. 2006) in a long-slit spec-
troscopy mode. The same setup was used throughout the cam-
paign for better accuracy of the results. All the observations
were made in service mode. We collected 31 spectra for HE
0413-4031 and 28 spectra for HE 0435-4312. We also used the
same methodology of data reduction throughout the campaign,
as described in more detail in earlier papers (Średzińska et al.
2017; Zajaček et al. 2020, 2021). Every observing block
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Table 1. Basic properties of the analysed quasars HE 0413-4031 and HE 0435-4312.

Source Redshift RA Dec V [mag] log (L3000 [erg s−1]) log (MBH [M�]) λEdd

HE 0413-4031 1.3764 (a) 04h15m14s −40d23m41s 16.5 (b) 46.74 8.87 (a) 1.66
HE 0435-4312 1.2231 (c) 04h37m11.8s (∗) −43d06m04s 17.1 (d) 46.36 (c) 9.34 (e) 0.28

Notes. From the left to the right column, we list the source designation, redshift, right ascension, declination, visual magnitude, luminosity at
3000 Å, SMBH mass (from MgII), and the Eddington ratio estimated assuming the radiative efficiency of 10%.
References. (a)Zajaček et al. (2020), (b)Véron-Cetty & Véron (2010), (c)Zajaček et al. (2021), (d)NED, (e)Średzińska et al. (2017).

consists of two ∼10 min exposures, and RSS PG1300 grating
was always used. The basic reduction of the raw spectra was
done with the standard SALT pipeline (Crawford et al. 2010).
Subsequently, the spectra were fitted and calibrated using the
photometric data for that purpose. Later in the fitting process, the
vignetting effect in spectra was corrected using the correspond-
ing calibration stars for each of the objects (see Średzińska et al.
2017), and the spectra were corrected for the Galactic redden-
ing, although the effect is rather small (e.g., HE 0435-4312:
AV = 0.045, HE 0413-4031: AV = 0.034).

2.2. Spectral decomposition method

The non-normalised spectra were decomposed assuming the
following spectral components: a power law with an arbitrary
slope and normalisation, an Mg II line modeled as two sep-
arate kinematic components for HE 0435-4312, and a single
kinematic component for HE 0413-4031 since the second kine-
matic component was not required for this source, as argued
by Zajaček et al. (2021). Each kinematic component is mod-
elled as a doublet with a doublet ratio of 1.9, and exhibits a
Lorentzian shape, and arbitrary normalisation. If two compo-
nents are present, one of the components is assumed to be at the
systematic redshift, and the second one is arbitrarily shifted. If
one component is assumed, the arbitrary shift of this component
is allowed. We also include Fe II pseudo-continuum emission.
This last component was actually assumed to determine the sys-
temic redshift as we were not able to identify any narrow lines
that would establish the redshift more reliably.

For the shape of the Fe II line, there are multiple tem-
plates available for use, such as Vestergaard & Wilkes (2001),
Tsuzuki et al. (2006), and Bruhweiler & Verner (2008). The FeII
template derived by Vestergaard & Wilkes (2001) is based on
Hubble Space Telescope (HST) spectra of the narrow line
Seyfert-1 galaxy whereas Tsuzuki et al. (2006) derived an FeII
template by CLOUDY modelling. We adopted one of the recent
templates by Bruhweiler & Verner (2008), d12-m20-20-5.dat
model, which assumes a cloud number density of 1012 cm−3, a
turbulent velocity of 20 km s−1, and a hydrogen ionizing photon
flux of 10−20.5 cm−2 s−1 for the quasar HE 0413-4031. The FeII
template d11-m20-20.5-735.dat was applied to the quasar
HE 0435-4312, corresponding to the lower local density of the
cloud of 1011 cm−3. The templates have a fixed shape but arbi-
trary normalisation. The FeII transition lines identified from the
cloudy simulations are shown in Fig. 1 (vertical purple lines),
and were broadened by the respective Doppler broadening for
both the sources; eventually broad FeII emission lines were
obtained, as shown in dotted magenta in Fig. 1. The fits are not
very sensitive to the specific choice of template, and we discuss
this issue in Appendix D. The template broadening (those are
theoretical templates, with no intrinsic broadening) was kept at
2820 km s−1 and 2350 km s−1 for HE 0413-4031 and HE 0435-

4312, respectively, in all fits. All the spectral parameters were
fitted together. The spectra were fitted only in the narrow wave-
length range, between 2700 and 2900 Å, in the rest frame. We
show the exemplary data fit for the two quasars in Fig. 2. The fit
quality is generally good with the residuals mostly within 1%,
although these are somewhat higher at the longest wavelengths
for the quasar HE 0413 due to strong skylines in this part of the
spectrum, which even after subtraction exhibit residual errors.
The kinematic width of Fe II and Mg II from spectral fitting
implied that Fe II lines are narrower than the mean total pro-
file of Mg II (4380 km s−1, Zajaček et al. 2020 and 3695 km s−1,
Zajaček et al. 2021). We tested the effect of other kinematic
widths of the Fe II templates on the fit quality and the results
are not very sensitive to the adopted values within a few hundred
km s−1 (see Appendix D). This is due to the fact that the num-
ber of transitions in the 2700–2900 Å range is quite high (37–61
transitions, depending on the template) and so the component is
always very broad. We cannot treat the Fe II width as just another
parameter for computational reasons: the Fe II template at each
wavelength is calculated as a convolution with a Gaussian, which
is time consuming. If the width is kept constant during the fitting
process, this convolution is calculated just once, and only the
amplitude varies during iterations.

The decomposition of all data sets for the two quasars shows
an interesting difference. For HE 0435, the wings of the Mg II
line on both sides are well below the Fe II emission contribution.
However, for HE 0413, only the left wing of Mg II is strongly
dominated by Fe II, while the right wing is comparable to Fe II.
This can potentially affect the wavelength-resolved time delays.

Spectral fits allowed us to determine the equivalent widths
(EWs) of the Mg II and Fe II UV in each of the spectra. EW(Fe
II) was measured only in the 2700–2900 Å band.

2.3. Photometric monitoring

Spectroscopic monitoring was supplemented with photometric
monitoring, with the use of a number of instruments. Some of
the data (monitoring in the V band) were collected as part of
the OGLE-IV survey (Udalski et al. 2015), which used the 1.3
m Warsaw telescope at the Las Campanas Observatory in Chile.
In the later period, the quasars were observed with the 40 cm
Bochum Monitoring Telescope (BMT), again in the V band. A
part of the data, covering the whole campaign, comes from the
SALT measurement with the SALTICAM; however the SALTI-
CAM exposure was not always available. Those exposures (usu-
ally two to three exposures for 45 s) were done in the g band.
Therefore, the data required cross-calibration, as already men-
tioned in Zajaček et al. (2020, 2021).

In the case of HE 0435-4312, the data obtained by us
were supplemented with the old CATALINA data1, which were

1 https://catalina.lpl.arizona.edu/

A189, page 3 of 22

https://catalina.lpl.arizona.edu/


Prince, R., et al.: A&A 678, A189 (2023)

2700 2725 2750 2775 2800 2825 2850 2875 2900
rest [Å]

0.56

0.58

0.60

0.62

0.64

F
[a

rb
itr

ar
y 

un
its

]

Obs 11

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
lin

e-
in

te
ns

ity

FeII transition line

2700 2725 2750 2775 2800 2825 2850 2875 2900
rest [Å]

0.46

0.48

0.50

0.52

0.54

F
[a

rb
itr

ar
y 

un
its

]

Obs 10

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
lin

e-
in

te
ns

ity

FeII transition line

Fig. 1. Pseudo-continuum UV FeII emission profile (dotted magenta) obtained by smearing the FeII transition lines (purple) by a velocity profile
of 2820 km s−1 for HE 0413-4031 (left panel) and 2350 km s−1 for HE 0435-4312 (right panel). Transition lines are theoretical predictions taken
from FeII templates (Bruhweiler & Verner 2008) d12-m20-20-5.dat for HE 0413-4031 and d11-m20-20.5-735.dat for HE 0435-4312.
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Fig. 2. An example of the spectral decomposition of two sources is shown here. Left panel: observation 11 from the SALT telescope (red) for HE
0413-4031 fitted with one component (blue) of MgII, FeII pseudo-continuum (magenta), and the power-law (green) representing the continuum
from the accretion disc. The lower panel shows the residuals of the fit. Right panel: observation 10 from the SALT telescope (red) for HE 0435-4312
fitted with two components of MgII (blue) and the rest are the same as the left panel.

binned to decrease the statistical error. These data were required
for photometric coverage of the start of the spectroscopic cam-
paign. In the case of the other quasars, the photometric cover-
age was good enough and so we did not need to include the
CATALINA in our analysis. The photometric data (V and g
bands) of ASAS-SN2 are also used for both sources. The magni-
tude in the V and g bands is intercalibrated. The light curves are
shown in Fig. 3 (upper panel).

2.4. Calibration of the spectra

We then calibrated the spectra using the photometric measure-
ments corresponding to the spectroscopic measurement date;
otherwise, they were interpolated through a weighted spline
interpolation of first order. To connect the photometric flux den-
sity with the modelled non-normalised continuum, we took the
V magnitudes reported in Table 1 to get the continuum flux in
the observed and rest frames. Then, to obtain the continuum
flux at 2800 Å, we used the composite quasar spectrum from
Vanden Berk et al. (2001) with a slope of αλ = −1.56. The same

2 https://www.astronomy.ohio-state.edu/asassn/

procedure was followed in Zajaček et al. (2021). This allowed
us to obtain the spectra in physical units as well as to determine
the time evolution of the Mg II and Fe II intensity. These find-
ings are presented in Fig. 3. For HE 0435-4312, we also used
binned CATALINA data, because the available photometry from
SALT+BMT+OGLE did not cover the spectroscopic points. For
HE 0413-4031, we did not have this issue and therefore do not
include CATALINA data as mentioned earlier.

3. Time-delay measurement methods

As our data are of variable quality, generally heterogenous,
and irregularly sampled, we made use of several independent
methods to determine the time delays, as was previously done
by for example Zajaček et al. (2020, 2021), Rakshit (2020),
and Prince et al. (2022). Those methods include the inter-
polated cross correlation function (ICCF; Gaskell & Peterson
1987; Peterson et al. 1998, 2004), Javelin (Zu et al. 2011), χ2

(Czerny et al. 2013), zDCF (Alexander et al. 1997), and the von
Neumann and Bartels estimators of data regularity and random-
ness (Chelouche et al. 2017).
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Fig. 3. Long-term normalised continuum light curve (top panels) along with total MgII (middle panels) and FeII (bottom panels) line emission
light curve. Left panel: HE 0413-4031. Right panel: HE 0435. Total MgII and FeII are in units of 10−16 ergs cm−2 s−1 Å−1. The fluxes from archival
CATALINA and ASAS-SN are marked in colour and the continuum represents the observation from SALT+OGLE+BMT.

Interpolated cross-correlation function. Line light curves
and the continuum variable emission were cross-correlated to
measure the centroid and the peak time delays. We search for
the time lag between 200 and 1200 days to focus on the main
peak in this range. In addition, for the time delays shorter than
200 days and longer than 1200 days, there are additional time-
delay peaks that would skew the time-delay peak distributions
and thus enlarge the uncertainties to several hundred days. We
report the two time lags from the ICCF, namely the centroid,
which is determined for r > 0.8 (τcen), where r is the correla-
tion coefficient, and the peak of the lag distribution, which cor-
responds to the maximum of the coefficient denoted rmax (τpeak).
The peak and centroid distributions were created by simulating
the 1000 realisations of line and continuum light curves using
the flux-randomisation (FR) and random-subset selection (RSS)
methods (see Peterson et al. 1998). The errors of the peak and
the centroid time lag are measured by considering the entire dis-
tribution and hence the asymmetric error bars are large, of the
order of 100 days. Apart from the time-delay measurements and
the associated errors, we also provide the time delay correspond-
ing to the maximum value of the ICCF considering the original
light curves, rmax, because it informs us directly about the data
quality. We also restrict ourselves to r > 0.2, which is generally
considered an upper limit for insignificant correlation.

Javelin. We applied the Python version of the Javelin
method, whose detailed description can be found in Zu et al.
(2011). This latter models the continuum variability as a damped
random walk (DRW) process (Kelly et al. 2009; Zu et al. 2013),
and the line emission is considered to be a smoothed, scaled,
and time-shifted version of the continuum light curve. We
searched the time lag between 0 and 2000 days and also per-
formed 1000 bootstrap realisations to estimate the lag distri-
bution. We then calculated the peak of the lag distribution and
the errors. For the error estimation, we consider the entire dis-
tribution, and hence the error bars are relatively large. Follow-
ing Zajaček et al. (2021), we also performed the alias mitigation
(Grier et al. 2017b) by calculating the light curve pair distribu-
tion function, p(τ) = [N(τ)/N(0)]2, where N(τ) is the total num-
ber of the continuum-line emission pairs for the time delay τ,

and N(0) corresponds to the light-curve pair number for the zero
time delay. We show the light-curve pair distribution function for
both quasars in Fig. 4, where we also depict the level p(τ) = 0.5,
which is reached for time delays longer than 1000 days in the
observed frame. On the other hand, the expected time delays for
the two quasars marked by dashed vertical lines are above the 0.5
level, which implies that the pair statistics are sufficient in this
range. The time-lag distribution constructed from several boot-
strap realisations is then weighted by the light-curve pair distri-
bution function p(τ), which results in a lowering of the peaks
at long time delays due to a small number of overlapping data
points. After applying the alias mitigation, we noticed that for
one source it greatly affects the time lags on longer timescales
whereas for the second source it does not have a significant
effect.

In addition to the above two methods, we also applied four
other, model-independent methods to cross-check the robustness
and the consistency of the inferred time lags.

χ2. The χ2 method interpolates the continuum and the line-
emission light curves and calculates the χ2 value for a given
time lag. For the reverberation mapping measurements, it was
applied in Czerny et al. (2013). We considered the time lag range
between 0 and 1500 days. The search range is shorter than for the
ICCF method because the χ2 method exhibits deep χ2 minima
for some of the continuum–line-emission light curve pairs for
time delays longer than 1500 days. These would skew the time-
delay peak distributions. Based on the comparison with other
time-delay methods as well as the light-curve pair distribution
p(τ) (see Fig. 4), these minima are not statistically significant
and arise due to artifacts and aliases in the light curves. There-
fore, we exclude them from the time-delay analysis. The best
time lag was subsequently determined from the time-lag peak
distribution constructed from 10 000 bootstrap realisations. The
uncertainty was determined from the surroundings of the peak
value (±50% of the time-lag peak), for which we calculated the
asymmetric 1σ uncertainties.

z-transformed discrete correlation function (zDCF). This
latter is an improvement on the classical discrete correla-
tion function (DCF; Edelson & Krolik 1988), for which the
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Fig. 4. Light-curve pair distribution function p(τ) = [N(τ)/N(0)]2 for
the continuum and line-emission light curves of HE0413 (solid blue
line) and HE0435 (dashed green line), where N(τ) is the total number
of continuum and line-emission data points for the time delay τ (time
step is 1 day). Vertical dotted lines stand for the expected time delays in
the observer’s frame inferred from the MgII R–L relation; see Fig. 12
for the best-fit relation based on 94 measurements. The values of p(τ)
at these time delays are above the 0.5 level for both quasars.

equal-time binning is replaced by the equal-population binning
(Alexander et al. 1997). The final time delay is determined from
the maximum-likelihood method, and the uncertainties corre-
spond to 1σ uncertainties determined from 1000 Monte Carlo
flux-randomisation realisations.

Von Neumann estimator. Von Neumann estimator belongs
to the estimators of data regularity. It estimates the regular-
ity of the continuum and line-emission light curves combined
together with a certain time delay τ. The minimum value of
the estimator may be considered to represent the best candi-
date time delay (Chelouche et al. 2017). The final time delay
was determined from the peak of the distribution of the von
Neumann estimator minima. To obtain the distribution, we gen-
erated 1000 light-curve pairs using random subset selection or
bootstrap for the wavelength-resolved analysis, while we gener-
ated 1500 pairs for the total time-delay analysis. The uncertain-
ties of the time-lag peak were determined in the same way as for
the χ2 method.

Bartels estimator. The Bartels estimator is a ranked
version of the von Neumann estimator of data regularity
(Chelouche et al. 2017). To determine the final time-delay peak
and its 1σ uncertainty, we performed 1000 bootstrap realisations
of the continuum and the line-emission light curves for the
wavelength-resolved analysis, while we generated 1500 light-
curve pairs for the total time-delay analysis. Details about
these methods and their application to reverberation mapping
of intermediate-redshift quasars can be found in Zajaček et al.
(2020, 2021).

4. Results

We performed the time-delay analysis for both the total Mg
II and Fe II components as well the wavelength-resolved time
delays. We did not convert the wavelength to velocity space
because our aim, as in Prince et al. (2022), is to analyse the
delays of the combination of both the Mg II and the Fe II emis-

sion, instead of just analysing the change of the delay along the
line profile, as was, for example, performed in Hu et al. (2020b).

4.1. Mg II and Fe II time delay

The continuum and the Mg II and Fe II light curves determined
from the normalised SALT data are presented in Fig. 3. All the
light curves appear to be of reasonable quality, and the level of
variability (Fvar) determined for the SALT observations (2012–
2022) of HE 0413-4031 is 11% for the continuum, 15% for the
FeII emission, and 6% for the MgII emission. For HE 0435-
4312, the variability of MgII, FeII, and the continuum is 12%,
13%, and 6%, respectively. The Fvar estimated for HE 0435-4312
does not include the CATALINA data. The quasar HE 0413-
4031 exhibits a long-term variation corresponding to a higher
Fvar rather than a short-term variation that is more character-
istic of the HE 0435-4312 continuum emission, which shows
a relatively low level of variation. The continuum flux density
variation of the quasar HE 0413-4031 shows a clear rising trend
followed by a slightly decreasing trend, while in the case of the
second quasar, the SALT data cover the minimum. The flux vari-
ation of the line emission follows the continuum with a time shift
and these trends help to establish the time delay relatively well.

We used all the methods mentioned in Sect. 3 to derive the
time lags between the continuum and the total Mg II and the Fe
II line emissions. For the quasar HE 0435, the measured Mg II
time delay depends on the choice of method, but the results are
within the range of 489–636 days in the observed frame, corre-
sponding to 220–287 days in the quasar rest frame. The time-
delay values for the quasar HE0413 are 654–925 days in the
observed frame and 275–389 days in the rest frame. The results
for each method are reported in Table 2. The non-weighted aver-
age rest-frame time delay of the MgII emission is 281.6+59.8

−74.8
days and 314.4+49.9

−55.9 days for HE 0435-4312 and HE 0413-4031,
respectively. The uncertainties were inferred by the sum of vari-
ances corresponding to the mean-variance determined from all
the methods and the standard deviation of the mean value. These
are generally consistent with the rest-frame values determined
by Zajaček et al. (2021) for the quasar HE 0435-4312 (296+13

−14
days) and with those determined by Zajaček et al. (2020) for the
quasar HE 0413-4031 (302.6+28.7

−33.1 days).
The FeII line emission time lag was not previously reported

because the number of spectroscopic measurements was not high
enough to obtain a significant result. Here we report the first
UV Fe II time-delay measurements for the quasars HE 0435-
4312 and HE 0413-4031. For HE 0435-4312, the time delays lie
between 473 and 685 days in the observed frame and between
212 and 308 days in the rest frame. For the other quasar HE
0413-4031, the time delays are slightly higher, between 652 and
957 in the observed frame, and between 274 and 402 days in the
rest frame. The total Mg II and Fe II time delays for these two
quasars are therefore consistent within uncertainties. We note
that the Javelin method applied to both sources yields a longer
time delay than those implied by all the other methods. How-
ever, the alias mitigation, that is, weighting of time-delay peak
distributions by the light-curve pair-number distribution, affects
the longer time delay (see figures of Appendix A) for HE 0435-
4312, and therefore we report a shorter time delay of about 489
(Mg II) days and 473 (Fe II) days. The pair weighting does not
have a significant effect on the other quasar, and therefore has
longer Javelin time delays of about 925 and 957 days for Mg
II and Fe II line emissions, respectively. As we see in Table 2,
the time lag results vary among the methods, though they are
generally consistent within the uncertainties. For the total FeII
line emission, we obtain the mean rest-frame value of 284.0+72.9

−77.4
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Table 2. Overview of the time-delay determinations for the total MgII and FeII line emissions.

Method MgII total [days] FeII total [days]

HE 0435
Javelin (peak) 489.0+6.1

−15.7 473.0+39.4
−3.4

Javelin (mean) 863.7+123.8
−126.2 722.8+42.3

−106.4
ICCF (rmax) 620.0 (0.45) 494.0 (0.64)
ICCF (centroid) 580.5+64.5

−66.3 600.3+302.9
−90.9

ICCF (peak) 620.0+20.4
−159.0 620.0+255.0

−178.0
χ2 (min) 516.30 526.26
χ2 (bootstrap) 636+177

−247 636+50
−181

zDCF 629.0+78.6
−152.4 629.0+83.0

−129.6
von Neumann (min) 560.0 501.0
von Neumann (bootstrap) 615.0+58.0

−73.8 685.0+4.0
−223.0

Bartels (min) 594.0 538.0
Bartels (bootstrap) 575.0+20

−74 685.0+22.0
−214.0

Mean observed time delay 626.0+133.0
−166.3 631.4+162.1

−172.0
Mean rest-frame time delay 281.6+59.8

−74.8 284.0+72.9
−77.4

HE 0413
Javelin (peak) 925.4+68.6

−143.1 957.7+125.3
−259.9

Javelin (mean) 774.3+82.9
−117.8 931.3+113.3

−248.8
ICCF (rmax) 644.0 (0.82) 761.0 (0.52)
ICCF (centroid) 684.0+73.8

−73.8 718.5+108.8
−70.2

ICCF (peak) 673.0+120.0
−40.0 717.0+79.0

−81.0
χ2 (min) 718.36 751.35
χ2 (bootstrap) 716.0+23.4

−92.7 652.0+43.3
−50.7

zDCF 654.4+133.1
−100.0 738.7+39.1

−136.0
von Neumann (min) 721.0 734.0
von Neumann (bootstrap) 815.0+26.0

−141.0 785.0+27.0
−274.0

Bartels (min) 721.0 737.0
Bartels (bootstrap) 735.0+76.0

−70.0 785.0+27.0
−170.0

Mean observed time delay 747.1+118.6
−132.8 785.7+128.2

−208.0
Mean rest-frame time delay 314.4+49.9

−55.9 330.6+54.0
−87.5

Notes. The time delays are expressed in days with respect to the observer’s frame of reference unless otherwise stated. The estimated errors are
1σ standard deviations. For ICCF, we also show the maximum correlation coefficient in parenthesis.

days and 330.6+54.0
−87.5 days for HE 0435-4312 and HE 0413-4031,

respectively.
The mean MgII and FeII time delays are in generally consis-

tent within their respective uncertainties. For HE 0435-4312, the
mean value of FeII is larger than the mean MgII time lag by only
∼0.85%. For this quasar, only ICCF (centroid) and the von Neu-
mann and Bartels estimators indicate that the UV FeII emission
has a slightly longer time delay with respect to the MgII emis-
sion. For HE 0413-4031, the difference between the mean values
is larger –the mean FeII time delay is longer than the MgII time
delay by ∼5.15%. For this quasar, Javelin, ICCF (centroid and
peak), zDCF, and the Bartels estimator support this trend.

4.2. Wavelength-resolved time delays

We follow the approach used by Hu et al. (2020b) in their
wavelength-resolved studies, which we also applied previously
to analyse the properties of the CTS C30.10 source (Prince et al.
2022). We subtract the continuum component from each spec-
trum, which leaves the combined contribution of Mg II and FeII

pseudo-continuum. Next, we create individual light curves by
dividing the studied spectrum in the 2700–2900 Å rest frame
range into seven bins, which are not of equal separation in wave-
length but are of an equal integral of the RMS spectrum. This is
the better choice because it allows a better resolution where the
signal-to-noise ratio is higher. We cannot use a greater number
of bins because the overall data quality does not allow for denser
wavelength sampling. The mean quasar spectrum in the fitted
range and the RMS spectrum (observed and model) indicating
the spectral ranges are presented in Fig. 5. The vertical blue
dashed lines divide the mean and RMS spectra into the differ-
ent parts used for wavelength-resolved reverberation mapping.
The derived light curves corresponding to different parts of the
RMS spectrum are shown in Fig. 6 for both the quasars. This
division is crucial in order to understand the detailed kinematics,
that is, the inflow and the outflow on top of the dominant Kep-
lerian motion of the BLR clouds around the SMBH, where the
broad-line emission is produced.

As the FeII pseudo continuum lies in the two wings of Mg
II, the side curves (1, 2, 6, 7) are expected to be dominated by
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Fig. 5. Mean and RMS (model) spectra for the two quasars, with dashed lines indicating the division of the wavelength range. Time delays in the
rest frame are plotted in different panels.

the Fe II emission, while the central curves (3, 4, 5) are dom-
inated by the Mg II emission. Subsequently, we cross-correlate
all the curves with the continuum emission to measure the corre-
sponding time delays for each wavelength bin. The recovery of
the time delay from all the methods is summarised in Table 3.
Below we provide the notes concerning the time-delay results of
individual methods.

Javelin. We searched for the time delay between 0 and 1500
days for both quasars. The bootstrap methodology was applied to
estimate the mean and peak time delays and the total time-delay
peak distribution is used for the error estimation. For HE 0435-
4312, the time-delay distributions for all the curves are shown in
Fig. A.1, where multiple peaks can be seen in the whole search
range. In some of the cases, a prominent peak is observed at
a longer time delay of ∼1000 days and in some cases the peak
at ∼500 days is dominant. We applied an alias mitigation tech-
nique based on the number of overlapping light-curve pairs; it

suppressed the longer time-delay peaks where the number of
overlapping light-curve pairs is relatively small. In Fig. A.1, the
black distribution is the original one and the red distribution cor-
responds to the one weighted by the distribution of overlapping
light-cure pairs. The final time delays for all the curves are found
close to 500 days and the exact values with error bars for all the
curves are listed in Table 3. However, the alias mitigation has a
negligible effect on the time delays of HE 0413-4031 (Fig. A.2),
and the peak at ∼1000 days remains dominant. However, we do
see a wavelength-dependent time delay in the mean distribution.
The exact time delays for all the curves are presented in Table 3.

ICCF. For the ICCF method, the time delays were searched
for between 200 and 1200 days in the observer’s frame. The cor-
relation coefficient (r) for all the light curves for both quasars is
shown in Fig. 7. For HE 0435-4312, the centroid and the peak time
delays are found within the ranges of 535–614 days and 502–620
days in the observed frame, respectively. For the light curves 1, 2,

A189, page 8 of 22



Prince, R., et al.: A&A 678, A189 (2023)

2.5

3.0

3.5 continuum

1.5

2.0

2.5 curve-1

3

4 curve-2

5

6 curve-3

9

10

11 curve-4

9

10

11
curve-5

4

5
curve-6

6500 7000 7500 8000 8500 9000 9500 10000
JD [days]

2.0

2.5 curve-7

F
[a

rb
itr

ar
y 

un
its

]

1.25

1.50

1.75

2.00

continuum

0.8

1.0

1.2 curve-1

1.5

2.0
curve-2

2

3

4
curve-3

6

8 curve-4

3

4

5 curve-5

1.0

1.5

2.0 curve-6

4000 5000 6000 7000 8000 9000 10000
JD [days]

1.0

1.2

1.4 curve-7

F
[a

rb
itr

ar
y 

un
its

]

Fig. 6. Light curves extracted for the different parts of the RMS spectra. The top panel is for quasar HE 0413-4031 and the bottom one is for HE
0435-4312.
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Table 3. Time-delay measurements for seven wavelength bins containing a combination of MgII and FeII emission, after subtracting the power-law
component.

HE 0435-4312
Methods Curve 1 Curve 2 Curve 3 Curve 4 Curve 5 Curve 6 Curve 7

Javelin (peak) 492.0+10.5
−1.3 500.0+12.0

−4.1 505.0+22.3
−8.5 495.0+20.9

−14.3 490.0+5.6
−10.0 490.0+5.3

−13.3 492.0+12.7
−3.0

Javelin (mean) 706.7+4.8
−38.6 705.7+37.5

−27.8 600.9+136.3
−168.2 649.7+135.0

−170.2 747.6+171.2
−144.2 863.1+82.7

−190.4 755.9+16.0
−49.6

ICCF (rmax) 620.0 (0.66) 496.0 (0.65) 585.0 (0.56) 486.0 (0.45) 620.0 (0.37) 620.0 (0.48) 620.0 (0.62)

ICCF (centroid) 600.8+231.8
−58.4 564.6+130.6

−59.0 550.8+52.0
−47.3 535.5+90.3

−75.3 595.7+65.5
−112.6 614.5+57.9

−78.3 588.1+221.8
−74.1

ICCF (peak) 620.0+238.0
−128.8 552.0+169.0

−110.0 566.0+54.0
−124.0 502.0+118.0

−60.0 620.0+58.0
−169.0 620.0+59.4

−143.0 620.0+194.1
−177.8

χ2 (min) 656.29 519.26 513.26 511.26 515.26 519.28 656.33
χ2 (bootstrap) 636+50

−106 636+42
−161 636+70

−185 452+85
−127 636+80

−250 636+83
−256 636+50

−120

zDCF 629.0+77.0
−108.0 629.0+77.0

−115.8 629.0+77.0
−129.0 490.9+153.7

−66.0 490.9+162.6
−62.4 629.0+79.1

−168.0 629.0+78.8
−130.3

von Neumann (min) 501.0 476.0 560.0 560.0 560.0 560.0 501.0
von Neumann (bootstrap) 535.0+36.6

−97.2 535.0+35.0
−153.0 575.0+10.0

−102.0 615.0+69.0
−144.0 615.0+46.3

−77.0 615.0+64.0
−56.0 535.0+42.3

−137.7

Bartels (min) 538.0 560.0 574.0 487.0 610.0 560.0 560.0
Bartels (bootstrap) 685.0+24.0

−149.0 535.0+33.0
−201.6 595.0+21.1

−67.0 575.0+19.0
−135.0 615.0+36.0

−77.0 575.0+35.0
−47.2 715.0+31.5

−177.0

HE 0413-4031
Javelin (peak) 940.5+115.2

−190.9 953.9+101.4
−168.6 970.4+104.9

−168.5 932.7+70.8
−146.1 939.7+64.4

−204.0 945.6+69.2
−156.5 953.7+85.5

−176.5

Javelin (mean) 946.6+116.2
−196.6 909.2+95.9

−135.8 895.1+91.5
−157.6 866.4+71.0

−145.9 795.4+81.0
−154.5 661+99.7

−114.1 924.3+75.8
−174.0

ICCF (rmax) 770.0 (0.61) 768.0 (0.64) 792.0 (0.72) 831.0 (0.79) 792.0 (0.85) 635.0 (0.85) 774.0 (0.72)
ICCF (centroid) 714.4+77.3

−111.7 724.3+89.7
−93.6 759.5+72.0

−91.8 734.7+72.4
−76.6 675.1+74.7

−52.6 627.1+52.9
−55.7 784.0+76.1

−98.2
ICCF (peak) 697.0+88.0

−64.0 710.0+82.0
−76.4 753.0+73.0

−114.0 744.0+88.0
−108.0 754.0+58.0

−119.0 636.0+128.6
−8.3 757.0+69.0

−105.0

χ2 (min) 718.36 763.38 730.37 718.36 718.36 633.32 764.38
χ2 (bootstrap) 716.0+29.4

−64.7 764.0+10.4
−98.7 716.0+29.4

−50.7 716.0+47.4
−59.7 620.0+60.3

−26.7 620.0+17.3
−132.8 764.0+17.4

−71.7

zDCF 716.9+50.7
−121.2 716.9+44.5

−109.8 654.4+89.8
−71.2 654.4+101.0

−69.1 654.4+152.1
−265.6 654.4+144.2

−81.6 716.9+68.6
−97.3

von Neumann (min) 734.0 734.0 721.0 721.0 721.0 634.0 734.0
von Neumann (bootstrap) 635.0+147.0

−205.4 635.0+110.2
−178.0 815.0+41.0

−162.0 815.0+26.0
−104.6 635.0+99.0

−153.0 635.0+99.0
−164.0 635.0+121.6

−178.0

Bartels (min) 812.0 734.0 826.0 812.0 719.0 615.0 734.0
Bartels (bootstrap) 785.0+27.0

−183.2 785.0+27.0
−175.7 785.0+27.0

−203.0 815.0+21.0
−86.0 845.0+75.3

−126.0 735.0+62.8
−134.0 815.0+30.0

−78.0

Notes. Curves 1 and 7 mostly contain FeII, and curves 4 and 5 are strongly dominated by MgII. For ICCF, we also show the maximum correlation
coefficient in the parenthesis.

3, and 7, the correlation coefficient is above 0.5 and for the other
curves it is around 0.4, which is considered to be significant (see
Fig. 7, right panel). For HE 0413-4031, the centroid and the peak
time delays are found within the ranges of 627–784 days and 636–
757 days in the observed frame, respectively. The correlation coef-
ficient for all the cases is above or around 0.6. The exact values
for time delays with error bars are presented in Table 3.

χ2 method. The distribution of χ2 as a function of the time
delay is shown in Fig. 8 for both quasars. For HE 0435-4312,
the χ2 distribution exhibits two dips, corresponding to ∼500 days
and ∼700 days. In some curves, the dip at ∼500 days is promi-
nent, while for the remaining curves, the dip close to ∼700 dom-
inates. On the other hand, the χ2 distribution in HE 0413-4031
shows a single prominent dip in all cases, although the location
of the dips varies from one light curve to another. The time delay
range for HE 0435-4312 was found to be between ∼452 and
636 days in the observers’ frame, and for HE 0413-4031, it is
between ∼620 and 764 days (see Table 3). The observed time
delays inferred using the χ2 method are consistent with ICCF
results within the uncertainties.

zDCF. The time delays of all the light curves were searched
for between −1000 to 1500 days for both sources. Multiple peaks
were detected on both positive and negative sides, but the posi-
tive peaks have systematically larger correlation coefficients (see
Fig. 9). For HE 0435-4312, the largest correlations are detected

at ∼629 days for curves 1, 2, 3, 6, and 7. For light curves 4 and
5, the largest correlation is detected at shorter time delays of
the order of 490 days. For HE 0413-4031, multiple peaks were
detected on the positive delay side and the most prominent one
lies between ∼600 and 700 days. The time delays for curves 1, 2,
and 7 have the largest correlation coefficient of 716 days, while
curves 3, 4, 5, and 6 have a slightly lower time delay of 654
days in the observer’s frame. The best time delay for each light
curve was chosen by inferring the time lag with the maximum
likelihood and the corresponding uncertainties are 1σ errors.

Von Neumann and Bartels estimators. We searched for
time delays between 0 and 1200 days for both the quasars and
the results are shown in Figs. 10 and 11. The best time delays for
HE 0435-4312 are found to be between 535 and 615 days for the
von-Neumann estimator and between 535 and 715 days for the
Bartels estimator. For HE 0413-4031, the observed time delays
are between 635 and 815 days and 735 and 845 days for von
Neumann and Bartels estimators, respectively. The peak time
delays with the uncertainties that correspond to each light curve
are listed in Table 3.

5. Discussion

Our monitoring of the two quasars HE0413-4031 and HE0435-
4312 over 11 years allows us to report the measurements of the
Mg II time delay as well as the UV Fe II time delay. We also
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Fig. 7. ICCF distribution of all the curves for both the sources are shown here. Left panel: ICCF results for seven light curves of HE 0413-4031
(rainbow-coloured solid lines). The total FeII emission is depicted by a grey dotted line, while the total MgII emission is represented by a grey
dashed line. Right panel: same as left panel but for HE 0435-4312.
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Fig. 8. χ2 results for HE 0413-4031 and HE 0435-4312. Left panel: χ2 for seven light curves of HE 0413-4031 (rainbow-coloured solid lines). The
total MgII emission is represented by a black solid line, while the total FeII emission is depicted by a grey solid line. Right panel: same as left
panel but for HE 0435-4312.

obtained wavelength-resolved time delays for the combined Fe
II and Mg II overlapping emissions.

The Mg II time delays we report here are consistent with
those previously obtained for HE0413-4031 and HE0435-4312
by Zajaček et al. (2020, 2021), respectively. The two measure-
ments are also consistent with other Mg II time delays, predomi-
nantly obtained for lower-luminosity sources. Moreover, the two
quasars currently belong to the highest-luminosity sources of the
MgII sample.

The first MgII R–L relation was presented by Czerny et al.
(2013), and this was followed by updated MgII R–L relations
for an increasing number of sources (Zajaček et al. 2020, 2021;
Martínez-Aldama et al. 2020; Homayouni et al. 2020; Yu et al.
2023). With the gradual increase in the number of sources, the
slope decreased from γ ∼ 0.5 to γ ∼ 0.3, and came into ten-
sion with the simple photoionisation arguments. At the same
time, the scatter significantly increased and is larger than that
for the Hβ sample (for discussion see Homayouni et al. 2020).

Here, we determine the R–L relation parameters for the cur-
rently largest sample of 94 MgII sources (considering our mea-
surements of total Mg II for quasars HE 0413-4031 and HE
0435-4312), whose flux densities and rest-frame time delays are
taken from Martínez-Aldama et al. (2020), Zajaček et al. (2021),
Yu et al. (2023), and references therein. The correlation between
the rest-frame time delay and the monochromatic luminosity at
3000 Å is significant with the Pearson correlation coefficient of
r = 0.50 (p = 2.47 × 10−7) and the Spearman rank-order cor-
relation coefficient of s = 0.36 (p = 3.07 × 10−4). The MCMC
inference of the R–L parameters is presented in Fig. 12, includ-
ing the likelihood distributions for the slope, the intercept, and
the scatter in the left panel and the best-fit MgII R–L relation
alongside 94 measurements in the right panel of Fig. 12. The
best-fit MgII relation is,

log τ = (0.31+0.06
−0.06) log

(
L3000

1044 erg s−1

)
+ (1.83+0.07

−0.06) , (1)
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Fig. 9. zDCF results for HE 0413-4031 and HE 0435-4312. Left panel: zDCF for seven light curves of HE 0413-4031 (rainbow-coloured solid
lines). The total MgII emission is represented by a black dashed line, while the total FeII emission is depicted by a dotted black line. Right panel:
same as left panel but for HE 0435-4312.
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Fig. 10. Von Neumann estimator results for HE 0413-4031 and HE 0435-4312. Left panel: temporal evolution of the von Neumann estimator for
seven light curves of HE 0413-4031 (rainbow-colored solid lines). The total MgII emission is represented by a black dashed line, while the total
FeII emission is depicted by a dotted black line. Right panel: same as left panel but for HE 0435-4312.

with the intrinsic scatter of σ = 0.39+0.03
−0.03 dex. The slope of

the MgII R–L relation γ = 0.31 ± 0.06 is significantly shal-
lower than that for the Hβ (Bentz et al. 2013) and MgII R–L
relation derived by Homayouni et al. (2020). From the 2D like-
lihood contours in Fig. 12 (left panel), we can see a degeneracy
between the slope and the intercept, that is, within a 3σ confi-
dence interval a steeper slope of γ ∼ 0.40 in combination with
the smaller intercept β ∼ 1.70 is possible as well as a very shal-
low slope of γ ∼ 0.20 in combination with the larger intercept of
β ∼ 1.95.

Thus, the Mg II broad-line emission that is well constrained
for intermediate-redshift sources forms an R–L relation analo-
gous to the R–L relation for the Hβ line that is well established
for low-redshift sources. Such a relation can be used both for
the determination of the black hole mass and for cosmological
applications. The Mg II measurements (78 QSOs spanning the
redshift range 0.0033–1.89 in the sample analysed by Cao et al.
2022) do not yet give strong constraints but imply that the
MgII R–L relation is standardisable and the weak cosmological

constraints derived from it are consistent with better established
cosmological probes (see also Khadka et al. 2021, 2022b).

5.1. BLR kinematics in HE 0413-4031 and HE 0435-4312

The measured delays of the Fe II and the wavelength-resolved
time delay studies offer additional insight into the structure of the
BLR. The measurement of the integrated Fe II time delay is rather
similar to the measured Mg II time delay. The mean Fe II delay
(averaged over the methods) for HE 0435 is nearly the same as for
Mg II (just ∼0.85% larger), while for HE 0413 the Fe II delay is
longer by∼5.15%. The small time-delay difference implies spatial
proximity of the MgII and FeII line-emitting regions. Although it
is expected that the generally narrower FeII line should be posi-
tioned further from the SMBH than the MgII line-emitting mate-
rial (Gaskell et al. 2022), the FeII line widths are not constrained
well for either of the quasars based on the comparison of different
FeII templates and line widths that yield a comparable χ2 statistic
in terms of the spectral fitting; see Appendix D.
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Fig. 11. Bartels estimator results for HE 0413-4031 and HE 0435-4312. Left panel: temporal evolution of the Bartels estimator for seven light-
curve bins of HE 0413-4031 (rainbow-coloured solid lines). The total MgII emission is represented by a black dashed line, while the total FeII
emission is depicted by a dotted black line. Right panel: same for HE 0435-4312.

Fig. 12. MgII R–L relation parameters (see the corner plot to the left) and comparison of the maximum-likelihood R–L relation with 94 measure-
ments. The scatter of the relation is σ = 0.39+0.03

−0.03. The two quasars studied in this paper are marked as orange circles and belong to the highest
luminosity MgII sources.
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Fig. 13. Schematic representation of MgII and FeII emission regions
derived from the total time delays in both quasars and comparison with
CTS C30.10 (Prince et al. 2022). We also noticed that, in CTS C30.10,
the MgII time delay is shorter than the FeII time delay, which suggests
a higher inclination of the source, leading to the invisibility of the MgII
emission coming from the other side of the black hole.

The decomposition of the spectrum into Mg II and Fe II in
the 2700–2900 Å wavelength range is not unique as it depends

on the adopted templates. We used theoretical templates of
Bruhweiler & Verner (2008), and the quality of the fits appears
satisfactory.

Wavelength-resolved measurements of the combined Fe II
and Mg II emission do not suffer from this issue but the divi-
sion of the light curves into seven wavelength bins decreases
the data quality. Still, we seem to see a distinct wavy pattern
across the wavelength range and it is different for the two sources
(see Fig. 5).

For HE 0435-4312, we see a roughly symmetric behaviour,
particularly in ICCF, χ2, and zDCF results, with the shortest time
delay in curve 4 (see Fig. 5), which is most dominated by Mg
II, and a longer time delay of the wings with a strong contri-
bution from Fe II implied by the spectral decomposition (see
Fig. 2). In the case of these three methods, the rest-frame time
delay at the core of Mg II is ∼225 days while Fe II-dominated
wings show a time delay of ∼275 days. This is clearly differ-
ent from the results for the CTS C30.10 source (Prince et al.
2022) where the UV Fe II delay was shorter and we postu-
lated that the part of the Fe II emitting region more distant from
the observer is shielded from view. We therefore conclude that
for HE 0435-4312, the viewing angle towards the nucleus and
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Fig. 14. Comparison of observational (ICCF centroid) and theoretical time delay for two quasars (left: HE 0413-4031, right: HE 0435-4312).
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Fig. 15. Radius–luminosity relation for the broad FeII complex. Left panel: optical FeII R–L based on 20 measurements (points with error bars; see
Table C.1) and the corresponding best-fit relation (black solid line). The best-fit coefficients are in the legend. The intrinsic scatter is σ = 0.27 dex.
For comparison, the Hβ RL relation (Bentz et al. 2013) is plotted using a dotted green line. Both the optical FeII and the Hβ RL relations are in
agreement with the uncertainties. Right panel: ultraviolet FeII R–L relation based on the four measurements summarised in Table B.1. The black
solid line and the blue dashed line represent the best-fit solutions considering two different FeII time delays for CTS C30.10. The UV FeII R–L
relation is compared to the optical FeII R–L relation (red solid line), which is rescaled from 5100 Å to 3000 Å using the bolometric corrections
of Netzer (2019). A vertical offset between the two R–L relations is apparent, which corresponds to the potential mean size difference between
the optical FeII-emitting region and the UV FeII-emitting region of RFeII-opt ∼ (1.7−1.9)RFeII-UV, assuming the same slope of γ = 0.5 within the
uncertainties. In addition, we also plot the MgII R–L relation based on 94 measurements (dotted magenta line). This relation is flatter than the UV
FeII R–L relation and has a larger intercept. However, it is consistent with the MgII time-delay measurements (magenta points) for four UV FeII
sources.

measured from the symmetry axis is smaller, and such shielding
does not occur. The new, generalised picture is shown in Fig. 13.
For completeness of the AGN picture, we also show the corona
as a base of the failed jet, but it does not have any scientific
relevance here. We would also like to mention the results from
the Javelin (mean and peak), von Neumann, and Bartels estima-
tors. The Javelin peak distribution shows a trend mildly corre-
lated with the ICCF but mean time delays are almost constant.
This can happen because the original Javelin delay distribution
has multiple peaks of different strength and the mean is taken
over the entire delay distribution, leading to a constant time delay
across the light curves. The delays of von Neumann and Bartels
are mostly consistent with each other except for the wings, but
they show a wavy pattern more or less consistent with the results
from ICCF.

In the case of the second quasar, HE 0413-4031, the trend
seems to be more complicated, and rather like a wavy pattern,
with the shortest time delay in some methods (ICCF, χ2, and

Javelin mean) detected for curve 6 (see Fig. 5). Also, there is
an asymmetry between the wings. This likely reflects the asym-
metry between the wings in the spectral decomposition, because
for this quasar, only the blue wing is Fe II-dominated but the red
wing has a comparable contribution from both the MgII and the
FeII emission. We therefore propose that the difference in the Fe
II strength is responsible for the effect and the viewing angle is
again small, without any detectable shielding effects. The delays
derived from the Javelin mean are consistent with the ICCF and
the χ2 methods. The results from the Bartels estimator are rather
consistent with the ICCF, showing a shorter time delay for curve
6. The delays derived from the zDCF and von Neumann methods
are consistent with each other in the wings but differ for curves
3 and 4.

Further, we tested whether the pattern in wavelength-
resolved data is fully explained by the complex contribution of
Fe II and Mg II to the spectrum. Following Netzer (2022), we
assumed that the delay at a given wavelength should be a mean
average of the intrinsic Fe II and Mg II time delays weighted by
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Fig. 16. One-dimensional likelihood distributions (along the diagonal) and the two-dimensional likelihood contours for the FeII radius-luminosity
relation. Left panel: parameter constraints and the intrinsic scatter σext for the optical FeII radius-luminosity relation based on 20 measurements.
Middle panel: parameter constraints and the intrinsic scatter σext for the UV FeII radius-luminosity relation based on 4 measurements (for CTS
C30.10 we considered the lower value of the FeII time delay, 180.3+26.6

−30.0 days in the rest frame). Right panel: parameter constraints and the intrinsic
scatter σext for the UV FeII radius-luminosity relation based on 4 measurements (for CTS C30.10 we considered the higher value of the FeII time
delay, 270.0+13.8

−25.3 days in the rest frame).

the relative flux contribution,

τi = τFeII

(
FeIIi

FeIIi + MgIIi

)
+ τMgII

(
MgIIi

FeIIi + MgIIi

)
, (2)

where FeIIi and MgIIi are the corresponding integrated flux con-
tribution to the bin i. We fitted this model for the delays obtained
from the ICCF centroid method (see Fig. 14). For the quasar HE
0413, the wavy pattern is not fully reproduced. It is likely that
there are some kinematic effects that are not included in this sim-
ple picture. The mean relative shift of the Fe II and Mg II deter-
mined from the spectral fitting (1595 ± 74 km s−1 ) also implies
such an effect. The agreement seems much better for the quasar
HE 0435.

The smaller role of Fe II in the spectrum of HE 0413-4031,
that is, by a factor of ∼2, is surprising because this quasar has a
considerably higher Eddington ratio and a single-component line
profile characteristic of type A quasars (Sulentic et al. 2000). In
the optical plane (and in the corresponding UV plane), the Fe
II equivalent contribution usually rises with the Eddington ratio
(e.g., Panda et al. 2018, 2019a,b). This might be consistent with
the findings of no correlation between equivalent widths in the
optical and UV bands (Kovačević-Dojčinović & Popović 2015).

5.2. Radius–luminosity relation for the UV Fe II and optical
Fe II

The R–L relation offers an important insight into the structure
of the BLR. Our new measurements for the delay of the Mg II
line complement our previous results as well as those obtained
by several other groups (Czerny et al. 2019; Zajaček et al. 2020,
2021; Yu et al. 2023), see also Fig. 12.

However, the R–L relation for Fe II UV emission is new, and
it was introduced for the first time in Prince et al. (2022). Here
we update this relation by including two more sources studied
in this work. The time delays of the total Fe II emissions are
taken from Table 2. Combining these two measurements with
the Fe II time delay for CTS C30.10 (Prince et al. 2022) as well
as with the old IUE measurement of the Fe II UV time delay for
NGC 5548 (Maoz et al. 1993), we can now attempt to establish

a more reliable R–L relation for the UV Fe II emission. We list
these measurements conveniently in Table B.1.

The relation has a typical slope close to 0.5 (see Fig. 15,
right panel), which is expected either from the scaling with the
ionisation parameter (e.g., Netzer 1990, 2013), or from the dust-
based BLR model of Czerny & Hryniewicz (2011). However, in
addition to the slope, a vertical shift is important as it informs us
about the relative localisation of various emission components
of the BLR.

We therefore compared the UV Fe II R–L relation with the
optical Fe II R–L relation in order to decompose the emis-
sion regions and the photoionisation processes. The Fe II emis-
sion in the optical band has been studied for many years (see
Gaskell et al. 2022, for a recent review). The optical Fe II time
delays of a few nearby sources have been estimated by differ-
ent groups (Bian et al. 2010; Barth et al. 2013; Chelouche et al.
2014; Hu et al. 2015, 2020b,a). In total, we collected 20 mea-
surements from the literature and summarise them in Table C.1.

The fitted R–L relation for the optical band is shown in
Fig. 15 (left panel). The slope is again consistent with 0.5,
and the dispersion is typical for the delay measurements in sin-
gle emission lines. For a better comparison with the UV R–L
relation, we converted the 5100 Å–3000 Å UV monochromatic
luminosity and plotted the two relations together for better visu-
alisation of the trend (right panel). We clearly see the vertical
offset, with UV Fe II being located closer to the SMBH by a
factor of ∼1.8. This is not unexpected, because UV lines cor-
respond to larger energies of the atomic transitions. In addi-
tion, statistical studies of approximately 300 AGN imply that
optical UV Fe II and optical Fe II emissions do not exhibit
a simple scaling despite them being kinematically connected
(Kovačević-Dojčinović & Popović 2015). According to these
later authors, the mean FWHM width of optical Fe II is smaller
than UV FeII (2360 km s−1 vs. 2530 km s−1), which would corre-
spond to a separation factor of 1.15. This separation is less than
what we found between the two R–L relations (∼1.8). In addi-
tion, Kovačević-Dojčinović & Popović (2015) measured a con-
siderable mean outflow velocity in the UV Fe II of 1150 km s−1

with respect to [OIII], implying an inflow of materials. Hu et al.
(2008) studied the optical Fe II emission in a large sample of
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quasars selected from SDSS and show that the red asymmetry
in the optical Fe II emission profile could represent an inflow of
materials.

In Fig. 15 (right panel), we also plot the MgII R–L relation,
which is clearly flatter than both the optical and the UV FeII
R–L relations and has a larger intercept. This results in larger
MgII time delays than both optical and UV FeII time delays for
lower-luminosity sources. At the same time, all three relations
appear to converge towards high-luminosity sources, where our
three quasars are also located. This behaviour is also observa-
tionally confirmed for the low-luminosity source NGC5548, for
which the UV FeII time delay is 10 ± 1 days Maoz et al. (1993),
while the MgII time delay is constrained to be in the range
34 − 72 days (Clavel et al. 1991). The three luminous quasars
– CTS C30.10, HE0413-4031, and HE0435-4312 – have their
corresponding MgII and FeII time delays generally very close
to each other. For CTS 30.10, several methods indicated that the
UV FeII time delay is 180.3+26.6

−30.0 days, which is shorter than the
MgII time delay of 275.5+12.4

−19.5 (Prince et al. 2022), again consis-
tent with the best-fit MgII and FeII R–L relations.

6. Conclusions

Understanding the BLR kinematics and its geometry is a long-
standing problem in AGN physics. The wavelength-resolved
reverberation technique has allowed some progress in improv-
ing our understanding of the size and structure of the BLR.
We present the long-term spectroscopic monitoring of two
intermediate-reshift, luminous quasars, HE 0413-4031 and HE
0435-4312, with SALT as well as photometric monitoring with
1m class telescopes. The reverberation mapping of broad Mg II
and pseudo-continuum UV Fe II emissions helps us to disentan-
gle their locations.

The Mg II time delays inferred in both the quasars using sev-
eral methods are consistent within the uncertainties. However,
the mean Fe II time delays are slightly higher in both quasars
compared to Mg II time delays, suggesting spatially shifted
regions of their emission origin. As this is the first time the UV
Fe II time delays have been derived for these two quasars, we
combined these results with CTS C30.10 to constrain the UV Fe
II R–L relation. A subsequent comparison of the optical Fe II
and the UV Fe II R–L relations reveals two spatially separated
locations with RFeII-opt ∼ (1.7−1.9)RFeII-UV.
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Appendix A: Alias mitigation

We applied the alias mitigation technique to examine the reli-
ability of longer-time delays frequently seen in Javelin results.

The detail of the technique is described in section 3. The Javelin
time-delay distribution for both the sources before and after the
alias mitigation are shown in Figures A.1 and A.2.
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Fig. A.1. Javelin bootstrap results from HE 0435 with 1000 realisations for all the seven curves (from left to right) along with total MgII and FeII
(last two plots of the lower panel). The peak and results from this are listed in Table 3. We also use the alias mitigation using down-weighting by
the overlapping pairs. The black histogram represents the original delay distribution and the red one is after alias mitigation.
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Fig. A.2. Javelin bootstrap results from HE 0413 with 1500 realisations for all the seven curves (from left to right) along with total MgII and FeII
(last two plots of the lower panel). The peak and results from this are listed in Table 3. We also use the alias mitigation using down-weighting by
the overlapping pairs. The black histogram represents the original delay distribution and the red one is after alias mitigation.

Appendix B: UV FeII sample

Table B.1 provides the list of four sources for which the
significant time delay of the UV FeII line complex was measured.

Table B.1. Detailed information about the sources used in the UV FeII R–L relation.

Source z log (F3000 [erg s−1 cm−2 Å−1]) log (L3000 [erg s−1]) τFeII [days] reference

NGC 5548 0.0174 −13.615 ± 0.051 43.696 ± 0.051 10+1
−1 Maoz et al. (1993)

CTS C30.10 0.90052 −15.060 ± 0.026 46.023 ± 0.026 180.3+26.6
−30.0 Prince et al. (2022)

270.0+13.8
−25.3 Prince et al. (2022)

HE 0435-4312 1.3764 −15.179 ± 0.036 46.359 ± 0.036 284.0+72.9
−77.4 this work

HE 0413-4031 1.2231 −14.657 ± 0.081 46.754 ± 0.080 330.6+54.0
−87.5 this work

Notes: This table provides (from the left to the right column) the source name, redshift, the continuum flux density at 3000 Å (in erg s−1 cm−2 Å−1),
the luminosity at 3000 Å (in erg s−1 assuming the flat ΛCDM model with H0 = 70 km s−1 Mpc−1 and Ωm = 0.3), the UV FeII rest-frame time delay
in days, and the original reference.
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Appendix C: Optical FeII sample

Table C.1 provides the list of 20 sources for which the significant
time delay of the optical FeII line complex was measured.

Table C.1. Detailed information about the sources used in the optical FeII R–L relation.

Source z log (F5100 [erg s−1 cm−2 Å−1]) log (L5100 [erg s−1]) τFeII [days] reference

PG 1700+518 0.2890 −14.733 ± 0.035 45.397 ± 0.035 209.0+100.0
−147.0 Bian et al. (2010)

PG 1700+518 0.2920 −14.708 ± 0.044 45.433 ± 0.044 296.0+59.0
−53.0 Chelouche et al. (2014)

NGC 4593 0.0090 −14.096 ± 0.049 42.868 ± 0.049 8.35+1.29
−1.51 Barth et al. (2013)

Mrk 1511 0.0340 −14.971 ± 0.061 43.163 ± 0.061 8.63+1.35
−1.31 Barth et al. (2013)

PG 0026+129 0.1420 −14.595 ± 0.034 44.845 ± 0.034 133.0+16.0
−15.0 Chelouche et al. (2014)

PG 2130+099 0.0633 −14.316 ± 0.018 44.376 ± 0.018 184.0+52.0
−137.0 Chelouche et al. (2014)

PG 2130+099 0.0633 −14.275 ± 0.001 44.418 ± 0.001 35.3+8.2
−9.9 Hu et al. (2020a)

PG 2130+099 0.0633 −14.276 ± 0.003 44.416 ± 0.003 23.1+3.4
−5.6 Hu et al. (2020a)

J113913.91+335551.1 0.0323 −15.784 ± 0.053 42.304 ± 0.053 15.0+6.0
−9.0 Rafter et al. (2013)

Mrk 335 0.0258 −14.284 ± 0.031 43.605 ± 0.031 26.8+2.9
−2.5 Hu et al. (2015)

Mrk 1044 0.0165 −14.484 ± 0.049 43.011 ± 0.049 13.9+3.4
−4.7 Hu et al. (2015)

IRAS 04416+1215 0.0889 −14.570 ± 0.045 44.433 ± 0.045 12.6+16.7
−6.7 Hu et al. (2015)

Mrk 382 0.0337 −15.108 ± 0.073 43.018 ± 0.073 23.8+6.0
−6.0 Hu et al. (2015)

Mrk 142 0.0449 −14.896 ± 0.052 43.486 ± 0.052 7.6+1.4
−2.2 Hu et al. (2015)

MCG +06-26-012 0.0328 −15.468 ± 0.094 42.634 ± 0.094 22.4+9.3
−6.3 Hu et al. (2015)

IRAS F12397+3333 0.0435 −14.842 ± 0.042 43.513 ± 0.042 10.6+7.0
−1.9 Hu et al. (2015)

Mrk 486 0.0389 −14.631 ± 0.032 43.623 ± 0.032 17.3+5.8
−3.7 Hu et al. (2015)

Mrk 493 0.0313 −15.027 ± 0.060 43.034 ± 0.060 11.9+3.6
−6.5 Hu et al. (2015)

3C273 0.1583 −13.711 ± 0.047 45.833 ± 0.047 322.0+55.5
−57.9 Zhang et al. (2019)

Mrk 817 0.0314 −14.424 ± 0.035 43.641 ± 0.035 51.7+14.9
−1.3 Lu et al. (2021)

Notes: This table provides (from the left to the right column) the source name, redshift, the continuum flux density at 5100 Å (in erg s−1 cm−2 Å−1),
the luminosity at 5100 Å (in erg s−1 assuming the flat ΛCDM model with H0 = 70 km s−1 Mpc−1 and Ωm = 0.3), the optical FeII rest-frame time
delay in days, and the original reference.
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Appendix D: UV Fe II modelling with different
templates and equivalent widths

We tested the various templates provided by the
Bruhweiler & Verner (2008) to model the UV Fe II emission
with a fixed velocity width (km/s). The plots are shown in the
left panel of Figure D.1. We note that for the quasar HE 0413-
4031, except for BV9 and BV12, all the templates give very
similar results. In comparison, for HE 0435-4312, all templates

are a good choice. We also tested the choice of templates over
various values of the velocity width (km/s), shown in the right
panel of Figure D.1. We do not see any significant difference
in the fitting. In addition, we also show the corresponding light
curves for two templates and two velocity widths for both the
quasars and the light curves are shown in Fig D.2 and D.3. For
both the quasars, the light curves are in agreement for different
templates or for different velocity widths.
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Fig. D.1. We show the distribution of chi-square value for different FeII templates and widths. The left panel represents the chi-square distribution
of different templates that have been used to model the UV Fe II emission. The right panel shows the chi-square distribution when various velocity
widths (km/s) were chosen to model the UV FeII. The upper panel and lower panel are for HE 0413 and HE 0435 sources. The templates name
are the following: BV2: d11-5-m20-20-5.dat, BV3: d11-m05-20-5.dat, BV4: d11-m10-20-5.dat, BV5: d11-m20-20.5-735.dat, BV6: d11-m20-20-
5.dat, BV7: d11-m20-20.dat, BV8: d11-m20-21-735.dat, BV9: d11-m20-21.dat, BV10: d11-m30-20-5-735.dat, BV11: d11-m30-20-5.dat, BV12:
d11-m50-20-5.dat, d11: d11-m20-20-5.dat, d12: d12-m20-20-5.dat.
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Fig. D.2. Total Fe II light curve for HE 0413 produced for the two sets of templates (left panel) and two sets of line widths (right panel). As we
argue in the main text, the different templates and different velocity widths do not significantly affect the light curve.
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Fig. D.3. Total Fe II light curve for HE 0435 produced for the two sets of templates (left panel) and the two sets of velocity widths (right panel).
As we argue in the text, the different templates and different velocity widths do not significantly affect the light curve.
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