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Comparison of Machine Learning Methods for Classification of 
Alexithymia in Individuals with and without Autism from Eye-

Tracking Data  
Furkan Ilgin, Megan A. Witherow, Khan M. Iftekharuddin*

Vision Lab, Dept. of Electrical and Computer Engineering, Old Dominion University, Norfolk, VA 
USA 23529 

ABSTRACT 

Alexithymia describes a psychological state where individuals struggle with feeling and expressing their emotions. 
Individuals with alexithymia may also have a more difficult time understanding the emotions of others and may express 
atypical attention to the eyes when recognizing emotions. This is known to affect individuals with Autism Spectrum 
Disorder (ASD) differently than neurotypical (NT) individuals. Using a public data set of eye-tracking data from seventy 
individuals with and without autism who have been assessed for alexithymia, we train multiple traditional machine learning 
models for alexithymia classification including support vector machines, logistic regression, decision trees, random forest, 
and multilayer perceptron. To correct for class imbalance, we evaluate four different oversampling strategies: no 
oversampling, random oversampling, SMOTE, and ADASYN. We consider three different groups of data: ASD, NT, and 
combined ASD+NT. We use a nested leave-one-out cross validation strategy to perform hyperparameter selection and 
evaluate model performance. We achieve F1 scores of 90.00% and 51.85% using decision trees for ASD and NT groups, 
respectively, and 72.41% using SVM for the combined ASD+NT group. Splitting the data into ASD and NT groups 
improves recall for both groups compared to the combined model. 

Keywords: Alexithymia, autism, eye-tracking, machine learning, imbalanced data, oversampling, decision tree, support 
vector machine 

1. INTRODUCTION
Alexithymia, a personality trait that affects how an individual experiences emotions, is characterized by difficulties in 
processing one’s own emotions, including identifying one’s feelings and vocalizing them to others1. About ten percent of 
the general population is affected by clinically relevant alexithymia1, though it is more prevalent among individuals with 
anxiety and mood disorders, neurodegenerative disorders, and neurodevelopmental disorders2. It has been estimated that 
approximately 50% of individuals with Autism Spectrum Disorder (ASD) have co-occurring clinically relevant 
alexithymia3. Recently, the ‘alexithymia hypothesis’4, i.e., that differences in emotional processing may be attributed to 
co-occurring alexithymia rather than ASD per se, has been gaining increasing attention.  

For over a decade, eye-tracking has shown to be a reliable and objective instrument for ASD research5. While few historical 
studies account for co-occurring alexithymia2, several recent studies suggest that differential gaze to social stimuli in ASD 
may be modulated by alexithymia6,7. However, other studies incorporating dynamic social stimuli have found that ASD-
related traits still contribute to differences in emotional processing even when controlling for alexithymia8,9. Such studies 
suggest that alexithymia is only part of the full explanation of differences in gaze between neurotypical (NT) individuals 
and individuals with ASD8,9. 

Given the negative impact that alexithymia may have on emotional health outcomes2,10, machine learning approaches have 
been introduced to predict alexithymia in general and patient populations. For example, machine learning has been applied 
to predict alexithymia in fibromyalgia patients using socio-demographic data and self-report questionnaires10 and in the 
general population using physiological signals11, cognitive behavioral therapy concepts12, and a facial emotion recognition 
task13. Although machine learning applied to eye-tracking data has provided multiple contributions to ASD research 
including supporting diagnosis and intervention efforts5, to our knowledge, machine learning of eye-tracking features has 
not been used to predict alexithymia in individuals with and without ASD. 
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In this work, we study multiple machine learning methods for the classification of alexithymia in an eye-tracking data set 
collected from 70 individuals with and without ASD6. Given the relatively small sample size, we focus on traditional 
machine learning methods including support vector machines (SVMs), logistic regression (LR), decision trees (DTs), 
random forests (RFs), and multilayer perceptron models (MLPs). Based on the literature, we anticipate some distributional 
differences in the data collected from individuals with and without ASD, which may affect the performance of the machine 
learning models14. Thus, we perform experiments on three selections of the data: individuals with ASD, NT individuals, 
and combined (ASD and NT). The remainder of this paper is organized as follows. Section 2 covers relevant background. 
Section 3 describes the methods. Section 4 presents and discusses the results. Section 5 concludes and suggests future 
work. 

2. BACKGROUND
The traditional machine learning pipeline begins with data preprocessing and feature extraction. For eye-tracking studies, 
the raw data takes the form of time-sampled x and y coordinates that encode the locations of study participants’ eye 
fixations, i.e., where the participants are looking at any given moment5. These fixations may fall into areas of interest 
(AOIs) that have been defined for the given stimuli5. For example, AOIs for videos of dynamic facial expression stimuli 
may include the eyes and mouth, among others6. Standard fixation measures include the number and duration of fixations 
to different stimuli and the AOIs within these stimuli5,6. These fixation measures have also been considered as features for 
machine learning5.  

Traditional machine learning approaches, including SVM, LR, DT, RF, and MLP, have been applied to eye-tracking data 
for ASD research5. For classification tasks, SVM aims to find the best hyperplane in the high-dimensional feature space 
to maximally separate different classes of data points. In feature spaces where the classes are not linearly separable, the 
kernel trick, e.g., using the Radial Basis Function (RBF) kernel or others, allows for efficient mapping into a higher 
dimensional space to improve the class separability. LR predicts the probability of a binary outcome using the logistic 
function and a linear combination of input features. DT is a non-parametric supervised learning method that builds a 
flowchart-like model, with nodes representing features and branches representing decisions, to classify or predict outcomes 
based on input data. RF is an ensemble learning method that combines multiple decision trees to make predictions by 
aggregating the results of individual trees. MLP is a type of artificial neural network that consists of multiple layers of 
interconnected artificial neurons, enabling it to learn complex patterns. 

Class imbalance occurs when a data set has an unequal number of samples for each of its constituent classes. Class 
imbalance poses a challenge for machine learning and may negatively impact performance. Resampling the training data 
is a common approach to address imbalance. To preserve as much information from the training set as possible, 
oversampling the minority class(es) is typically preferred to undersampling the majority class(es) for small data sets. 
Oversampling can be achieved by randomly replicating minority training samples (i.e., random oversampling) or 
generating synthetic samples for the minority class. For the latter approach, the synthetic minority oversampling technique 
(SMOTE)15 and the adaptive synthetic (ADASYN)16 technique are two well-established methods. SMOTE works by 
generating synthetic samples between each of the samples and its nearest neighbors15. ADASYN uses a weighted 
distribution to generate more synthetic samples based on samples that are more difficult to classify using k-nearest 
neighbors16. 

Classification seeks to predict labels 𝑦 from features 𝑋 based on the conditional probability 𝑝(𝑦|𝑋) which relies on the 
assumption that the samples are independent and identically distributed (i.i.d.). Predictive performance may suffer when 
this assumption is violated, such as when data are drawn from different domains or distributions14. 

3. METHODS
3.1 Data 

We consider the publicly available eye-tracking data set published in Ref. 6. The data set consists of 70 adult participants, 
including 45 NT participants (29 female) and 25 diagnosed with ASD (11 female)6. All participants have completed the 
Toronto Alexithymia Scale (TAS)6. Each participant has time-sampled x and y eye fixation coordinate data collected using 
a screen-mounted Tobii TX300 eye-tracker while the participant viewed validated dynamic facial expression stimuli taken 
from Ref. 17. The dynamic facial expression stimuli is made up of videos of four male and four female actors displaying 
six emotions (neutral, anger, disgust, fear, happy, sad)17. Each emotion is presented eight times for each of four conditions: 
free-gaze, cued, emotion recognition, and intensity judgement6. For the cued and free-gaze conditions, the participant is 
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instructed to gaze freely at the videos with or without, respectively, being told the emotion beforehand6. For the emotion 
recognition and intensity judgment tasks, the participant is asked to determine the emotion or intensity of emotion, 
respectively, that is being shown6. For all videos, fixations fall into AOIs defined for the eyes, mouth, or nose, or no AOI6. 

3.2 Feature Extraction and Oversampling Strategies 

Following Ref. 6, we discard the first 150 milliseconds of each trial representing rapid reorienting of gaze to stimuli. Then, 
for each emotion (neutral, anger, disgust, fear, happy, sad) within each condition (free-gaze, cued, emotion recognition, 
and intensity judgement), we accumulate the number and duration of fixations to each AOI (eyes, mouth, nose, or no AOI). 
This yields a total of 4	𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠	 × 6	𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑠	 × 4	𝐴𝑂𝐼𝑠	 × 2	(𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛𝑠	𝑜𝑟	𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛) =
192	𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠. Examples of these 192 features include ‘number of fixations to the eyes AOI for cued anger’ and ‘duration 
of gaze to the mouth AOI for happy intensity judgement’. For each feature, we perform min-max normalization based on 
the training data, which scales the features to the range (0,1), and we apply the same transformation to validation and test 
sets. Using the TAS scores, we generate the binary class labels for alexithymia classification as follows. We assign ‘0’ if 
the score is ≤51, which corresponds to the published TAS cutoff for an absence of alexithymia, and we assign ‘1’otherwise, 
which corresponds to ranges for ‘possible alexithymia’ (TAS score between 52 - 60) or ‘alexithymia’ (TAS score >=61)18. 

In addition to no oversampling, we consider random oversampling, SMOTE, and ADASYN as implemented in the 
imbalanced-learn library (https://imbalanced-learn.org/) to correct for class imbalance in the training data. For SMOTE 
and ADASYN, we use three nearest neighbors to define the neighborhood for generating the synthetic samples. 

3.3 Machine Learning Models 

We consider five different traditional machine learning methods as implemented in the scikit-learn library (https://scikit-
learn.org/): SVM, LR, DT, RF, and MLP. Using validation data, we perform hyperparameter selection for each of the five 
methods. For SVM, we consider linear and RBF kernel functions. To tune the l2 regularization parameter ‘C’ and kernel 
coefficient ‘gamma’, we consider a logarithmic search space from 10-3 to 103. For LR, we consider four different options 
for the norm of the penalty: no penalty, l1, l2, and elastic net. For regularization parameter ‘C’, we consider a logarithmic 
search space from 10-3 to 103. When using the elastic net penalty for LR, we search [0.1, 0.2, …, 0.9] for the best l1 ratio 
to mix the contributions of the l1 and l2 penalties. We use the SAGA solver which supports all penalties for LR. For DT, 
we consider Gini impurity, log loss, and entropy for measuring split quality. We search [1, 2, …, 12] for the optimal 
maximum depth of the tree. For RF, we consider the same options as DT for split criterion and maximum tree depth. 
Additionally, we select among [2, 5, 10, 100, 1000] for number of estimators in the ensemble. For MLP, we consider four 
possible activation functions (‘identity’, ‘logistic’, ‘tanh’, and ‘relu’) and choose the best number of hidden units within 
[2, 4, 8, 16, 32, 64, 128, 256, 512, 1024]. Given the small size of the data set, it is feasible to use the second derivative in 
the optimization. Therefore, we choose to optimize MLP using L-BFGS as opposed to SGD based methods that utilize the 
first derivative only. 

3.4 Experiments 

We use a nested leave-one-out cross validation (LOOCV) strategy to evaluate our approach. For N samples, the outer 
LOOCV loop splits the data into N-1 training samples and 1 test sample. Then, the inner LOOCV loop splits the data again 
into N-2 training samples and 1 validation sample. The inner LOOCV loop is used to determine the best selection of 
hyperparameters for a particular outer LOOCV split. For each hyperparameter combination, the N-1 executions of the 
inner loop yield N-1 predictions, one for each validation sample. These predictions are compared with the ground truth 
labels to determine the number of true positives, false positives, true negatives, and false negatives, which are subsequently 
used to generate a validation F1 score for each combination of hyperparameters. The best selection of hyperparameters 
based on the validation performance is then used to retrain the model on the N-1 training samples and predict the label for 
the left-out test sample. The outer loop repeats N times, such that each sample is considered as the test sample once. The 
predictions for each test sample and corresponding ground truth labels are used to compute F1 score, precision, recall, and 
accuracy. We apply this procedure for three sets of data: ASD, NT, and combined ASD+NT. 
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4. RESULTS AND DISCUSSION
Figure 1 shows the class distributions for the ASD, NT, and combined ASD+NT data sets. All three data sets exhibit class 
imbalance, with a minority of samples representing the alexithymia class. This imbalance is worse for the NT data set than 
the ASD data set. 

Figure 1. Number and percentage of samples for each class (alexithymia or no alexithymia) for three sets: (a) ASD, (b) NT, 
and (c) combined ASD+NT.  

Figure 2 shows the comparative performance of five different traditional machine learning methods (SVM, LR, DT, RF, 
and MLP) and four oversampling strategies (no oversampling, random oversampling, SMOTE, and ADASYN) for 
classification of alexithymia in three sets of data (ASD, NT, combined ASD+NT). As shown in Figure 2, no oversampling 
performs the best for the ASD data set across all machine learning methods, while for the NT data set, all oversampling 
strategies perform equally well or better than no oversampling across all machine learning methods. For the combined 
ASD+NT group, the best oversampling strategy is model-dependent. We expect that the differences in performance of 
oversampling strategies across the three different sets of data may be attributed to differences in the class conditional 
distributions and separability of classes in the feature space. 

Figure 2. Comparison of LOOCV F1 scores for classification of alexithymia in ASD, NT, and Combined ASD+NT eye-
tracking data sets with five machine learning methods and four oversampling strategies. 

In Figure 2, the best model and oversampling strategy is DT with no oversampling for the ASD set, DT with SMOTE for 
the NT set, and SVM with no oversampling for the combined NT+ASD set. The best hyperparameter selections for the 
best model and oversampling strategy for each data set are as follows. For the ASD set’s best performing model, DT with 
no oversampling, Gini impurity is selected as the splitting criterion 19 times, log loss is selected 3 times, and entropy is 
selected 3 times. A max tree depth of 1 is selected 23 times and a max depth of 2 is selected 2 times. For the NT set’s best 
performing model, DT with SMOTE, Gini impurity is selected as the splitting criterion 43 times and log loss is selected 2 

19, 76%

6, 24%

(a) ASD

37, 82%

8, 18%

(b) NT

56, 80%

14, 20%

(c) COMBINED ASD+NT

Alexithymia

No Alexithymia
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times. The frequencies of selecting each possible value for max tree depth are ‘1’: 25, ‘2’: 0, ‘3’:6, ‘4’:1, ‘5’: 0, ‘6’: 1, ‘7’: 
2, ‘8’:1, ‘9’:2, ‘10’:1, ‘11’:4, and ‘12’:2. The linear kernel is selected all 70 times for SVM with no oversampling, the best 
model for the combined ASD+NT set. A ‘C’ value of 10.0 is selected 69 times and 1.0 is selected once. We report the 
detailed accuracy, precision, recall, and F1 scores for these best models with their associated best performing oversampling 
strategy in Figure 3. As shown in Figure 3, splitting the combined ASD+NT data set into separate ASD and NT sets 
improves performance across all metrics for the ASD set. Splitting the data improves recall for the NT set compared to the 
combined set. However, the best model for the NT set does not perform as well as the combined model for other metrics.  

Figure 3. Comparison of LOOCV F1 scores for classification of alexithymia in ASD, NT, and Combined ASD+NT eye-
tracking data sets with five machine learning methods and four oversampling strategies. 

5. CONCLUSION AND FUTURE WORK
This work compares five different traditional machine learning methods and four different oversampling strategies for 
alexithymia classification based on eye-tracking data collected from NT individuals and individuals with ASD. We 
perform rigorous hyperparameter selection and evaluation to identify the best performing approaches. Furthermore, we 
find that partitioning data into ASD and NT sets improves recall and offers overall improved performance on data collected 
from individuals with ASD. In the future, we plan to analyze feature importance to identify and explain the features that 
contribute most to the classification. We also plan to further investigate the model decision boundaries and data 
distributions of eye-tracking data from individuals with ASD and NT individuals to explain how these may affect the 
selection of an appropriate correction for class imbalance and their affect on model classification performance. 
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