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Abstract

Artificial Intelligence (AI) systems exhibit considerable potential in providing decision sup-

port across various domains. In this context, the methodology of eXplainable AI (XAI) be-

comes crucial, as it aims to enhance the transparency and comprehensibility of AI models’

decision-making processes. However, after a review of XAI methods and their application in

clinical decision support, there exist notable gaps within the XAI methodology, particularly

concerning the effective communication of explanations to users.

This thesis aims to bridge these existing gaps by presenting in Chapter 3 a framework de-

signed to communicate AI-generated explanations effectively to end-users. This is particularly

pertinent in fields like healthcare, where the successful implementation of AI decision support

hinges on the ability to convey actionable insights to medical professionals.

Building upon this framework, subsequent chapters illustrate how visualization and visual

analytics can be used with XAI in the context of clinical decision support. Chapter 4 introduces

a visual analytic tool designed for ranking and triaging patients in the intensive care unit (ICU).

Leveraging various XAI methods, the tool enables healthcare professionals to understand how

the ranking model functions and how individual patients are prioritized. Through interactivity,

users can explore influencing factors, evaluate alternate scenarios, andmake informed decisions

for optimal patient care.

The pivotal role of transparency and comprehensibility within machine learning models is

explored in Chapter 5. Leveraging the power of explainable AI techniques and visualization,

it investigates the factors contributing to model performance and errors. Furthermore, it inves-

tigates scenarios in which the model outperforms, offering potential to enhance user trust by

shedding light on the model’s strengths and capabilities.

Recognizing the ethical concerns associated with predictive models in health, Chapter 6

considers potential bias and discrimination in ranking systems. By using the proposed visual

analytic tool, users can assess the fairness and equity of the system, promoting equal treatment.

This research emphasizes the need for unbiased decision-making in healthcare.

Having developed the framework and illustrated ways of combining XAI with visual ana-

lytics in the service of clinical decision support, the thesis concludes by identifying important

future directions of research in this area.
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Summary for Lay Audience

Our study centers on utilizing the potential of Artificial Intelligence (AI) to enhance decision-

making in various fields, with a special focus on healthcare. We address the challenge of in-

terpreting AI systems’ complex decision-making through the methodology of eXplainable AI

(XAI). Our focus lies in bridging the gap between complex AI insights and user comprehension

with the eventual goal of fostering trust and informed choices. To achieve this comprehension,

we propose a framework that combines Visual Analytics (VA) and XAI methodologies, creat-

ing a more intuitive way to communicate AI-generated insights to users. Through case studies,

we demonstrate how this combined approach could be used to enhance transparency in AI de-

cisions, especially in healthcare scenarios.

The thesis comprises 7 chapters. The first chapter discusses motivation and provides an

overview of the thesis structure. The second chapter explains the keywords and terminology

used throughout the thesis. The third chapter reviews existing XAI methods and their relevance

to clinical decision support, pinpointing areas where they fall short in practical application. It

introduces an interactive visualization framework to bridge this gap and provide techniques that

may be used by healthcare professionals in better comprehending AI models.

Chapter 4 introduces a visual analytic tool designed to explain ranking systems, with a case

study focusing on patient ranking and prioritization in intensive care units (ICUs). Leveraging

various XAI methods, this tool could help healthcare providers to grasp the inner workings of

ranking models and prioritize patients based on critical factors.

Chapter 5 employs an XAI technique to identify areas where a machine learning model

underperforms, offering users valuable insights to approach such situations with care. This is

illustrated through case studies on the detection of septic shock in ICUs.

Chapter 6 introduces a visual analytics tool tailored to investigate potential biases within

ranking systems, illustrated by a case study on ICU admissions. Chapter 7 gives a summary of

the previous chapters and concludes the thesis, encapsulating the key findings and contributions.

Overall, our research aims to strengthen the connection between AI and healthcare profession-

als, with the long-term goal of fostering transparency, trust, and fairness in AI-driven decision

support.
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Chapter 1

Introduction

This dissertation is presented in the form of an integrated article, comprising a collection of

individual materials that collectively contribute to a cohesive research program. These materi-

als span across diverse and interdisciplinary domains, including machine learning, explainable

artificial intelligence, clinical decision support systems, visual analytics, and human-computer

interaction. Each work is presented in a self-contained form, maintaining its original structure

with sections such as introduction, background, materials, results, and conclusion. This format

allows for both independent and progressive reading of each material. in essence, the merg-

ing of these chapters constructs a unified storyline that progresses from the establishment of

fundamental ideas, identifying gaps, proposing innovative frameworks, and culminating in a

practical toolset that can provide comprehensible explanations, eventually forming a compo-

nent of systems that foster trust, transparency, and fairness in the adoption of XAI within CDS

systems. In the following sections, we provide a concise overview of the dissertation’s general

motivation and outline the subsequent chapters.

1.1 Motivation

In recent years, the integration of artificial intelligence (AI) methods into clinical decision sup-

port have shown immense potential for improving healthcare outcomes [1]. These AI models

have the ability to assist healthcare professionals in critical decision-making processes, such

as patient triage[2], diagnosis [3], and treatment recommendations[4]. However, the lack of

1



2 Chapter 1. Introduction

transparency and interpretability in these AI models has hindered their widespread adoption in

clinical settings [5]. The challenges and obstacles related to the integration of AI have spurred

considerable research interest in the realm of interpretable and explainable AI, often referred

to as XAI. This field has emerged to promote interpretability and tackle the issues surrounding

accountability and trustworthiness [9, 8]. Various XAI approaches have been developed and

employed to create and communicate explanations for the predictions made by ML models [8].

These XAI methods essentially serve as intermediaries for the models, generating explanations

that, when consistent with domain knowledge, aim to aid users in gaining a deeper understand-

ing of the models’ underlying reasoning and in mitigating their opaque nature. Ultimately,

the primary goal of these methods is to empower users to comprehend and have confidence in

both the models and their outcomes. Consequently, XAI techniques hold substantial potential

to enhance the application, effectiveness, and acceptance of AI within Clinical Decision Sup-

port (CDS) systems [8]. Existing XAI methods hold promise in enhancing accountability and

transparency [9, 10]. Nevertheless, effectively communicating explanations generated by these

methods to users through the system interface remains an obstacle, creating a gap between the

tools and users in the adoption of AI within clinical practice. To address this challenge, this the-

sis aims to bridge the gap between AI and end-users by developing a framework that combines

explainable AI (XAI) methods and visual analytics for effective clinical decision support.

The core motivation of this thesis stems from the pressing need to harness the power of AI

while ensuring its responsible and accountable application in the clinical realm. Our research is

driven by four main objectives, each playing a crucial role in advancing AI-powered healthcare

systems:

1. Enhancing Clinical Decision Support with XAI: The primary motivation behind this

research is the adoption of AI in clinical decision support systems, augmented by eXplainable

AI. These AI-driven systems oftenmake complex predictions and recommendations that impact

patient care. However, the ”black-box” nature of many AI models can be a barrier to their

widespread adoption in healthcare. By integrating XAI methods, we aim to bring transparency

to these models, allowing healthcare professionals to understand the reasoning behind the AI’s

decisions. This transparency is a prerequisite not only for enhancing the accountability of AI

systems but also for fostering trust among medical practitioners by helping them verify the
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validity of AI-driven recommendations.

2. Developing Visual Analytics for Transparent Ranking Systems: A significant chal-

lenge in healthcare is the prioritization of patient admissions, especially in critical settings like

Intensive Care Units (ICUs). Here, the integration of AI for ranking patients based on urgency

can significantly impact outcomes. However, simply presenting a ranked list of patients with-

out context can be confusing and counterproductive. This is where the development of visual

analytics tools utilizing XAI methods becomes pivotal. By creating interactive visualizations

that explain the factors contributing to a patient’s ranking, we provide a basis for empowering

healthcare providers to make more informed decisions. This step is essential to ensure that AI-

driven rankings are not just accepted blindly but are understood, questioned, and appropriately

utilized to provide optimal care.

3. Promoting Trust through Cautious Decision-Making: Trust is the paramount impor-

tance of any healthcare system. Introducing AI, with all its complexities, requires healthcare

professionals to have confidence in the technology’s capabilities and limitations. By using XAI

methods to highlight areas where healthcare practitioners should practice cautious decision-

making, we emphasize the role of human expertise in conjunction with AI. To create an environ-

ment where this trust is possible, we employ XAI methods to delve into the model’s inner work-

ings and identify areas where users should practice cautious decision-making. By highlighting

these aspects, we aim to empower medical practitioners to make informed decisions based on

actionable insights derived from the AI system. Encouraging cautious decision-making can fos-

ter a collaborative relationship between AI and healthcare providers and contributes to better

patient outcomes.

4. Addressing Bias and Fairness in Healthcare: Bias and discrimination are not just

theoretical concerns; they have real-world consequences, particularly in healthcare. AI systems

trained on biased data can perpetuate and exacerbate existing healthcare disparities. Developing

a visual analytics tool that assesses bias within AI models and quantifies fairness metrics is of

utmost importance. This tool can be used by healthcare organizations to proactively identify

and rectify biases, thereby ensuring that AI systems provide equitable outcomes across different

demographic groups. Addressing bias and fairness is a critical step towards creating an AI-

powered healthcare ecosystem that upholds principles of justice and equality.
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This thesis is driven by the convergence of advanced AI technologies, eXplainable AI meth-

ods, and healthcare needs. By enabling transparent clinical decision support, developing visual

analytics for ranking systems, promoting cautious decision-making, and addressing bias and

fairness, our research is a step on the road to enhancing patient care, empowering medical

professionals, and establishing a strong foundation of trust in AI-powered healthcare systems.

Each objective has been carefully crafted to address a unique facet of AI integration, with the

goal of eventually contributing to a responsible transformation of healthcare practices.

Importance of this Work

This thesis presents a significant contribution to the field of clinical decision support by iden-

tifying the critical gap between the potential benefits of AI and the need for transparency and

trust in healthcare settings and by offering methods can shrink this gap. By integrating XAI

methods with visual analytics, the proposed framework can empower end-users to understand

and effectively utilize AI models, ultimately enhancing their adoption and impact in clinical

practice.

By providing healthcare professionals with transparent and interpretable AI models, this

research aims to enhance trust, understanding, and the effective adoption of AI in clinical set-

tings, ultimately improving patient care and outcomes. The exploration of discrimination in

ranking systems further highlights the ethical considerations associated with AI implementa-

tion in healthcare, paving the way for more equitable and unbiased decision-making processes.

This thesis endeavors to bridge the gap in clinical decision support by developing a frame-

work that combines XAI methods and visual analytics. Through a multidisciplinary approach,

this research aims to provide healthcare professionals with transparent and interpretable AI

models that are needed for establishing trust and facilitating the effective adoption of AI in

clinical practice. The comprehensive visualization and interaction provided by the framework

enable users to gain deeper insights into the decision-making processes, while addressing the

critical issue of discrimination promotes fairness and equity in patient care. Ultimately, this

work advances the field of clinical decision support, with the potential of enhancing patient

outcomes and improving healthcare practices on a broader scale.
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1.2 Structure of the Dissertation

This dissertation continues with the following chapters:

Chapter 2: Background

This chapter provides the foundational context for the subject matter that forms the back-

bone of this dissertation. Within this foundation, key terminologies utilized throughout the

dissertation are distinctly defined. Given the interdisciplinary nature of this work, this chap-

ter effectively establishes a common ground for readers across various disciplines, acquainting

them with the fundamental concepts that form the basis of the dissertation.

Chapter 3: Rapid Review of XAI Methods and Their Application in Clinical Decision

Support

This chapter provides a comprehensive and rapid review of XAI methods and their applica-

tion in the context of clinical decision support. With the rapid advancement of AI techniques,

it is crucial to assess the current state of XAI and its relevance to the healthcare domain. The

chapter explores the existing landscape of XAI techniques, ranging from rule-based approaches

to more complex machine learning interpretability methods.

In addition to discussing the potential benefits of XAI, the chapter also identifies challenges

and limitations faced in its practical application within clinical settings. These limitations in-

clude the lack of interpretability in black-box models, difficulties in integrating XAI into com-

plex medical workflows, and the need for effective communication between AI systems and

end-users. By critically analyzing existing approaches, this chapter highlights the existing gap

between the potential benefits of XAI and its practical application in clinical scenarios.

Furthermore, this chapter proposes a novel framework that aims to bridge this gap. The

framework centers around the development of an interactive visualization tool that leverages

XAI methods for clinical use. The tool is designed to enhance the interpretability and trans-

parency of AI models, which is needed before end-users, such as healthcare professionals, can

trust and effectively utilize AI-driven decision support systems. By providing a visual and intu-

itive interface, the framework empowers users to gain a deeper understanding of the AI models’

decision-making processes and facilitates their incorporation into real-world healthcare work-

flows.
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Chapter 4: Visual Analytic Tool for Explaining Ranking System

Building upon the proposed framework from Chapter 3, Chapter 4 focuses on the devel-

opment of a visual analytic tool specifically tailored for ranking and triaging patients in the

intensive care unit (ICU). This chapter addresses the challenge of understanding and explain-

ing complex ranking systems employed in critical care settings. By integrating a variety of

XAI methods, including counterfactual explanations and feature importance analysis, the tool

can enable healthcare professionals to comprehend how the ranking model functions and how

individual patients are prioritized.

The visual analytic tool not only allows users to explore the ranking outcomes but also

provides interactive features for deeper investigation. It facilitates the examination of factors

influencing the ranking, the impact of parameter adjustments, and the evaluation of alternate

scenarios. Through this comprehensive visualization and interaction, healthcare professionals

can gain insights into the underlying decision-making processes and better comprehend the

reasoning behind the rankings. Such enhanced understanding fosters trust in the AI model and

enables informed decision-making for optimal patient care.

Chapter 5: Exploring Error Analysis in Machine Learning Through Explainable AI

This chapter serves as an exploration into the analysis of errors within a machine learn-

ing model utilizing explainable AI. This endeavor holds significant importance in establishing

user trust and in helping analysts iteratively improve their models. By analyzing misclassified

instances, significant features contributing to suboptimal performance are identified. The anal-

ysis reveals regions where the classifier performs poorly, allowing the calculation of error rates

within these regions. This understanding becomes extremely valuable for promoting cautious

decision-making, especially in situations with critical consequences.

Chapter 6: Addressing Discrimination in Ranking Systems

Recognizing the potential for bias and discrimination in AI-driven ranking systems, Chapter

6 explores how to address these issues within the proposed framework by developing method-

ologies for investigating the impact of demographic factors, such as sex, race, and income on the

decision-making process of AI models. It highlights ethical considerations associated with AI

implementation in healthcare and emphasizes the need for fair and unbiased decision-making.

The chapter introduces a visual analytic tool that allows users to explore and evaluate the
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fairness and equity of a ranking system, identifying potential biases and disparities. By em-

powering healthcare professionals to actively assess and address discriminatory practices, the

framework supports the promotion of equal treatment for all patients, regardless of their demo-

graphic characteristics.

Chapter 7: Summary and Conclusion

This chapter serves as the concluding chapter, offering concise summaries of the preceding

chapters, highlighting their contributions, and outlining future research directions derived from

the findings presented in this dissertation.
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Chapter 2

Background

In order to ensure a comprehensive understanding for readers across various fields, this section

offers concise explanations of key terminologies and concepts that will be used throughout this

thesis. This background chapter acts as a guide, assisting readers from various fields navigate

the complex relationships among CDS systems, AI, machine learning, XAI, and the fundamen-

tal principles of Human Computer Interaction.

2.1 Clinical Decision Support

Clinical decision support (CDS) systems are computer applications whose goal is to facilitate

the decision-making process of clinicians [1]. CDS systems help clinicians utilize data and

modeling techniques to improve the quality of decisions, which in turn can enhance healthcare

delivery. These systems empower clinicians and patients by providing person-specific infor-

mation [2]. Clinical Decision Support Systems are primarily employed at the point of care,

where clinicians combine their expertise with suggestions from the CDS system [3]. Various

CDSS have been developed and applied to a range of diseases and disorders, such as oncol-

ogy [4], breast cancer [5], prediction of chronic kidney disease [6], Alzheimer’s disease [7],

diabetes care [8], and risk-level prediction of heart disease [9]. Beyond diagnosis, CDS sys-

tems serve many purposes, including treatment response prediction [10], treatment selection

(personalization) [11, 12], prognosis [13], and prioritizing patient care based on risk [14].

CDS systems act as a valuable “second set of eyes” for clinicians, supplementing human

10
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expertise with embedded system knowledge. They contribute to reducing healthcare costs, en-

hancing patient safety, care quality, and healthcare effectiveness [19]. CDS systems improve

patient safety by reducing medical errors and providing reminders regarding medications or

medical events. Moreover, they are advantageous in low-resource settings where medical in-

stitutions, equipment, and qualified clinicians are limited.

There are several types of CDS systems [3]:

• Knowledge-based systems: These systems provide expert recommendations for treating

specific medical conditions based on the latest research.

• Alerts and reminders: Systems offering real-time alerts or reminders when a patient’s

condition changes or requires immediate attention. They can also remind providers to

order lab tests or prescribe medications, and provide information on adverse events.

• Diagnostic support systems: These systems assist providers in making diagnoses by

using algorithms and other tools. They use patient records, lab tests, and other sources

to narrow down potential diagnoses and offer recommendations.

• Treatment support systems: Based on recent evidence and guidelines, these systems

aid providers in developing treatment plans.

• Monitoring and surveillance systems: These systems maintain a history of patient

data and alert providers to changes or trends indicating further evaluation or treatment is

needed.

• Electronic health record (EHR) systems: EHR systems store and manage patient in-

formation electronically, often including CDS functionality such as alerts, diagnostics,

and treatment guidance.

2.2 Artificial Intelligence

Artificial intelligence (AI) refers to the development of computer systems that can perform

tasks that normally require human intelligence, such as learning, problem-solving, and decision-

making. There are several types of AI, including narrow or weak AI, which is designed to
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perform a specific task, such as playing a game or recognizing speech [16, 17]. General or

strong AI is designed to perform potentially any intellectual task that a human can perform

[18]. Super intelligent AI is a hypothetical type of AI that would surpass human intelligence in

almost all areas [19].

AI systems can be trained using a variety of methods, including machine learning, in which

the system is fed large amounts of data and uses algorithms to learn from it. Other approaches

to AI include rule-based systems, in which the system is programmed with a set of rules to

follow, and expert systems, in which the system is designed to mimic the decision-making pro-

cesses of a human expert in a particular field. AI has the potential to revolutionize many fields,

including healthcare, transportation, finance, and education. The use of artificial intelligence

and machine learning algorithms in healthcare is increasing for the diagnosis and treatment of

medical conditions [20]. The use of such tools can help increase the accuracy of clinical de-

cisions and minimize the likelihood of clinical errors [21]. However, it also raises ethical and

societal concerns and the need for responsible and transparent decision-making by AI systems.

2.2.1 Machine Learning

Machine learning (ML), a subfield of AI, discerns patterns within extensive medical data to

forecast outcomes. ML involves crafting algorithms that can analyze data and predict or decide

without explicit programming. It’s rooted in the concept that systems learn from data, discern

patterns, and make decisions based on that data. ML models utilize large data volumes and

statistical techniques to unveil data patterns and relationships, constructing models that predict

or decide for new, unseen data. Several machine learning types exist:

• Supervised Learning: Train models using labeled data with known outputs, enabling

predictions for new data based on patterns learned.

• Unsupervised Learning: Train models using unlabeled data to unveil data’s underlying

structure or pattern.

• Semi-Supervised Learning: Train models with both labeled and unlabeled data.
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• Reinforcement Learning: Train agents receiving rewards or penalties based on actions

in a given environment.

Machine learning algorithms find application in diverse domains, including image and

speech recognition, natural language processing, and outcome prediction in healthcare and fi-

nance. ML’s success extends to variousmedical aspects such as disease prediction [22], medical

imaging analysis [23], and clinical outcome forecasting like ICU admission [24].

A supervised ML model for prediction creates a mapping from inputs to outputs [3]:

ƒ : X→ Y

Here, X represents input, Y is the output, and ƒ (.) signifies the mapping function (ML

model). For instance, X could denote patient vital signs like heart rate, blood pressure, and

respiration rate, while Y might indicate binary labels predicting patient cardiac arrest.

Despite their technical prowess, these systems encounter adoption challenges, their impact

on healthcare remaining uncertain. A key factor is that AI/ML-based medical devices’ effec-

tiveness is significantly influenced by user behavior, often exposed to biases and algorithmic

aversions [26]. Thesemodels heavily rely on input data and their internal decision logic, render-

ing them reliant on data quality and quantity [27]. Bias during training can affect ML models,

leading to biased or erroneous predictions. For instance, a facial recognition system trained

predominantly on a single ethnicity’s images would introduce bias and compromise accuracy

for diverse users. Trustworthiness and accountability are also concerns in clinical ML usage.

The “black box” nature of predictive algorithms impacts trust, accountability, and adoption,

which the forthcoming section on Explainable AI (XAI) aims to address.

2.3 Explainable AI (XAI)

The term Explainable AI (XAI) was first introduced by Van Lent et al. in 2004 [28]. XAI en-

deavors to elucidate the decision-making processes of machine learning models, offering trans-

parency into how they arrive at specific conclusions. The aim of XAI is to render AI systems

more interpretable and comprehensible for humans. XAI holds potential to enhance the trans-

parency and accountability of AI systems, which is crucial in sectors like healthcare, finance,
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and criminal justice, where consequential decisions are made using AI, impacting individuals’

lives.

In essence, XAI strives to make AI systems more understandable to humans, although a

technical consensus on its definition remains elusive at present, demanding further clarity and

consistency [5]. While the terms transparency, interpretability, and explainability are often

used interchangeably [19], they encapsulate distinct concepts. Model interpretability refers to

its ease of understanding, sometimes used synonymously with “explainability” [30]. “Trans-

parency” can be understood as the holistic communication of information about the model’s

workings to users, encompassing training procedure documentation, assessment of data distri-

bution, code release, and feature explanations [31]. “Explainability” offers insights into the

rationale behind system decisions, sometimes linked to “understandability,” defined as “tools

enabling users to grasp model outcome reasoning” [32].

Our focus in this work is on explainability. ”Black box” models that predict without expla-

nation pose issues due to their lack of transparency and potential biases being concealed [14].

Similarly, biased data usage can pose challenges in precision medicine [34], as evident in bi-

ased prediction models stemming from medical datasets disregarding minorities. For instance,

FraminghamHeart Risk functions overestimated coronary heart disease risk among the German

population [35], potentially attributed to lifestyle, dietary, and genetic differences between the

German population and the Framingham study reference sample. This underscores the need for

careful AI implementation.

Explainability’s importance for AI systems is multifaceted [20]:

• Trust: AI systems lacking explanation may fail to gain user trust. XAI systems instill

trust and confidence by furnishing explanations for their predictions.

• Transparency: AI can enhance transparency in decision-making, vital for accountability

and fairness.

• Debugging: Absent an explanation, rectifying erroneous decisions by an AI system can

be challenging. XAI systems offer this information, simplifying debugging and enhanc-

ing them.
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The integration of XAI in medicine stems from medical professionals’ desire to compre-

hend the rationale behind machine-generated decisions. As a result, there’s a growing demand

for AI approaches that are not only effective but also interpretable. This has implications not

only for medical professionals but also for the public, governance, and policy [37]. Improved

explanations can facilitate patient comprehension of the reasoning process, reducing over- and

under-reliance, ultimately boosting confidence and leading to more effective decision-making

[38].

2.4 Human Computer Interaction (HCI)

The development of Explainable AI (XAI) applications poses a challenge as the effectiveness

of explanations hinges not solely on the model itself but also on the recipient’s perception and

understanding. Transparency does not ensure comprehension or prevent overwhelm. The qual-

ity of an explanation, measured by its appropriateness and usability, depends on factors such

as the recipient’s existing knowledge and goals. Hence, Human-Computer Interaction (HCI)

research and User Experience (UX) design play an increasingly vital role in this domain.

HCI pertains to the interfaces between computers and users, encompassing the design and

utilization of computer technology. HCI research aims to identify ways humans interact with

computers and develop technology that enhances this interaction. The field emerged in the

early 1980s, with the first known use reported by Carlisle in 1975 [40]. Combining cognitive

science and human factors engineering within computer science, HCI draws from disciplines

like computer science, behavioral sciences, design, and media studies [39]. HCI treats com-

puter usage as a dialogue between users and machines, mirroring human-to-human interaction

and informing theoretical considerations in the field [41]. In the subsequent sections, we ex-

plore HCI elements integral to explaining concepts, including visual representation, interaction,

visual perception, and cognitive activity.

2.4.1 Cognitive Activity (Cognition)

As XAI-generated explanations must account for users’ cognitive capacities and constraints,

it’s crucial to briefly discuss cognitive theories linked to human reasoning. Cognition denotes
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humans’ ability to perceive, process, and comprehend information, all of which support reason-

ing. When dealing with intricate data, adaptation and accommodation are particularly valuable

reasoning skills. Adaptation involves integrating newly perceived data into existing mental

structures, facilitating effective handling of rapidly changing information [42]. Accommoda-

tion, on the other hand, permits categorizing incomplete information that doesn’t align with

existing knowledge structures, enabling sense-making of such data [43].

Various theories have sought to explain human cognition. Initially, cognition was likened to

a computer with input, processing, and output components. However, this model was criticized

as overly simplistic, incomplete, and assuming humans operate in isolation. Later, cognitive

theories surfaced that emphasized the role of external artifacts and the environment. Concur-

rently, Vygotsky’s activity theory gained prominence, valuing people’s engagement and activ-

ities [44]. This theory subdivides activities into actions and tasks. While delving into activ-

ity theory implications is beyond this paper’s scope, it’s worth mentioning since it underpins

the cognitive framework for analyzing human-computer interaction. These cognitive theories

have influenced computational tools’ design, with the subsequent section delving further into

distributed cognition.

2.4.2 Distributed Cognition

The theory of distributed cognition posits that cognitive processes are distributed across indi-

viduals and extended over time, involving the coordination of both inner mental representations

and external representations [45]. This perspective is pivotal for the development of compu-

tational tools as it challenges the notion that cognition solely occurs within the brain. The

theory underscores the concept of a ‘joint cognitive system,’ encompassing both the user and

the computational tool [62]. Consequently, user and tool collaborate in processing information

rather than working independently. The various components of the tool interact with the user’s

cognitive processes to process information effectively. This concept holds particular relevance

for visualization tools, where different components perform specific functions. According to

this theory, the user’s internal mental representations interact with the external representations

presented on the tool’s interface. Therefore, the success of cognitive tasks in the context of vi-
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sualization tools hinges on diverse factors, including how visual representations of information

align with each other, bridging the gap between the user’s internal understanding and the tool’s

external representation [40].

2.4.3 Visual Perception

Visual perception involves the interpretation of information received from the light that reaches

our eyes [48]. It is a dynamic process influenced by various factors such as attention, focus,

and experience. Extensive research has explored the development of visual perception abilities

and the interpretation of our surroundings. The processing of visual information by the brain

is often delineated into two main stages. The initial stage encompasses parallel processing and

the identification of five distinct features: orientation, texture, contour, color, and motion. In

the subsequent stage, objects are identified and localized.

Numerous factors shape our perception of visual information, including expectations, mo-

tivations, past experiences, and cultural background [48]. Despite lingering questions in this

realm, visual perception is widely acknowledged for its potency. Researchers highlight that hu-

mans possess enhanced input channels when utilizing visual abilities [50]. Additionally, visual

recall is purportedly superior to verbal recall, and our brain exhibits a strong aptitude for recog-

nizing visual patterns. Accordingly, appropriately designed computational tools that leverage

our intrinsic capability to comprehend and process visual information offer increased efficiency

in information processing.

2.4.4 Visual Representations

A visual representation entails presenting information, data, or ideas using visual elements like

charts, diagrams, maps, graphs, or images. These representations are employed to elucidate

complex or abstract concepts, enhance the effectiveness of information communication, or em-

phasize patterns or trends in data. Visual representations amalgamate diverse visual cues (e.g.,

lines, dots, shapes) into more intricate compositions (e.g., bar charts, scatter plots, heat maps)

to encode information [51]. Various types of visual representations can be chosen based on the

information type and presentation goals, including:
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• Charts and graphs: Display numerical data, such as trends over time, group comparisons,

or variable relationships. Examples comprise line graphs, bar charts, and scatter plots.

• Maps: Depict geographical information, such as place locations or distribution across an

area.

• Diagrams: Illustrate relationships between components, parts, or processes. Examples

include flowcharts, Venn diagrams, and organizational charts.

• Images: Convey information through pictures or photographs.

Visual representations aid understanding and retention of information by offering a visual

means to grasp complex or abstract concepts. Utilized on digital interfaces, they expose stored

information to users. Since cognition relies on the coordination of user’s internal representa-

tions and tool’s external representations [52], it is crucial to explore how external visual repre-

sentations support user activities.

Visual representations harness the strength of the human visual perceptual system, designed

to process information and recognize visual patterns. They enhance cognition by providing

increased memory and processing resources, reducing information search, facilitating pattern

detection, enabling perceptual inferences, and encoding information interactively.

The manner in which information is represented directly influences users’ (clinicians’) cog-

nitive tasks. Cognitive science evidence reveals that different forms of representation impact

cognitive activities. Subpar representation can impede users’ task performance [52]. Clinicians

thus necessitate appropriate tools for manipulating visual representations. The capacity to alter

the form or content of visual representations can be achieved through interaction.

2.4.5 Interaction

Interaction can be defined as the user’s actions on the tool interface, the ensuing reactions in the

visual representation, and the user’s perception of the resultant changes in the representation

[55]. Interactions enable users to not only govern the form or content of visual representations

but also the entire information dialogue. Interactions operate at different levels and facilitate

dialogues between users and information. Users can manipulate information by performing
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actions on visual representations. Changes in representations, reflected on the interface, signal

the interactive nature of the discourse. This interaction cycle completes when users perceive

changes in visual representations. Thus, actions, reactions, and perceptions engender a two-

way dialogue between users and information. Actions may be sequenced based on professional

discretion, particularly valuable in fields like medicine where designers lack insight into users’

data analysis strategies.

Static representations, though seemingly useful, lack manipulation capabilities, thereby

placing a substantial information processing burden on users [56].

In contrast, interactive visual representations distribute information processing between the

tool and the user. Interaction empowers users to bridge the gap between their internal (mental)

and external (visual) representations, facilitating connections [62]. These interactive represen-

tations facilitate both convergent and divergent thinking, enabling users to tailor visual repre-

sentations to their cognitive and perceptual requirements [53]. They offer several advantages.

Interactive visual representations can unveil latent information [54], a particularly pivotal trait

in healthcare due to the voluminous information. Clinical tasks involving analytical reasoning

demand sequential analysis of information subsets. For example, doctors may initially focus

on patient symptoms to narrow down potential diseases and subsequently assess demographic

and geographical data. Apart from controlling displayed information subsets, interactive visual

representations also grant users the authority to manipulate information presentation [54].

2.4.6 Visual Analytics

Visual analytics (VAs) is a multidisciplinary field that amalgamates analytics techniques with

interactive visualization to facilitate insights from data [57]. VAs employs computational tools

utilizing visual representations to enhance human cognition during data interaction [51]. Through

a fusion of machine learning techniques, analytical processes, diverse visualizations, and var-

ious interaction mechanisms, VAs aids users in executing cognitive tasks [57]. These tasks

encompass data-driven activities like decision-making, which involve analyzing, interpreting,

comparing, and contrasting extensive data volumes. VAs empowers users to explore data at dif-

ferent levels of detail and abstraction, thus fostering enhanced comprehension. Its suitability for
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probing extensive datasets like electronic health records (EHRs) is attributed to its rapid data-

to-visual mapping capability. By dynamically altering EHR data mapping, view, and scope

through interaction, users can effectively fulfill their objectives.

VAs consists of two synergistic modules: analytics and interactive visualization [58]. The

analytics module alleviates the user’s cognitive burden in data-intensive tasks by merging ma-

chine learning with data processing techniques. Data mining algorithms and processing meth-

ods within the analytics module are tailored to specific domain requirements. Meanwhile, the

interactive visualizationmodule oversees the translation of data derived from the analytics mod-

ule into visual components.
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Chapter 3

Explainable AI for Clinical Decision

Support: Literature Review, Key Gaps,

and Research Synthesis

3.1 Introduction

Clinical decision support (CDS) systems are computer applications whose goal is to facilitate

the decision-making process of clinicians [1]. CDS systems help clinicians utilize data and

modeling techniques to improve the quality of decisions, which in turn can improve the de-

livery of healthcare. CDS systems have a variety of applications, ranging from information

management to patient-specific recommendations [2]. In recent years, CDS developers have

become interested in applying Artificial intelligence (AI) to make clinical outcome predictions

[3]. Machine learning (ML), as a subfield of AI, can learn from past experiences (such as pa-

tient history) and recognize useful patterns in health data. ML models receive data features as

inputs, and based on the underlying patterns, provide a prediction output. A review paper on

ML models by Montani and Strianti [4] suggests that such models are integral to CDS.

Although applying ML models in CDS systems may ultimately improve clinical outcomes,

the black-box nature of these models limits their utility. Predictions made by ML models are

often characterized by lack of interpretability [5]. As such, Rudin [6] argues that these pre-

28



3.1. Introduction 29

dictive models should be avoided in high-stakes decisions, particularly in the medical domain

where the interpretability and trustworthiness of a model are as important as its accuracy. Clin-

icians or patients cannot trust a prediction if they cannot understand the logic behind it [7]. As

a result, the limited interpretability of many ML models is a major barrier to clinical adoption.

The challenges and barriers to the adoption of ML models have sparked research interest

in interpretable and explainable AI, commonly known as XAI. This field has been developed

to facilitate interpretability and address barriers related to accountability and trustworthiness.

Different XAI methods are developed and used to construct and communicate explanations of

the predictions made by ML models [8]. These XAI methods behave as “translator” for the

models; the explanations they produce, when consistent with domain knowledge, are intended

to help users develop a deeper understanding of the logic of the models and to mitigate their

black-box nature. Ultimately, when warranted, the objective of such methods is to enable users

understand and trust the models and their outputs [8, 9]. As such, XAI methods can have great

potential to improve the implementation, utility, and adoption of AI in CDS systems.

The existing XAI methods show promise in helping make systems more accountable and

transparent [10]. However, communication of explanations to users through the system inter-

face is still an obstacle to the adoption of ML in clinical practice, resulting in a gap between

tools and users. To accelerate the integration of XAI, it is crucial to reduce this gap by care-

fully considering the clinicians’ needs and task objectives in the design of CDS systems. In this

chapter, we emphasize the rule of users in the design of XAI methods in clinical applications.

The main contributions of this chapter are:

• Synthesizing different XAI methodologies through providing a comprehensive back-

ground literature of the subject

• Providing an organized overview of XAI applications in CDS systems

• Using the above to identify shortcomings in the existing body of research that contribute

to the widening gap between CDS systems and clinicians

• Creating a framework for developing XAI methods whose aim is to reduce this gap
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To the best of our knowledge, no studies have reviewed the development and application

of XAI methods in CDS systems, though there are related studies. For instance, Holzinger

et al. [11] provide an overview of the topic of explainable AI systems in the medical domain

dealing with legal and privacy aspects; and, Nunes and Jannach [12] review the taxonomy

of explanations in decision support to answer questions such as what the characteristics of an

explanation are, how explanations can be generated, and how explanations can be evaluated.

However, these studies do not describe the development or application of XAI methods. The

objective of this chapter is to review and discuss issues surrounding XAI in CDS systems to

help identifying challenges that have not been adequately addressed. In other words, our goal

in reviewing XAI in the context of CDS systems is to find out what hinders the uptake of XAI

methods in real-world applications. Due to the challenges involved in applying such methods

in practical settings, there are few studies in this field. By reviewing these studies, however,

and investigating the existing challenges, the gaps between clinicians and CDS systems can be

highlighted. In this chapter, we propose a strategy to help bridge the gap.

The remainder of the chapter is organized as follows. Section II provides a structured

overview of XAI methods surveyed from the literature. Section III presents the criteria that

we have used for surveying and selecting the relevant literature. Using our structured overview

of XAI methods as a lens, Section IV briefly reviews the application of XAI in CDS systems.

Section V identifies the factors that contribute to gaps between clinicians and CDS systems

and impede the application of XAI in CDS systems. Using human-computer interaction and

cognitive task analysis concepts, Section VI discusses strategies and proposes a framework for

bridging the existing gap. Finally, Section VII concludes this chapter and suggests specific

future research directions.

3.2 Background

In this section, we provide a comprehensive review of different XAI methods. This review is

in the context of a unified framework that illustrates the rationale for different methods. The

goal is to provide a foundation for a clear understanding of the key aspects of the existing

XAI methods. In addition, we provide a brief summary of distributed cognition which we will
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elaborate upon its role in the adoption of the CDS system by clinicians in a further section.

3.2.1 XAI

There are two general categories of XAI methods: ante-hoc and post-hoc [20]. Ante-hoc (or

explainable modeling) methods are specifically designed models to be transparent or “glass

box” whose logic is understandable to end users. Examples of these methods are RuleFit,

Additive Models, GAMS, Fuzzy, Decision Tree, and Linear Regression (references for each

method). Post-hoc (or post-modeling) methods are used to explain existing black box models

whose logic is not understandable to end users.

Since post-hoc methods can be applied to already trained models, they have wider appli-

cability. Post-hoc methods may be categorized in terms of three dimensions: specificity of

models, scope of explanation, and type of explanation. In terms of the specificity of models,

XAI methods can be divided into two major categories: model-specific and model-agnostic.

Model-specific methods try to explain what occurs within a specific machine learning model–

i.e., they are limited to one particular machine learning model. For instance, Layer-wise Rel-

evance Propagation (LRP) is a model-specific explanation method for neural networks (ref).

Model-agnostic methods are not tied to a specific model and try to explain a prediction without

referring to what happens inside the model. As model-agnostic methods deal with models built

by different machine learning algorithms, they are popular.

In terms of scope of explanation, XAImethodsmay be categorized as: global and local. The

two dimensions of specificity and scope are orthogonal–that is, XAI methods can be: model-

specific and global, model-specific and local, model-agnostic and global, or model-agnostic and

local. Global methods explain the logic of and reasoning behind a model for a whole dataset,

whereas local methods explain the reason for a specific prediction made for a single data point.

In terms of type of explanation, XAI methods may be categorized as: simplification, influ-

ence, and example-based. To categorize these methods, we have adapted categorization used

by Adadi and Berrada [20], and Guidotti et al. [14] (see Figure 1). These types either present

information about the inner workings of a model and the logic behind its predictions or ex-

pose a model’s input-output relationships. These types of explanation methods can be used
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Figure 3.1: Division of Post-hoc Methods Based on Specificity, Scope, and Type of explana-

tion.

individually or in combination.

1. Simplification: Strategies that fall into this category simplify the model so that it is under-

standable to the end-user, which provides insight into complex models. These strategies

produce knowledge that approximates the process of making a prediction using the com-

plex model and represent the digested information.

• Knowledge Extraction: This strategy extracts and represents a simplified and sym-

bolic description of knowledge acquired by a machine learning model during train-

ing. It has two subcategories:

– Distillation: This strategy distills and compresses a machine model to make it

simpler and therefore easier for humans to understand [15, 16, 17].

– Rule Extraction: This strategy uses rule extraction to generate explanations

[18, 19, 20, 21, 22]. A symbolic description of the knowledge learned by

the model is extracted during training and these extracted rules approximate
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the model’s decision-making process. The interpretability of this strategy de-

creases as the number of features in the ML model increases, and therefore is

most effective for models with fewer features.

• Surrogate Building: This strategy explains a complex model with a simple and in-

terpretable model such as a linear model or decision tree. The interpretable model

is trained on the predictions of the original complex model in order to explain it.

Local Interpretable Model-agnostic Explanations (LIME) is one example of a sur-

rogate method that explains individual predictions [23]. One of the drawbacks of

this approach is that the surrogate model can be very close to the original complex

model for one subset of the data, but very divergent for another subset; therefore, it

may only provide useful explanations for local rather than global predictions [24].

2. Influence Assessment: This strategy determines and communicates the importance of

each feature used in the model in terms of its influence on the value of a prediction. This

strategy determines which feature values have led to this decision and allows decision-

makers to compare the model decision to their own judgment; this is very important in

case of any mismatch between these two. This strategy measures the importance of a

feature by changing the input or internal component which can be further subdivided

into three classes:

• Sensitivity Analysis: This refers to how much the input can affect the output. This

strategy is used to verify a model behavior and stability [25]

• Feature Importance: it quantifies the importance and contribution of each feature to

making a prediction [26]. This measurement is done with three different following

strategies:

– Perturbation/permuting-based: The effect of omitting or changing the value of

an input feature is examined. Features are perturbed and their effects on the

output are recorded. The feature that has the biggest effect is considered the

most important [27]. The main drawback of this method is that perturbation of

features can result in unrealistic data instances when two or more features are

correlated. For example, two features of height and weight are correlated, and
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changing just one of themmay lead to an unrealistic data sample (height:170cm

and weight:30kg). Using these instances to measure the importance generates

misleading results. In other words, the characteristics of the model are mea-

sured with values we would never observe in reality.

– SHAP: SHAP (SHapley Additive exPlanations) method [28, 6] uses a cooper-

ative game theory approach to explain the machine learning model predictions

with SHAP values which are calculated as a weighted average of features’

marginal contribution. This strategy is most often used for a local explanation,

but it also approximates a global solution using a means SHAP values metric.

– Saliency Mask: This strategy visually highlighted what causes a certain out-

come. It is generally used to explain deep neural networks treating images or

text [30, 31].

• Neuron Contribution: This strategy is model-specific and used for neural networks.

Two different strategies are used to calculate the importance or contribution of each

neuron.

– Propagation-based: This strategy determines the contribution of each input by

back-propagating a quantity of interest through a neural network. Layer-wise

Relevance Propagation (LRP), discussed earlier, is a popular method that uses

this strategy [32, 33, 34].

– Activation Maximization: This strategy is model specific and is applicable to

neural networks. It looks for input patterns that maximize the activation of

neurons. For this purpose, it inspects which neuron is activated with respect to

a particular input [35].

3. Example Based: This strategy explains the model behavior using particular instances.

Most example-based strategies are model agnostic. We identified three strategies:

• Prototype/Criticism: This approach selects instances from the data which are in-

tended to represent the overall data set. To avoid overgeneralization, “critics” or

rare instances that are not represented by prototypes are identified [36].
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• Counterfactual: In the counterfactual explanation method, the minimum change

in input data for one specific feature that would have led to a different result is

determined [37, 24].

• Adversarial: The adversarial method tries to reverse the prediction with small fea-

ture perturbations, and then shows the perturbations to the user. In other words,

adversarial examples are counterfactual examples with the aim of causing a model

to make an incorrect prediction [39]. These types of explanations help humans to

understand the data distribution.

• Case-based reasoning:

Type of Explanation

Simplification
Knowledge extraction

Rule Extraction

Distillation Methods

Surrogate models LIME

Influence Method

Sensitivity Analysis PDP, ICE

Feature Importance

Perturbation/Permutation

Shapley

Saliency

Neuron Contribution
LLC-backward propagation

Activation Maximization

Example based

Prototype/Criticism

Counterfactual

Adversarial

Case-based reasoning

Table 3.1: Different type of explanation for Post-hoc methods.

3.2.2 Joint Cognitive Systems

A decision-making process in the presence of complicated conditions involves complex cog-

nitive activities [40]. Cognitive activities, according to the theory of distributed cognition, are
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not only taking place in an individual’s brain but also involve the external environment [41].

This distribution occurs over time and is the result of interactions among internal factors, such

as analytical reasoning ability and background knowledge, and external resources, such as the

computational power of computers and representations of information. In this way, external

environments assist the cognitive system, become coupled with it, and can even be extended

by it. When a clinician uses a CDS system to perform complex cognitive activities (decision

making), they form a joint cognitive system. In this joint cognitive system, cognitive activities

are the result of a coupling that takes place between the clinician’s cognitive system and the

external representation of the CDS system [42]. In this way, the clinician and the CDS system

share information processing required to perform complex cognitive activities. In fact, how

effectively a complex cognitive activity is performed is largely influenced by both the char-

acteristics of the user 1 and the CDS systems, as well as the strength of the coupling between

them. The coupling between a user and a tool can be weak or strong. With weak coupling,

external aids do not actively contribute to the information processing [41].

3.3 Review Methodology

A literature search was conducted to collect research papers describing the development or

application of XAI methodology in the context of CDS systems. A set of relevant keywords in-

dicating research in XAI and CDS systems was developed and used to search several databases;

these are shown in Table 1. All possible combinations of keywords in the two columns were

used including explainable AI in clinical decision support. The search engines PubMed, IEEE,

ACM, and Google Scholar were used, restricting to peer-reviewed papers, preprints, and gray

literature publications between 2010 and 2020. Duplicates were removed and the abstracts of

those remaining were reviewed to assess whether they address the topic of explainable AI in

clinical decision support; papers not addressing this topic were excluded. For example, papers

that only discussed decision support systems in general or that did not discuss applications in

health were excluded. Furthermore, studies that were exclusively focused on public health,

genomic, administrative data, and guidelines were excluded since our focus is on systems de-

1By user, we mean clinician and these two words are used interchangeably in this chapter.
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ployed in clinical care. The reference lists of the retrieved papers were manually reviewed to

find additional relevant papers that were not retrieved in the original search; these were sub-

jected to the same screening procedure. Duplicates were removed and the abstracts of those

remaining were reviewed to assess whether they address the topic of explainable AI in clini-

cal decision support; papers not addressing this topic were excluded. For example, papers that

only discussed decision support systems in general or that did not discuss applications in health

were excluded. Furthermore, studies that were exclusively focused on public health, genomic,

administrative data, and guidelines were excluded since our focus is on systems deployed in

clinical care. The reference lists of the retrieved papers were manually reviewed to find addi-

tional relevant papers that were not retrieved in the original search; these were subjected to the

same screening procedure.

Table 3.2: Keywords used in the search engine.

Keywords used in the search engine

Explainable AI Clinical Decision Support

Interpretable AI CDS SYSTEMS

Interpretable Machine Learning Clinical Decision Support Systems

Black box Clinical Decision Support Tools

Interpretable algorithm Clinical

Explainable algorithm Medical

Having described the landscape of XAI methods, we next present a review of the literature

that addresses the application of XAI methods in CDS systems.

3.4 Results

This section describes the literature that was retrieved as a result of our search. In total, we

found 232 papers that included both keywords from both columns in table 3.2. Specifically, we

identified papers that had a combination of keywords from the first column (for example, ”XAI”

or ”Explainable AI”) and keywords from the second column (such as ”clinical” or ”Clinical
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Decision Support”). The review of reference lists of obtained papers added 29 additional papers

for a total of 261. After title screening and removing duplicate papers, 89 articles were excluded,

leaving 172 for abstract screening. Following the abstract screening, a total of 14 papers met the

final inclusion criteria (deployment of XAI in clinical setting) considered for full-text screening

and in-depth analysis. One paper was not available in its full text, which left us with 13 papers.

We note that two papers [43, 44] out of the total papers retrieved described a deployment of

XAI in real-world CDS systems and the remaining papers are about the potential deployment of

XAI in clinical or medical domain. Finally, of the 13 papers, four papers identified the intended

users of the explanation, and none discussed the potential for use by patients.

In the following, we summarize the key articles that we found, considering their impor-

tance in providing useful explanations for clinicians that allow them to appropriately trust the

decisions made by the machine learning models. We group the articles according to their XAI

methodology based on the categories we identified in the background section. This allows us

to examine which categories of XAI methodology have been investigated the most for use in

CDS systems. Four out of the 13 papers used Ante-hoc methods, while the rest used Post-hoc

methods.

• Ante-hoc: An interpretable predictive model called REverse Time AttentIoNmodel (RE-

TAIN) was developed for risk prediction of heart failure. The model consists of a two-

level neural attention network to identify influential past visits as well as relevant clinical

variables in those visits. The contribution of variables for the diagnosis of heart failure

for an individual person per visit was visualized using a diagram [45] and an interactive

visualization [46]. Case-Based Reasoning (CBR) method was used to retrieve similar

cases to the query (an individual patient) from the database. Using a visual interface, the

query is compared to similar cases in quantitative and qualitative terms. The proposed

approach was applied to a real dataset in breast cancer [44]. An incremental explanation

of inference that can be applied to the Bayesian network was proposed to identify impor-

tant evidence supporting or contradicting the prediction for an individual. A real clinical

case study was used to illustrate the explanation [47].

• Post hoc: Different types of strategy have been employed for different applications, as
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Table 3.3: Summary of Applications and Explanatory Techniques
Application Ante/post-

hoc

ML model Model spe-

cific/agnostic

Type of explana-

tion (Strategy)

Local/global User interface Evaluation

Risk prediction of

heart failure [45]

Ante hoc RETAIN NA NA Local Diagram ×

Risk prediction of

heart failure [46]

Ante hoc RETAIN NA NA Local Interactive visu-

alization

×

Breast cancer man-

agement [44]

Ante hoc KNN NA NA Local Interactive Rain-

bow boxes

✓

Predict Coagulopa-

thy [47]

Ante hoc Bayesian

networks

NA NA Local Text ✓

Antibiotic prescrip-

tion [43]

Post hoc Preference

Learning

specific Feature impor-

tance

Global Rainbow boxes ✓

Stroke outcome pre-

diction [48]

Post hoc MLP specific Feature impor-

tance

Global Graphical repre-

sentation of fea-

tures

×

Survival time [53] Post hoc Neural net-

work

Specific LRP Local Table of rele-

vance score

×

Alzheimer disease

detection [54]

Post hoc Neural net-

work

Specific LRP Local Heatmap feature

importance

×

Clinical gate classi-

fication [55]

Post hoc Neural Net-

work

Specific LRP Local Score relevance

on signal

×

Predictive therapy in

breast cancer [49]

Post hoc RNN Specific Knowledge ex-

traction

Local Distance matrix ×

Breast cancer detec-

tion [50]

Post hoc Trained

classifiers

Agnostic Knowledge ex-

traction

Local/Global Interactive visu-

alization

✓

Ventilator free days

prediction [51]

Post hoc Gradient

boosting

tree

Specific Knowledge distil-

lation

Global Feature impor-

tance score

×

ICU Mortality [52] Post hoc Random

Forest

Agnostic LIME Local Feature impor-

tance score

×
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illustrated in the following:

1. Influence based: Feature importance strategy was used to provide global explana-

tions for preference learning [43] and MLP model [48] for antibiotic prescription

and stroke outcome prediction, respectively. The preference model was visualized

using a rainbow box integrated into a CDSS called AntibioHelp. In this study, an

evaluation of the learning process was performed. The important features of stroke

prediction were explained through graphical representation. The neuron contri-

bution strategy was applied to the neural network to provide local explanations in

three different clinical applications of survival time prediction, Alzheimer’s disease

detection, and clinical gate classification. For the explanation, a table of relevance

scores was used for survival time, a heatmap that highlighted important Alzheimer’s

disease features, and a graph illustrating score relevance was used for the gate sig-

nal.

2. Knowledge extraction strategies were applied in predictive therapy in breast cancer

[49], breast cancer detection [50], and ventilator-free days prediction [51].

3. Simplification strategy has been used for ICU mortality prediction and the feature

importance score of each prediction was recognized [52].

Table 3 summarizes the XAI methods used in different clinical applications. Along with de-

scribing the characteristics of XAI methods, the table provides information regarding the ML

model that was used, how the explanation was represented (interface), and whether the evalu-

ation of interpretability was considered.

3.5 The CDS-Clinician Gap

The main purpose of XAI is to bridge the gap between clinicians and the CDS system. We

discuss three factors that play an important role in the existing gap between clinicians and

the CSD system. To create a better CDS-clinician partnership, these three factors must be

considered carefully. These factors contribute to the degree of coupling between the clinician

and the CDS system. We will elaborate on these factors next.
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1. Clinicians’ needs and abilities

Based on our review, existingwork onXAI in CDS systems does not chooseXAImethod-

ology based on user characteristics. This represents a missed opportunity, since different

XAI methods may be used to tailor CDS systems to the needs and reasoning processes

of different users. The main goal of XAI is to explain the model to users. Users will be

able to trust the model only if they understand how its outputs are produced. However,

studies show that XAI methods are not designed based on users’ needs; rather they are

based on developers’ intuition of what a good explanation is [14]. In this regard, for

producing an explanation, it is useful to consider how explanations have been defined

in different fields, such as philosophy and psychology. These fields define an explana-

tion as a conversation or interaction for the purpose of transferring knowledge, implying

that the explainer must leverage the understanding of the person receiving the explana-

tion to improve that understanding. Different people have different types of reasoning to

understand and receive a piece of information differently. Their reasoning process and

how they perceive information are different. Therefore, accommodating the user is a key

determinant in designing a useful, effective, and practical XAI. This issue of not con-

sidering end users can result in models that end users do not wish to use; consequently,

ignoring the users is a major flaw in model design. Designing an explanation model in

isolation of the decision that a user is likely to make does not lead to effective support.

Decision-making is information-intensive and in the presence of complex conditions in-

volves complex human cognition. As discussed in the background section, according to

distributed cognition theory, cognitive activities not only take place in an individual’s

brain but also involve the external environment. This collaboration occurs over time and

is the result of interactions among internal factors, such as the analytical reasoning pro-

cess and background knowledge, and external resources, such as the computational and

representational power of computers. Therefore, to design an explanation, the reasoning

processes of users must be considered.

2. Interface

The interface that conveys explanations to users has received little attention. Only two
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papers out of 13 focus on the design of the interface component of CDS systems. Indeed,

most of the literature focuses mainly on the XAI methods, not on designing interfaces

that communicate machine learning explanations to users. The human-computer inter-

face plays an essential role in transferring the external representation of information to

the internal mental conceptualizations of humans [57]. However, there is a gap between

how information is represented externally and how humans conceptualize this informa-

tion. The goal of an interface is to decrease the gap between these two. The more human-

centered the interface is, the smaller the gap. A human-centered explanation interface can

enable users to understand and interact with CDS systems and ultimately gain trust in the

system. However, the main concern of developers is the XAI method itself rather than

communicating the explanation to the users. Communicating a complex process such as

an explanation to users, in addition to having knowledge of machine learning, requires

Human-Computer Interaction (HCI) expertise as well. The visualization component of a

human-computer interface makes information perceptible to users by encoding informa-

tion and giving a tangible form to it. The quality of the visualization impacts the quality

of the perception; for example, multiple tables or a huge decision tree used for explana-

tions are not helpful in quickly perceiving the required information. A representation that

uses complex visualization can be confusing for users. Furthermore, representing differ-

ent types of explanations on a single screen, while visually interesting, can be confusing

and overwhelming if there is too much information for the user. Indeed, the majority

of explanations provided by XAI methods are static. Many researchers have tradition-

ally assumed that explanations are a single message to be conveyed. However, users

need to interact with the interface and iteratively explore large amounts of complex in-

formation and glean insights, with the result that the information is more willingly and

accurately received. In fact, interactions give the user the ability to modify and control

the amount of represented information in order to accomplish a complex activity such as

decision-making. Although interaction has a key role in conveying the information, how

the interactions can be designed in a human-centered way that involves cognitive activity

tasks has not been discussed in the literature.
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3. Evaluation

Evaluation of XAI methods in the context of CDS systems has received scant attention.

Therefore, the degree to which the provided explanation is understandable to users is

unknown. It is clear that there is a great need to evaluate the interpretability and explain-

ability of XAI methods so that their usability and adaptability can be assured. Despite the

increasing body of research on XAI methods, relatively few works have addressed eval-

uating these methods and assessing their relevance. Only 4 papers out of 12 conducted

the evaluation in their studies. Furthermore, only one study we found has investigated

whether explanation can help users to trust the system and use the model’s prediction in

their decision-making [46]. This implies that there is a great need for evaluation so that

we be able to validate, compare, quantify, and evaluate different explanations [20].

3.6 Discussion and Framework Proposal

Clinical Decision Support Systems (CDS systems) hold significant promise in enhancing health-

care outcomes by assisting healthcare providers in making well-informed decisions. However,

the adoption of Explainable Artificial Intelligence (XAI) in CDS systems faces several chal-

lenges, including accommodating the needs and capacities of end users, employing interactive

visualization techniques, and appraising the effectiveness of XAI methods in delivering sat-

isfactory explanations. As discussed earlier, historically, XAI methods within CDS systems

have been developed without a specific focus on human-computer interactions. To bridge this

gap, this proposal introduces a comprehensive framework that advocates for user involvement

throughout the entire lifecycle of XAI algorithm development, interface design, and evaluation.

• Phase 1- User-oriented XAI method application:

To ensure active user involvement in the developmental process of Explainable Artificial

Intelligence (XAI), the early engagement of users becomes imperative, particularly in the

selection of suitable XAI methods. The choice of an appropriate XAI method is pivotal,

as it entails aligning the selected method’s explanations with users’ intended reasoning

objectives. This requires following an approach that focuses on users’ needs and how
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humans naturally think and reason.

As discussed in the background section, there are plenty of methods that provide ex-

planations with different rationales. It is important to know which reasoning method is

more suitable and acceptable for the potential users. To select appropriate explanations

based on various XAI methods, we adoptedWang et al.’s [58] framework, which is based

on human reasoning. This framework explains how to decide which XAI methods can

satisfy users’ reasoning goals. Based on this framework, investigating how users seek

explanations and reason for a specific task articulates explanation types that satisfy users’

reasoning goals. This investigation can be conducted by interviewing potential users and

asking questions such as the following: “What kind of explanation would you expect

from a colleague if they provide you with information that helps you make a decision?”.

After that, linking the connection between how users reason and how anXAImethod sup-

ports reasoning methods enables us to select appropriate explanations and justify whether

XAI could be useful.

Once we have gathered the necessary information, we can establish a link between how

users naturally reason and how a specific XAI method supports those reasoning pro-

cesses. This will enable us to select appropriate explanations that align with users’ cog-

nitive abilities and reasoning preferences. Justifying whether XAI could be useful for

specific user groups will be a crucial aspect of this phase. The insights gained from this

phase will inform the subsequent steps in the XAI development process, ensuring that

the system is designed to meet the specific needs and preferences of end users.

The proposed guideline for user-involved XAI development can integrate with the fol-

lowing principles to enhance the design and implementation of the system within the

healthcare domain:

1. User-Centered Design Approach: Engage end users, including healthcare profes-

sionals (e.g., doctors, nurses), patients, and other stakeholders, throughout the XAI

development process. Employ techniques such as participatory design and focus

groups to understand their needs, expectations, and cognitive abilities concerning

explanations in the Clinical Decision Support System (CDSS). Healthcare providers
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often have different levels of expertise and understanding of AI models. Some may

require detailed technical insights, while others may prefer simplified explanations

that emphasize clinical implications. By involving end users from the beginning,

researchers can create an XAI system that aligns with the users’ preferences and

enhances their decision-making process.

2. Customizable Explanation Level: Offer different explanation granularity lev-

els based on users’ expertise and preferences. Provide simplified explanations for

non-experts and more detailed insights for experienced medical professionals. For

example, a CDSS aimed at radiologists might offer explanations in the form of

heatmaps, highlighting regions of interest in medical images. Simultaneously, ex-

planations for primary care physicians might be presented in plain language, focus-

ing on the key factors influencing the model’s prediction.

3. User Profiling: Develop user profiles based on their experience, domain knowl-

edge, and preferred interaction styles to personalize the explanation delivery. Un-

derstanding the users’ backgrounds, familiarity with AI, and specific needs enables

tailoring the XAI system to their unique requirements. For instance, novice users

might benefit from step-by-step explanations, while expert users could be presented

with comprehensive visualizations for deeper exploration.

• Phase 2- User-oriented Interface Design:

In order to achieve user-oriented interfaces, we have drawn from the rich body of research

on Interaction Design, Context-awareness, Software Learnability in HCI as Xie and Gao

[58] point out that these concepts are essential for designing XAI. For a context-aware

system, users need to knowwhich actions will be performed by systems andwhat they are

going to do next, and so software learnability is strongly connected with the ease of use

of a system. Recommendations for designing a visualization to represent an explanation

for clinicians in order to follow this generated advice in their decision-making processes

are provided below.

In light of the factors contribute to the gap, to form a joint cognitive system between

a system and a human, more focus should be put on human issues such as cognition,
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perception, reasoning, and insight, all of which are recognized as components of human

visual perception [59]. Our first recommendation, based on Parsons and Sedig’s study

[42], is to consider the context and activity and how the CDS systems can be used during

design. To have a contextual design, we need to answer the question “In what tasks and

activities might the clinician engage?”. Afterward, visual representation properties need

to be discussed with users. These properties include appearance, complexity, dynamism,

fidelity, fragmentation, interiority, scope, and type, all of which Parsons and Sedig [60]

explain in detail.

Furthermore, how users interact with an explanation affects their receptiveness to that ex-

planation. If the users’ mental model is different fromwhat the system shows, those users

are likely to be confused about the decision-making process when interacting with such

systems [61]. Indeed, to ensure that tools are effective, focusing on only visual perception

is not adequate, and systematic thinking about interaction design is required. Interactiv-

ity is defined at two levels: the micro and macro [62]. The micro-level is concerned

with individual interactions whereas the macro-level is concerned with how different in-

teractions are combined to perform tasks. For the micro-level, there is a comprehensive

interaction catalog [41] so one can refer to this list to perform a systematic design of

interactivity in the visual representation. For interactivity at the macro level, design-

ing strategies of interaction and helping users predict system behavior requires thinking

broadly. We need to consider the number, diversity, and types of transactions that are

available to the users, the relationships among them, and more importantly the users’

needs. Asking questions such as “how does interactivity facilitate their decision-making

process?”, “which actions should be supported in CDS systems?” and “what properties

should be adjustable for clinicians?” can be helpful in the design process.

By incorporating context-aware design, software learnability, and interactivity design,

the user-oriented interface will foster a joint cognitive system between the XAI system

and the human user. This phase will ensure that the interface aligns with users’ needs,

enhances their decision-making process, and improves their receptiveness to the expla-

nations provided by the XAI system. The insights gained from this phase will inform the
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subsequent steps in the XAI development process, creating an effective and user-friendly

system that enhances transparency and trust in AI-driven decision-making.

These guidelines are proposed to facilitate a user-centered interactive visualization:

1. Interactivity: Facilitate immediate exploration of the model’s behavior and pre-

dictions using interactive visualization tools. Provide users with the capability to

engage the Clinical Decision Support System (CDSS) through hypothetical scenar-

ios, enabling a more profound grasp of the decision-making process.

Interactive visualizations empower users to experiment with “what-if” scenarios,

adjusting input variables and observing the corresponding responses of the model’s

predictions. This approach yields valuable insights into the model’s behavior, bol-

stering trust by empowering users to authenticate the system’s recommendations.

2. Multi-modal Explanations: Utilize various visual representations (e.g., heatmaps,

line graphs, bar charts) to present different aspects of the model’s reasoning and

support a more comprehensive understanding.

Different users may comprehend information better through different modalities.

By offeringmultiple visualizations, researchers can cater to diverse user preferences

and enhance the overall comprehensibility of the eXplainable AI (XAI) system.

3. Interactive Explanations: Allow users to interact with the visualizations to control

the explanation output, adjust parameters, and explore alternative decision path-

ways.

Enabling users to interact with the explanations fosters a sense of ownership and

control over the decision-making process. They can manipulate visualization ele-

ments to gain deeper insights, leading to a more engaged and informed use of the

CDSS.

• Phase 3- Evaluation:

In order to develop a user-centered explanation that is effective, it’s crucial to have a clear

methodology for evaluating its impact. This evaluation process is heavily dependent on

the specific context in which the visualization environment is applied, as highlighted by
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Hundhausen [63]. Understanding the exact task that requires support becomes a critical

first step. Moreover, beyond comprehending the tasks and context, it is essential to define

what is meant by “effectiveness.” As Hundhausen [63] suggests, effectiveness within

a visualization environment can be operationalized by aligning with the objectives of

that environment. The initial stage of evaluation involves translating effectiveness into

measurable terms.

Despite the comprehensive guidelines outlined by Freitas et al. [64] for evaluating visu-

alizations, they emphasize the persistent challenge of conducting user-centered usability

assessments. Additionally, existing literature points out that the evaluation process pri-

marily revolves around an intuitive sense of what constitutes a ’quality’ explanation [14],

rather than focusing on how well users (clinicians) integrate these explanations into their

decision-making. To tackle this, it’s crucial to establish well-defined evaluation criteria

that take into account user needs and system characteristics, gaining consensus from both

researchers and clinicians.

To put these principles into practical application, we suggest the following guidelines:

1. User Satisfaction Surveys: Engage in user satisfaction surveys and interviews

to collect feedback from end users. The aim is to gauge the clarity, usefulness,

and trustworthiness of the explanations provided by the XAI system. Recognizing

the significance of user satisfaction in the success of XAI systems, it’s important

to regularly gather input from healthcare professionals and patients. This iterative

process aids in identifying areas for enhancement and aligning the XAI system with

user expectations.

2. Diagnostic Accuracy with Explanations: Conduct a comparative assessment of

the diagnostic accuracy of healthcare professionals utilizing the CDS System with

and without explanations. The objective is to discern whether the inclusion of ex-

planations through XAI positively impacts decision-making. By evaluating how

the CDS system performs both with and without explanations, we gain insights

into the tangible influence of XAI on clinical outcomes. This analysis also serves

to verify that the integration of explanations does not compromise the accuracy of
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the model.

3. Comprehensibility Metrics: Create quantifiable metrics to evaluate the compre-

hensibility of explanations, employingmeasures like the Flesch-Kincaid readability

score [65] for explanations in text format. The purpose of these metrics is to assess

whether the conveyed information can be easily understood by the intended users,

irrespective of their level of expertise. Ensuring that explanations are comprehen-

sible contributes to effective communication between the XAI system and its users.

Through the integration of these assessment methodologies, our intention is to develop

an XAI system that resonates with the needs and expectations of healthcare professionals

and other stakeholders. By capturing user satisfaction, evaluating diagnostic accuracy,

and quantifying comprehensibility, we can achieve a more refined and user-friendly XAI

system that makes a positive impact on decision-making processes. These guidelines,

informed by research and practical insights, guide us toward tangible outcomes in the

realm of Explainable AI.

By following this proposed framework, researchers can contribute to the development of more

effective and user-friendly XAI methods for Clinical Decision Support Systems. The integra-

tion of end users’ needs and abilities, interactive visualization, and robust evaluation processes

will pave the way for enhanced transparency and trust in AI-driven clinical decision-making,

ultimately leading to improved patient care and outcomes. The application of XAI in CDS

systems will bridge the gap between the “black-box” nature of AI models and the need for

interpretable, actionable explanations in the healthcare domain.

In addition, Uncertainty Quantification, Bias and Fairness Analysis, and Continuous Im-

provement and User Feedback are vital considerations in XAI design. By integrating these

additional aspects into the framework, researchers and developers can create more responsible

and effective XAI systems for CDS systems. Uncertainty Quantification involves offering met-

rics of uncertainty for the model’s predictions, and notifying users when the CDS system might

lack certainty or adequate data for confident decisions. This process assists in quantifying and

conveying the confidence and reliability of AI-generated recommendations, enabling health-

care providers to make more informed decisions by relying on the level of certainty provided
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by the system. Bias and fairness analysis is essential to prevent XAI algorithms from per-

petuating biases, thereby fostering impartial healthcare outcomes across diverse patient pop-

ulations. It involves assessing both the data and models utilized within the CDS system to

pinpoint potential biases that could disproportionately impact different patient groups. This

process focuses on mitigating and rectifying biases to ensure equitable treatment and unbiased

healthcare recommendations. Furthermore, integrating continuous improvement mechanisms

and User Feedback loops empowers ongoing refinement of the XAI system, making it adapt-

able to changing medical landscapes and user needs. This iterative process not only enhances

system performance but also fosters transparency and accountability in the decision-making

process. Addressing ethical concerns, ensuring model reliability, and enabling continuous im-

provement through user feedback will contribute to building a transparent, trustworthy, and

impactful CDS system with Explainable AI, ultimately leading to better healthcare outcomes

for patients and healthcare providers.

3.7 Conclusion

Approaches that leverage XAI to provide an explanation in the context of clinical decision

support systems are promising and gaining attention although they are in the early stages of

their maturity. Our overview of the existing XAI methods based on the literature analysis of

13 papers identified the factors contributing to the gap regarding the design of XAI systems

in the clinical context. We proposed a framework to bridge the gap between CDS systems

and users and to represent how XAI methods should be fitted into a cognitive activity such as

decision-making. We also argued that more interdisciplinary research teams, including clini-

cians, physicians, cognitive scientists, and computer scientists, are needed to advance XAI so

that it can be used in CDS systems by producing user-centered explanations.

There are several opportunities for future work in this area. For example, in response to the

provided explanations, clinicians could provide feedback on the quality of any recommended

decisions, which may help to detect bias in the model and improve its performance. There

is also significant potential for XAI-based CDS systems to support shared decision-making

by enabling patients to more easily engage in the process of making decisions that impact their
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health. Designing tailored XAI interfaces for different categories of users of the same tool (e.g.,

patients, clinicians, researchers) will further increase the importance of user-centered design as

described in our framework.[1]
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Chapter 4

Unlocking the Power of Explainability in

Ranking Systems: A Visual Analytics

Approach with XAI Techniques

This chapter, initially published at the 21st International Conference of Artificial Intelligence in

Medicine (AIME) in Portoroz, Slovenia, as part of the XAI-Healthcare workshop on June 14th,

2023, has been expanded and revised to integrate with the overall structure of this dissertation.

The modifications made maintain the integrity and coherence of the original paper within the

context of the broader research presented here.

4.1 Introduction

Ranking systems have become prevalent in various domains, including e-commerce [1], social

media [2], and human resources [3, 4]. These systems are often complex, with many input

variables and black box algorithms, making it challenging for users to understand how they

generate rankings. the lack of transparency and accountability in such systems presents a sig-

nificant challenge, whichmay lead to user mistrust and reluctance in adopting them. Thus, there

has been a growing demand to provide users with a deeper understanding of these black box

models, giving rise to the development of Explainable Artificial Intelligence (XAI) methods.

XAI methods are designed to enhance the transparency and interpretability of artificial in-
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telligence systems for human comprehension. These methods aim to alleviate the difficulties

in understanding how the ranking system generates its output by providing users with insights

into its workings. By doing so, XAI methods can improve transparency and user trust, and can

lead to greater accountability and effective utilization of the system [5].

In this chapter, we present a visual analytics tool that uses XAI methods and feature im-

portance visualization to explain ranking systems. Our tool is intended to provide users with a

better understanding of how these systems generate rankings by identifying the impact of each

feature on the output. We also introduce a customized counterfactual explanation method that

considers a dynamic threshold for ranking items instead of the traditional approach of identify-

ing the minimum changes required to change class prediction. To demonstrate the effectiveness

of our tool, we illustrate its use in a healthcare scenario of triage patients and ranking them for

admission to the ICU based on their severity. We argue that our tool can provide clinicians

with a transparent and understandable system for decision-making, which is a prerequisite for

improving their confidence in the system and enabling them to make informed decisions about

patient care.

We believe our tool can be applied to other ranking systems in various domains, providing

users with a transparent and understandable system for ranking-based decision support. The rest

of the chapter is structured as follows: Section 2 reviews related work in explainable AI and

ranking systems. Section 3 describes our methodology. Section 4 presents the experimental

results of our tool applied to the healthcare scenario. Section 5 discusses the strengths and

limitations of our approach, and Section 6 concludes the chapter.

4.2 Background

4.2.1 SHAP

SHAP (SHapley Additive exPlanations) is an XAI method that explains how machine learn-

ing models make predictions. It assesses the importance of each feature in the input data by

determining how much each feature contributes to the model’s output.

The basis of SHAP values originated from cooperative game theory ideas developed in 1953
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by Lloyd Shapley [7]. These values quantify the contribution (payout) of each player in a game.

In the context of machine learning, SHAP values measure the contribution of each feature to

the prediction made by the model. They are computed by examining all possible combinations

of features and calculating the amount each feature contributes to the prediction in comparison

to its contribution in the absence of other features. The SHAP approach considers the marginal

contribution of each feature in the prediction, which is the difference between the prediction

made by a model that has the feature included and the prediction made by a model that does

not have the feature included[6]. By assuming that the prediction is a weighted sum of feature

values, SHAP is able to identify the weight of each feature based on its contribution to the

prediction, thus allowing it to capture feature interactions.

The Shapley value is defined through a value function . It represents the contribution

of a specific feature value to the overall prediction, considering all possible combinations of

feature values [8]. This concept can be mathematically expressed using Equation 4.1:

φj() =
∑

S⊆{1,...,p}\{j}

|S|!(p − |S| − 1)!

p!
((S ∪ {j}) − (S)) (4.1)

Here, S represents a subset of the features used in the model, φj signifies the contribution

(Shapley value) of the j-th feature to the prediction,  is the vector of feature values for the

instance being explained, and p is the number of features. The term (S) represents the

prediction for the feature values in set S, with other features marginalized (not included) in S.

This prediction can be mathematically expressed as:

(S) =
∫
ƒ̂ (1, . . . , p)dP /∈S − EX(ƒ̂ (X)) (4.2)

In Equation ƒ̂ (1, . . . , p) represents the expected model prediction when the features in

S are fixed, and the rest ( /∈ S) are randomly sampled from their marginal distributions, while

EX(ƒ̂ (X)) denotes the expected prediction according to the model for all possible feature value

combinations.

A notable strength of the Shapley value is its ability to fairly assess the contributions of

various features, backed by a mathematically proven theory. However, its drawback lies in the
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algorithm’s complexity, which escalates due to the exponential growth in feature combinations.

As a result, when applied in real-world scenarios, practical constraints necessitate approximat-

ing the Shapley value by considering only a subset of combinations [9].

4.2.2 Counterfactual Explanation

Counterfactual explanation in Explainable AI (XAI) refers to a technique used to provide inter-

pretable and understandable explanations for the predictions or decisions made by a machine

learning (ML)model. The term ”counterfactual” comes from the idea of creating a scenario that

is contrary to the actual outcome [10]. In other words, a counterfactual explanation explains

what changes to the input data would have resulted in a different prediction or outcome from

the MLmodel [22, 23]. The counterfactual explanation provides insight into how the input fea-

tures influenced the ML model’s prediction. It helps users understand why a certain prediction

was made and what specific factors played a crucial role. For example, it can explain why a

certain medical diagnosis was made and what changes in the patient’s symptoms or medical

history would have led to a different diagnosis.

Given a classifier, denoted as ƒ , that generates a decision y = ƒ () for a given instance

, a counterfactual explanation involves generating an instance ′. In this new instance, the

classifier’s decision for ′, denoted as ƒ (′), is different from the original decision y. This

implies that ƒ (′) ̸= y, while ensuring that the dissimilarity between the original instance 

and the counterfactual instance ′ is kept to a minimum [10]. The classifier ƒ is often an opaque

model, such as a black-box machine learning model like a neural network or an ensemble.

Counterfactual explanations, also referred to as counterfactuals, belong to the category of

example-based explanations. Other forms of example-based explanations include prototypes,

criticisms, and influential instances, as discussed in Chapter 3. However, in these approaches,

other instances ′ share the same class label as the instance , indicating ƒ () = ƒ (′),
whereas in counterfactual explanations, ƒ () ̸= ƒ (′). On the other hand, the difference be-
tween  and a counterfactual ′ reveals precisely what needed to be distinct in  to yield an

alternative outcome.

For example, consider a bank customer  applying for a loan. The bank’s AI system, uti-
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lizing a black-box machine learning model ƒ , declines the loan request. A counterfactual ex-

planation might unveil that a hypothetical customer ′ would have been approved for the loan.
This hypothetical ′ customer is almost identical to the original applicant , except for a yearly
income of 15,000 instead of 12,000, and no other outstanding debts with the bank. In this

scenario, the hypothetical ′ customer serves as a counterfactual example, and the counterfac-
tual explanation δ,′ includes the increased income of 15,000 and the absence of other bank

debts. These minimal adjustments would have resulted in a different decision.

Presented in Figure 4.1 is a basic diagram illustrating a decision boundary between two

classes: positive and negative. The aim is to determine a counterfactual solution for a given

instance . The conventional approach adopted by multiple algorithms involves making minor

adjustments to instance  until it crosses the decision boundary. The outcome of this itera-

tive process referred to as the counterfactual of  encapsulates instances cƒ1 and cƒ2 have

shown in Figure 4.1. cƒ1 and cƒ2 are obtained by shifting  in two different directions. Since

both counterfactuals are on the positive side of the decision boundary, they qualify as valid

counterfactual explanations for .

Diverse algorithms designed for generating counterfactual explanations differ in two key

ways. The first concerns the strategy for selecting an optimal counterfactual candidate from

potential options. The second involves the level of access required to the underlying predictive

model for generating counterfactual explanations.

In 2017, Wachter et al.[27] introduced the concept of counterfactual explanations. They

framed counterfactual explanations as an optimization problem. The objective, as stated in

Equation 4.3, is to minimize the distance between the original data point () and a counter-

factual point (′), while ensuring that the classifier’s output for the counterfactual matches a
desired label (y′ ∈ Y).

rgmin
′

d(, ′) s.t. ƒ (′) = y′ (4.3)

To make the objective differentiable and unconstrained, it is reformulated into two terms, as

shown in Equation 4.4. The first term encourages the counterfactual (classifier output) to align

with the desired class, while the second term enforces proximity between the counterfactual

and the original data point. A distance metric (denoted as d) measures the separation between
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Figure 4.1: Exploring Counterfactual Paths for Blue Data Point denoted as x: The data point

is initially classified as negative. The figure represents two potential paths (red and green) that

cross the decision boundary, serving as valid counterfactuals. While the red path is the shortest,

the green path closely adheres to the training data manifold, despite being longer.

two data points,  and ′, which could be metrics like L1/L2 distance, quadratic distance,

or distance functions based on feature cumulative distribution functions (CDF) [12]. Thus,

the definition underscores the importance of keeping counterfactual changes relatively small

compared to the starting point. However, this approach employs the normalized Manhattan

distance as the distance metric and relies on gradient information from the predictive model,

making it unsuitable for black box models [11].

rgmin
′

(ƒ (′) − y′)2 + d(, ′) (4.4)

Furthermore, some of the counterfactuals generatedmay suggest infeasible changes, such as

altering an applicant’s race. To address this issue, Ustun et al.[13] proposed amodified objective

function that considers the cost incurred in changing from  to 0 and incorporates feasibility

constraints. Incorporating the idea of a set of actionable features (A), the optimization problem
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is adapted accordingly. The loss function is updated to minimize the difference between the

classifier output (counterfactual) and the desired label, subject to the constraint that changes

are made only within the actionable feature set (Equation 4.5).

rgmin
′∈A

(ƒ (′) − y′)2 + d(, ′) (4.5)

Achieving the counterfactual might involve finding a compromise between the number of

modified features and the magnitude of change. Ideally, a counterfactual should modify as

few features as possible. Given that finding shorter explanations is more comprehensible [14],

sparsity becomes a significant consideration. The loss function is enhanced with a penalty term

[15] that encourages sparsity in the difference between the modified and original data points

(g(′ − )), possibly using norms like L0/L1 (Equation 4.6).

rgmin
0∈A

(ƒ (0) − y0)2 + d(, 0) + g(′ − ) (4.6)

Moreover, a counterfactual should not propose feature combinations that are vastly dissim-

ilar from observed data. Realism is vital, implying that counterfactuals should adhere to the

training data’s characteristics and correlations among features. The idea involves the concept

of data manifold closeness, where the goal is to generate counterfactuals that remain close to the

original data distribution. This intuition ensures that counterfactuals generated are valid data

points and not outliers far from the data distribution. Various methods exist for quantifying this

adherence. The loss function is extended to include a penalty term promoting adherence to the

data manifold defined by the training set ((′;X)) (Equation 4.7). In Figure 4.1, the dashed
lines represent the data manifold. For the blue data point denoted as , the green path adhering

to the manifold is favored over the unrealistic red path, due to the added manifold loss term

although the red path is shorter.

rgmin
′∈A

(ƒ (′) − y′)2 + d(, ′) + g(′ − ) + (′;X) (4.7)

Another crucial consideration in generating counterfactual explanations is accounting for

feature interactions. Features in a dataset are interconnected, so altering one feature can impact

others due to causal relationships. For instance, obtaining a new educational degree might
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necessitate increasing the individual’s age. To ensure realism and actionability, counterfactuals

should maintain known causal relationships. By incorporating the causal graph’s information,

their approach provides counterfactuals that are more realistic and feasible, considering feature

interdependencies. While access to the full causal graph may be impractical, partial knowledge

or user inputs about feasibility constraints can be utilized effectively.

Different ways of generating counterfactual examples have been studied [24, 25, 26]. The

most popular approaches use an optimization algorithm that was initially proposed by Wachter

et al. [27]. Russell et al. used the idea of generative models to synthesize new input instances

that are close to the original data but output models with different results [28]. Dandl et al. use a

gradient-based optimization algorithm to find counterfactual examples [29]. Another approach

to generating counterfactual examples is greedy search. In this approach, feature values are

modified iteratively until the model prediction changes. Yang et al. used this approach to find

counterfactual examples [30]. Prior works have focused on generating counterfactual examples

using different approaches with the aim of explaining the minimum changes required to alter

class predictions. In our approach, we modify the traditional greedy algorithm to address the

specific needs of ranking problems. To achieve this, we generate counterfactual examples that

take into account the relationship between items in a ranked list, providing a better understand-

ing of the changes required to reach a desired rank.

Overall, counterfactual explanations hold great promise in enhancing transparency and in-

terpretability in predictive models, ultimately leading to fairer and more accurate decision-

making across a wide range of domains and applications. By addressing the challenges and

expanding their application to ranking systems, we can unlock their full potential in providing

actionable insights and empowering end users with recourse for improved outcomes.

4.3 Related Work

Recently, the lack of interpretability of existing ranking techniques has received attention, lead-

ing to the development of XAImethods and visualization frameworks to aid in the interpretation

and analysis of rankingmodels. For instance, Srvis proposed byDiWeng et al. integrates spatial

contexts with rankings through scalable visualizations and flexible spatial filtering and com-
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parative analysis to support decision-making for large-scale spatial alternatives like selecting

store locations [16].

RankViz, on the other hand, supports the analysis and interpretation of learning-to-rank

(LtR) models by providing visualizations that give information on important data features and

enable comparison of element positions to aid in understanding and creation of rankings [17].

LineUp is a bar chart-based technique that ranks items based on multiple attributes with dif-

ferent scales and semantics, allowing interactive combination and refinement of parameters to

explore changes in rankings and enable comparison of multiple rankings on the same set of

items [18]. Meanwhile, uRank is a tool that provides views summarizing the contents of a rec-

ommendation set and interactive methods to convey users’ interests through a recommendation

ranking, enabling users to understand, refine, and reorganize documents as information needs

evolve [19].

Anahideh, et al. propose a hierarchical ranking explanation framework that uses a proper

neighborhood construction approach to capture local explanations for competitive rankings, ex-

ploring various explanation techniques to identify the local contribution of ranking indicators

based on an instance’s position in the ranking and the size of the neighborhood [20]. Finally,

Zhuang, et al. introduce the use of generalized additive models (GAMs) for ranking tasks,

instantiated using neural networks, demonstrating that their approach outperforms traditional

GAMs while maintaining similar interpretability, offering promise for the development of in-

trinsically interpretable ranking models [21].

4.4 Methodology

Our visual analytics tool combines two key strategies for explaining rankings: XAI-derived

explanations and interactive visualizations. The XAI strategies we use are counterfactual ex-

planations and feature importance, and we have proposed a customized algorithm to contextu-

alize counterfactual explanations for use in ranking systems. For feature importance, we use

the Shapley value method. The interactive visualization strategies we use contain two primary

sub-visualizations, namely the ranking list and the what-if panel. These visual representations

serve as a bridge between the explanations generated by the XAI module and the users’ com-
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prehension, allowing them to explore the ranking system and gain a deeper understanding of

how it operates.

4.4.1 XAI

Feature Importance

To determine the importance of features, we employed SHAP values, a widely recognized inter-

pretability technique, to gain insights into the individual contributions of features to the ranking

outcomes. These values offer a comprehensive view of how each feature affects the final rank-

ing. By employing Shap values, we were able to discern the relative importance of various

factors in determining the ranking. Through analyzing Shap values, we determined that the

most crucial features, in descending order of importance, are respiratory rate, heart rate, body

temperature, blood pressure, and polymerase chain reaction (PCR) results.

We selected this approach as it offers an understandable interpretation of the model’s pre-

diction, and its ability to capture interactions between features. Furthermore, SHAP is a model-

agnostic method. It can be used with various types of machine learning models, including neu-

ral networks, tree-based models, and linear models, making them a flexible tool for analyzing

feature importance in a broad range of machine learning applications.

Counterfactual Explanations

A counterfactual explanation describes the smallest change to the feature values of an example

that results in the model making a meaningful change in output. This is typically defined as

a change in the predicted class. While counterfactual explanations have proven effective in

classification tasks, one of the challenges lies in extending their application to ranking systems.

Ranking systems often involve complex decision-making processes, and using counterfactual

explanations in this context requires careful consideration. In this regard, we have proposed

an approach that applies counterfactual explanations to a greedy algorithm for finding a coun-

terfactual example in the context of ranking. However, our proposed approach is not limited

to this specific algorithm and can be adapted to other counterfactual methods, such as genetic

algorithms or other optimization-based approaches discussed earlier in this chapter.
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Our proposed method uses a greedy algorithm to find counterfactual explanations that are

applicable to ranked model outputs, which are a collection of outputs for a set of test data that

have been sorted according to the output of a probabilistic classification model. The goal of

our algorithm is to determine the minimum changes required for a data instance to achieve a

different rank. For this purpose, we use a greedy approach given in Algorithm 1. The algorithm

takes as input: Mlmodel - the machine learning model that produced the ranking; dataInstance

- a specific data instance; and RChange - a desired rank change.

The algorithm first finds the most important features F∗sorted in descending order for

the given dataInstance according to Shapley values. Then the algorithm initializes the set F

with ƒ∗ (the first important feature in F∗) and generates nterctonLst which is a list of

features that have the most interaction with this feature. These are the features whose values

have the biggest impact on the relationship between the ƒ∗ feature and the outcome; they are

available in standard implementations of XGBoost and can be computed for other models as

well. To generate counterfactual examples, the approach varies the feature values in the subset

Fsb, which is obtained by adding one feature at a time from the feature listF). The approach

changes the values of these features for dataInstance along a specified range using a grid search,

and observing the corresponding model outputs while holding all other features constant. It

computes the rank assigned by the model for each new potential counterfactual example and

compares it to the rank of the original data instance.

Given that the proposed approach aims to achieve the desired ranking with the minimum

number of changes possible, if a single important feature modification is sufficient to meet

the target ranking, then modifying other features can be avoided. However, if changing the

value of one of the features in Fsb alone is not able to change the rank of dataInstance,

the algorithm considers changing multiple important features together to see if a change in

rank can be produced. After each modification to the feature(s), the algorithm replaces the

feature value with the modified value and evaluates the MLmode’s output. The premise is

that by simultaneously changing important features together with their most strongly interacting

features, the algorithm has the best chance of being able to identify a counterfactual example

whose rank is at least RChange away from the rank of dataInstance. The algorithm iteratively

adds features from the list of most important features and their corresponding interaction list and
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performs a grid search after each is added. This process is repeated until a change in the feature

values results in a counterfactual example whose rank is different from that of dataInstance

by the desired amount (Rchange), at which point the algorithm will stop and return the new

counterfactual example.

The objective of our approach is to identify a counterfactual example that involves the

minimum possible number of feature modifications. To achieve this, we begin with the most

important feature and add its interacting feature one at a time. If this process fails to yield a

suitable counterfactual example, it will add another important feature (ƒ∗ ) fromF∗along with

its interacting features to F and repeat the algorithm.

4.4.2 Interactive Visualization

Our interactive visualization is designed to provide users with a transparent and understandable

system for decision support. Two primary sub-visualizations are employed, namely the ranking

list and the what-if panel. These visualizations map the explanations produced in the XAI

module into visual representations, allowing users to explore the ranking system and understand

how it generates a ranking.

Interactive Ranking list

An interactive ranking list was developed based on the concept of semantic zoom to allow

for a detailed exploration of each item locally and a comparison between items globally. Se-

mantic zoom is a technique that provides users with distinct representations of data as they

zoom in or out, with the aim of enhancing the overall understanding of the underlying semantic

structure [31]. When an item in the ranking list is expanded, a treemap of its attributes is dis-

played, presenting the details of each item with different categories, if applicable. A treemap is

a visualization technique that organizes hierarchical data into a set of nested rectangles. Each

rectangle’s size is proportional to a quantitative variable, and additional information about spe-

cific categories or variables can be conveyed through colors [32]. In our visualization the size

of the boxes in the treemap represents the importance of each category and its contribution to

the overall ranking, enabling users to identify the primary feature category responsible for the
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Algorithm 1 Generating Counterfactual Explanations for Ranking Models Using a Greedy Al-

gorithm
1: procedure CounterfactualRanking(Mlmodel, dataInstance,RChange)

2: nstnceRnk←Mlmodel(dataInstance)

3: if RChange is not provided then

4: RChange← 1

5: F∗ ← FindListOfMostImportantFeatures(Mlmodel, dataInstance)

6: F ← EmptyLst

7: Fsb← EmptyLst

8: for ƒ∗ in F∗ do

9: nterctonLst← GetFeaturesWithHighestInteractionWith(ƒ∗,Mlmodel, dataInstance)

10: F ← ppend(F , ƒ∗, nterctonLst)

11: for ƒ in F do

12: Fsb← ppend(Fsb, ƒ )

13: Δƒ ← {MinObserved(ƒ ),0,MaxObserved(ƒ )}

14: for δ in
∏

ƒ∈Fsb Δƒ do ▷ δ is a change to every feature (there are 3|Fsb|).
This exhaustive search can be replaced with a heuristic search.

15: nenpt← ReplaceSelectedFeatureValues(dataInstance, δ)

16: neRnk←Mlmodel(nenpt)

17: if neRnk ≥ nstnceRnk − RChange or neRnk ≤
nstnceRnk + RChange then

18: return nenpt

19: return “No feasible changes achieve the desired ranking.”
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rank. Different colors are used for different feature categories. Additionally, each box is fur-

ther divided into subcategories that specify the precise feature and its importance for the item’s

ranking through a prediction model. By using the treemap and its interactive features, such

as zooming in and out, users can explore the categories, their features and values, and their

contributions to each item in the ranking list. Semantic zoom facilitates the exploration of in-

formation at different levels of granularity. As an illustration, users can begin with an overview

of the ranking list, subsequently zoom in to examine the top-ranked items more closely, and

then zoom even further to inspect the particular attributes that contributed to their respective

rankings. This feature enables users to navigate and comprehend large volumes of information

without feeling overwhelmed.

What-if panel

We developed a what-if that allows for the exploration of counterfactual scenarios and the nec-

essary adjustments to feature values to alter an item’s ranking. This panel contains histograms

of the top 5 global feature importance values, offering users a comprehensive overview of the

most critical features across the entire dataset. Users can select an item from the ranking list

and set their preferred rank for that item. Our customized counterfactual explanation algorithm

then identifies the minimum changes required to achieve the desired rank, which the system

presents to the user. The system displays the value of the most important feature of the selected

item with a blue line on the histogram, along with an indicator of its rank. This feature enables

users to compare the feature values of different items with various rankings. Additionally, there

are red and black dotted lines on the histogram, which represent the feature value required for

the item to rank one rank above or below its current rank, respectively. In some cases, a feature

may lack either a black or red line, indicating that changing that feature alone cannot alter the

item’s rank, and modifying more features is required. Furthermore, our system includes a box

for the desired rank, which users can use to explore the required changes to the feature values

for a specific item to reach the desired rank. Our system considers both lower and higher de-

sired ranks. Users can also use radio buttons to specify which features they want to modify.

This panel provides users with an interactive tool to better comprehend how the ranking system

works. By displaying the top global features and allowing users to modify the feature values
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and observe their impact on the ranking, our system facilitates a more nuanced and in-depth

understanding of the ranking system, which can aid users in making more informed decisions.

The rest of the chapter will describe a potnential application of our tool to a healthcare

scenario and discuss the strengths and limitations of our approach.

Figure 4.2: an overview of the entire visual analytics tool including interactive ranking list and

what-if panel, a) Interactive List of ranked patients and Treemap Visualization of Patient ranked

1 (P1) Features. b) What-if Panel with Histograms of 5 Top Important Features.

4.5 Case Study: Explaining Triaging Patients to beAdmitted

to ICU

In order to evaluate the effectiveness of our proposed method, we conducted a case study focus-

ing on ranking patients for admission to the ICU. For this purpose, we used a dataset from Sírio

LibanêsHospital, which contains patient demographic information, previous disease groupings,

blood results, vital signs, and blood gases [33]. The dataset includes labels indicating whether a

patient was admitted to the ICU or not. We used this label to train an XGBoost model to predict

patient admission probability. We then used these prediction probabilities to rank a test set of

patients for triage purposes. After ranking the patients in the test set, our proposed method was
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Figure 4.3: Interactive List of ranked patient and Treemap Visualization of Patient ranked 1

(P1) Features

applied to give a better understanding of how patients were ranked.

Figure 4.2 provides an overview of the entire visual analytics tool including the interactive

ranking list on the left and the what-if panel on the right. The interactive list of ranked patients,

as demonstrated in Figure 4.2.a, can be expanded to reveal a treemap showing the importance

of the features used in the ranking. The treemap is designed to enable zooming in and out

to explore the ranking importance of each category while hovering over each box generates

a tooltip displaying the feature value. The size of each box corresponds to the importance of
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Figure 4.4: What-if Panel with Histograms of 5 Top Important Features.

the feature. For instance, in Figure 4.3 the blood test has the most impact on the ranking, and

among the kidney tests, Creatinine is the dominant feature, as reflected in Figure 4.3 where

the box representing Creatinine is much larger than other boxes in this category. The boxes

for PCR and TGO in the blood test category have comparable sizes displayed indicating that

they have a similar impact on the ranking. The tool’s semantic zoom feature allows users to

expand the attributes of two or more patients to compare their feature importance. Users can
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also compare the feature values of selected patients on the histogram.

The treemap offers insight into the local important feature for each patient, providing users

with a more granular understanding of the local feature importance influencing the patient’s

ranking. In contrast, the histogram showcases the top five globally important features, giving

users an understanding of the feature’s importance across the whole population. By comparing

feature importance at both the local and global levels, users can develop a better understanding

of the ranking system and the features that contribute to it.

In the what-if panel depicted in Figure 4.2.b the blue dotted line denotes the selected patient

(P5) feature value, while the black and red dotted lines indicate the amount of P5 feature that

would result in a higher or lower ranking, respectively. The absence of a red or a black dotted

line for each feature implies that modifying only this feature of the patient is insufficient to

achieve a higher ranking, and modifying more than one feature (including this feature) is nec-

essary. Our visualization tool allows users to set a desired ranking for a selected patient (in the

text box) and presents the minimum changes required for the patient to attain that ranking, using

the updated black and red lines. To illustrate, suppose a desired rank of 3 is entered for a pa-

tient currently ranked 5th. The updated red line in Figure 4.4 represents the minimum changes

required in features, namely Temperature, PCR, and HeartRate, to achieve a higher rank of 2

compared to the previous rank of 5. Conversely, modifying these features as indicated by the

black lines results in a lower rank of 8. This example highlights how the visualization tool

allows users to explore the impact of changing specific features on a patient’s rank, providing

valuable insights into the ranking system.

Overall, our proposed method can be utilized to explain the ICU patient ranking system,

enabling users to gain insights into how patients were ranked and explore potential changes

that could impact the ranking.

4.6 Discussion

The use of conventional statistical methods such as accuracy, precision, and sensitivity is often

not sufficient to provide users with a clear understanding of why a particular item has been

ranked in a certain way. This is particularly true for ranking systems that use machine learning
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models, which can be difficult to interpret. An alternative approach that is applicable to a

variety of ranking systems and empowers users to explore and understand the results of the

ranking system is needed.

The proposed visual analytic tool is model agnostic and provides users with the ability to

identify the contributing factors that determine the ranking of a specific item. By presenting the

important feature contributors of prediction, users can understand what factors play a crucial

role in determining the ranking of a particular item. The interactive visualization feature of the

system allows users to gain a global understanding of how the system ranks items.

The Treemap helps users to understand what feature is important for an item to be ranked

as it was. The expanding and collapsing attribute of the ranking list is another useful feature

that allows users to drill down into more information as needed. This feature can be helpful

when users need to see the distribution of important features and how a particular item ranks in

comparison to others. Users can also see the changes needed to be ranked differently, providing

them with actionable insights to improve the ranking of a specific item.

The what-if panel shows what features are essential for the whole population. This feature

enables users to compare the ranking of a specific item to the overall ranking system and gain

insights into the underlying factors that determine the ranking. Additionally, users can compare

two or more items, enabling them to identify similarities and differences between them and

understand the changes required for them to be ranked differently. Furthermore, users can

investigate what changes are needed for an item to be ranked differently.

To follow the framework for building user-centered explanations we addressed the diverse

requirements and preferences of clinicians when generating explanations. In other words, this

tool is designed to create explanations that are tailored to the specific needs and expectations

of clinicians as users. Clinicians often seek concise and clinically relevant insights. Accord-

ingly, our tool visually highlights the key features influencing the rankings, which may allow

clinicians to grasp the essential information.

Interactivity is a pivotal component of our visual analytic tool. By allowing users to manip-

ulate parameters and criteria in real-time, our system empowers them to explore the underlying

factors influencing the ranking outcomes. This interactive approach can foster a deeper un-

derstanding of the AI’s decision-making process and enables users to observe the impact of
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various inputs on the final rankings. Understanding that different user groups have varying

levels of technical expertise and preferences, our visual analytic tool integrates multi-modal

explanations. This approach offers a range of explanation methods combined with different

visualization components and interactive elements, accommodating the diverse learning and

comprehension styles of clinicians.

By providing users with a better understanding of the underlying factors that determine

the ranking, the system can help users make more informed decisions and improve the overall

quality of the ranking system. Furthermore, our visual analytic tool employs interactivity and

multi-modal explanations to enhance the interpretability and usability of AI-driven ranking

systems.

It is noted that our research endeavours faced significant challenges due to the widespread

impact of the COVID-19 pandemic. The original plan involved conducting formal user studies

to generate both qualitative and quantitative metrics, shedding light on the information-seeking

process and the role of visual interface design in navigating extensive document sets.

Before the pandemic, we outlined study procedures and questionnaires (Appendix A). How-

ever, the severity of the pandemic led to the closure of educational institutions, the suspension

of ethics review boards, and the enforcement of physical distancing measures. These circum-

stances made it impossible to proceed with our research as initially intended.

In response, we adapted our research directions, opting for an evolutionary design per-

spective. This involved in-depth analyses of relevant published research and their formal user

studies, integrated with informal accounts gathered during formative assessment periods.

Despite the challenges, we believe we made the best effort possible to maximize research

value within the constraints imposed by the pandemic. Our pivot in research approach reflects a

pragmatic response to unforeseen circumstances while staying true to the essence of our original

research objectives.

4.7 Conclusion

In this chapter, we proposed a visual analytic tool that combines XAI methods and interac-

tive visualization to explain ranking systems by enabling users to investigate how changing the
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feature values of an item can impact the ranking. The use of our proposed method was illus-

trated using a case study on ICU patient triage. The case study demonstrated how our proposed

tool could be used to provide users with a better understanding of how ranking systems work,

which could ultimately improve decision-making processes. The counterfactual explanation

method allowed users to explore how changes to individual patient features could have resulted

in a different ranking, while feature importance provided insights into the importance of dif-

ferent features in the ranking system. Additionally, the interactive visualization allowed users

to explore and experiment with different scenarios. Overall, our proposed tool has the poten-

tial to be applied in various domains, such as healthcare, finance, and education, to improve

transparency and trust in ranking systems. Future work will investigate the integration of XAI

methods, such as fairness metrics and algorithmic auditing, with interactive visualizations to

detect and mitigate bias in the ranking system.
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Chapter 5

Investigating Poor Performance Regions

of Black Boxes: LIME-based Exploration

in Sepsis Detection

This chapter represents the final outcome of a project conducted in collaboration with a com-

pany, where the main focus was on dealing with the implementation of XAI (eXplainable Arti-

ficial Intelligence) methods. The content presented in this chapter was originally showcased as

a demonstration during The 1st World Conference on eXplainable Artificial Intelligence (xAI

2023). For this work, I conceptualized and implemented a comprehensive approach utilizing

LIME to analyze all misclassified samples, enabling the identification of regions where the

classifier exhibited suboptimal performance. This valuable insight was achieved through col-

laboration with the co-authors who provided their model as input. Additionally, I took the lead

in drafting and refining the manuscript, which was revised by my co-authors.

As part of the thesis integration process, the chapter has undergone refinements and en-

hancements to better align with the overall theme and structure of the thesis. The project’s

integration within the thesis showcases a real-world application of XAI in an applied setting,

emphasizing the significance of explainability in artificial intelligence and its potential impact

on decision-making processes in various domains.

84
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5.1 Introduction

Machine learning has exhibited impressive achievements in diverse fields, including health-

care [1]. The complexity of these models, however, creates challenges for their adoption in

healthcare [19]. To address this issue, eXplainable AI (XAI) has been introduced, enabling

machine learning models to provide explanations for their predictions. Model explainability

is essential for gaining a deeper understanding of a model’s decision-making process [20]. In

critical domains such as sepsis detection [18] in the ICU, where incorrect predictions can result

in fatal consequences, the reliability of these models is of utmost significance. This chapter

aims to tackle a specific aspect of the interpretability challenge associated with these models,

specifically the identification and explanation of scenarios in which black box predictive mod-

els fail or exhibit unexpected performance. Examining instances in which machine learning

models exhibit deviations from their usual performance holds significant importance. These

insights empower decision-makers to exercise caution in deploying models in situations where

their predictions are prone to errors, thereby mitigating potential adverse consequences. Previ-

ous research endeavors have primarily centered on assessing the overall performance of these

models through the adoption of evaluation metrics and methodologies aimed at gauging their

reliability [11, 12]. W. Duivesteijn et al. [13] present an evaluation method that assesses the

performance of a classifier, highlighting subspaces where the classifier excels or struggles in

classification tasks, however, the method’s applicability is limited to binary datasets and lacks

model agnosticism. L. Torgo et al. [14] propose approaches that aim to offer interpretable de-

scriptions of expected performance; however, the proposed visualizationmay not be well-suited

when dealing with a high number of features. This chapter provides an analysis by focusing

on the identification of specific regions where the models exhibit significant deviations from

their usual performance. The identification of these regions empowers healthcare practitioners

to make informed decisions by exercising caution when relying on the model. Additionally,

these findings offer valuable insights that can guide the development of potential strategies

aimed at improving and refining the model’s overall performance [15, 16]. To achieve this, we

propose an analytical approach that combines visual techniques to identify regions in the input

space where a model’s performance significantly diverges from its average performance. This
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visualization empowers users to grasp how various values of a particular predictor impact the

model’s performance.

5.2 Motivation

Sepsis, a life-threatening condition resulting from an uncontrolled response to infection, leads

to inflammation, organ dysfunction, and potential fatality [17]. Timely diagnosis and interven-

tion are vital for enhancing patient outcomes. Machine learning algorithms have demonstrated

promise in this domain [18]; however, their black-box nature creates challenges for their adop-

tion in healthcare, where life-or-death decisions are at stake [19]. To address this issue, eXplain-

able AI (XAI) has been introduced, enabling machine learning models to provide explanations

for their predictions. Model explainability is essential for gaining a deeper understanding of a

model’s decision-making process [20], especially in critical applications like sepsis prediction,

where false negatives can have fatal consequences.

While examining individual misclassified samples and determining the primary contribut-

ing features are essential, our focus lies in identifying patterns that reveal the features respon-

sible for misleading the classifier. In sepsis diagnosis, misclassified samples are crucial due

to their impact on patient care and resource allocation. False negatives can delay critical treat-

ments, increasing the risk of complications and death, while false positives lead to unnecessary

treatments and strain healthcare resources.

5.3 Background

5.3.1 Sepsis

Sepsis is a serious and potentially life-threatening medical condition that arises when the body’s

response to an infection becomes uncontrolled and triggers widespread inflammation. This in-

flammation can lead to organ dysfunction and, in severe cases, septic shock, which is a condi-

tion where blood pressure drops to dangerously low levels, potentially causing multiple organ

failure [17].
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Sepsis and septic shock can occur in response to various types of infections, such as bac-

terial, viral, fungal, or even parasitic infections. Common sources of infection include urinary

tract infections, pneumonia, abdominal infections, and skin infections. The body’s immune

system response, intended to fight off the infection, can sometimes go into overdrive, causing

harm to the body’s own tissues and organs [5].

Early detection and intervention are crucial in managing sepsis and preventing it from pro-

gressing to septic shock [6]. Some of the main factors and features that medical professionals

consider when detecting sepsis include Fever or Hypothermia, increased heart rate, and rapid

breathing [7].

Recent advances in technology have led to a growing interest in using machine learning

methods to identify sepsis and predict septic shock at an early stage [8]. Machine learning

involves using computers to find patterns and gather information from large sets of data. This

approach has proven useful in spotting subtle signs and connections that might not be easily

noticed using traditional analysis methods. The goal is to identify the initial signs that indicate

the beginning of sepsis, which allows for quick action and improved care for patients.

In this context, a variety of algorithms have been used to study different types of clinical

information, including vital signs, lab test results, and medical notes. By carefully examining

these complex sets of data, machine learning algorithms aim to uncover hidden patterns that

suggest the potential development of sepsis. These algorithms play a role in predicting the

occurrence of sepsis, providing healthcare providers with valuable insights to take proactive

medical steps.

However, the complexity of the machine learning models might hinder their integration into

real-world clinical settings. Moreover, building trust in the accuracy of these algorithms is cru-

cial for practical use in healthcare. Ensuring this trust is vital to guarantee their dependability,

especially in healthcare where decisions have serious consequences.

5.3.2 LIME

Local Interpretable Model-Agnostic Explanations (LIME) is a model-agnostic technique used

in explainable artificial intelligence (XAI). It provides interpretable explanations for predictions
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made by complexmachine learningmodels, even those considered black-boxmodels. Themain

motivation behind LIME is to address the challenge of understanding complex models that lack

easily interpretable relationships between input features and predictions [9].

LIME assigns importance weights to features to indicate their contribution to individual

predictions. It achieves this by creating a simplified, interpretable surrogate model that ap-

proximates the black-box model’s predictions locally around a specific data instance. This is

accomplished through an optimization problem. Consider a scenario where we have a black-

box model trained on a dataset with two features, like fever and body aches, to predict flu. The

decision boundary of this complex model might be highly non-linear, making it challenging

to provide straightforward explanations for its predictions. LIME’s core idea revolves around

zooming into the local area around a specific data instance and generating a simple explanation

that is both valid and meaningful for that local region. By focusing on the local neighborhood,

LIME can avoid trying to summarize the entire decision boundary while still offering relevant

explanations.

To generate an explanation for a specific data instance, LIME perturbs the instance and

creates a new dataset that represents a local neighborhood. It then obtains predictions from

the black-box model for this perturbed dataset. A surrogate model, which is simple and inter-

pretable, is trained on the perturbed dataset to approximate the black-box model’s behavior in

the local region. This surrogate model serves as a transparent proxy for the black-box model

within the vicinity of the data instance of interest.

LIME commences by perturbing input features of a target instance, generating subtle varia-

tions through controlled modifications, while maintaining the instance’s original label. This

perturbation introduces diversity into the feature space, capturing the intricacies of the in-

stance’s surroundings.

Next, these perturbed instances traverse through the original complex model, yielding pre-

dictions that reveal the model’s behavior under distinct feature conditions. This step effec-

tively provides insight into how the model responds to perturbations, offering a window into

its decision-making process.

LIME orchestrates the construction of a dataset by amalgamating altered instanceswith their

corresponding predictions from the original model. Additionally, LIME computes “weights”
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to quantify the closeness between each modified variant and the initial instance. These weights

encapsulate proximity, enriching our comprehension of local relationships.

LIME introduces a local interpretable model, often a simpler linear regression, to mimic

the intricate behavior of the complex model in the immediate vicinity of the target instance. By

training this interpretable model on the set of modified instances and their predictions, LIME

aims to distill the intricate dynamics of the model into a more accessible form.

The crux of LIME resides in the coefficients stemming from the local interpretable model.

These coefficients function as a magnifying lens, exposing the individual impacts of features on

specific predictions. Through their interpretation, practitioners glean insights into how adjust-

ments in input features resonate through the prediction mechanism, offering a nuanced grasp

of cause-and-effect relationships. In essence, LIME’s seamless process unveils the decision-

making of complex models, furnishing a coherent framework for interpretation.

The outcome produced by LIME is a set of explanations that outline the individual influence

of each feature on predicting a specific data point as shown in Figure 5.1. This image presents

a LIME-generated explanation for a particular patient, illustrating a classification outcome of

”no flu.” The explanation highlights features that align with and diverge from this classification,

along with their corresponding weights. As depicted in the figure, nevertheless, the absence of

body aches suggests a ”flu” diagnosis, but the cumulative weight of other features strongly leans

toward the ”no flu” classification, resulting in an overall verdict of ”no flu”. This explanation

not only offers a localized understanding of predictions but also helps pinpoint which features

have the most significant impact on the predictions.

Creating an explanation with LIME involves approximating the behavior of the underlying

model within a specific area using a simpler, interpretable substitute. These interpretable mod-

els could be linear models with strong regularization, decision trees, and more. They are trained

using slightly altered versions of the original data point, focusing on generating a reliable local

estimate. This ”dataset” is generated by introducing variations like adding noise to continuous

features, removing certain words, or obscuring parts of an image. By concentrating on approx-

imating the complex model only within a local range near the data point, LIME significantly

simplifies the task.

LIME aims for local faithfulness, ensuring its explanations are accurate within the local
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Figure 5.1: An example of LIME applied to a classification problem at a specific data point.

Blue indicates features that, if their values were increased starting from the given data point,

would induce the classifier to have more confidence in a “no flu” classification. On the other

hand, the value of the orange feature would lead to more confidence in a ”flu” classification.

neighborhood of the explained data instance. While global faithfulness may not hold across

the entire dataset, LIME’s focus on local interpretability offers valuable insights into individual

predictions and the model’s behavior at a local level.

Mathematical Formulation

LIME formulates an optimization problem to find the best-fitting surrogate model within the

local neighborhood. Given a complex black-box model ƒ and a simple model g ∈ G, where G

is a family of interpretable models, LIME seeks to minimize the discrepancy between ƒ and g

in the local region around the data instance . The optimization function includes a loss term

that measures the difference between the predictions of ƒ and g for the perturbed data points

in the local neighborhood. Additionally, LIME incorporates a regularization term (denoted

by ω) to encourage sparsity in the weights of the interpretable model g. This regularization

helps simplify the explanation by considering only a few significant features. The trained local

surrogate model now serves as an explanation for the prediction made by the black box model

for the instance of interest. The interpretable model can be easily analyzed to understand the

factors influencing the prediction.

Mathematically, the local surrogate models with interpretability constraints can be formal-

ized through the following optimization problem [21]:
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explanation() = rgmin
g∈G L(ƒ , g, π) + Ω(g) (5.1)

Where:

• explanation(x) is the explanation model for the instance .

• ƒ is the model to be explained

• G is the family of possible explanations (e.g., all possible linear regression models).

• L(ƒ , g, π) is the loss function that measures how close the explanation is to the predic-

tion of the original black box model ƒ while considering the proximity of the perturbed

samples to the instance .

• Ω(g) is the model complexity term that ensures the explanation model is kept simple

and interpretable.

The first term of the loss function aims to find the optimal approximation of ƒ by g in the

vicinity of . The second term enforces simplicity upon g. In essence, we seek g to mirror

ƒ within this local zone while maintaining minimal complexity—an intricate balance. These

interpretable models often take the form of sparse linear models, focusing on key features to

simplify explanations [22].

We generate new data points around , slightly perturbing the features. These perturbed

points are then passed through the complex model ƒ to generate predictions, forming a new

dataset. Utilizing this dataset, we train a classifier for g, minimizing the differences between

predictions made by g and ƒ . We introduce a proximity measure, π, reflecting the closeness of

each point to  and impacting its contribution weight, similar to a heatmap where closer points

carry a stronger influence.

Lastly, we ensure the simplicity of g by incorporating a complexity measure, Ω. For sparse

linear models, this translates to driving numerous weights toward zero, thereby focusing the

explanation on pivotal variables. By solving this optimization problem, we attain our local

surrogate model g, illuminating the behavior of the complex model within that specific neigh-

borhood.
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Solving this optimization problem empowers LIME to determine the feature importance

weights () for the specific instance . This calculation is based on the similarity between the

predictions of the complex model for the specific instacne and the prediction for the original

instance. A widely used metric for this similarity is the cosine similarity.

Let ƒ () be the prediction of the complex model for the instance , and ƒ (′) be the pre-
diction for a perturbed instance ′. The cosine similarity φ for each feature  is calculated
using the following formula:

φ =

∑N
j=1(ƒ ()j · ƒ (′)j)r∑N

j=1(ƒ ()j)
2 ·
r∑N

j=1(ƒ (
′)j)2

Here, N represents the number of classes if the problem is a classification problem. For

regression problems, N would be 1.

The significance of φ lies in its representation of how much the prediction for feature  in

the original instance aligns with the predictions for the perturbed instances.

To ensure that the weights collectively represent the relative impact on the prediction, the

calculated weights φ are normalized to sum to 1.

In practical implementations of LIME, such as in R and Python, linear regression is often

chosen as the interpretable surrogate model. The user needs to decide the number of features,

K , to include in the interpretable model. A smaller K results in a more interpretable model,

while a larger K can potentially improve the fidelity of the model to the black box predictions.

To select the features for the interpretable model, one can use methods like Lasso with a

regularization parameter λ, which gradually removes features with zero weights, or employ

strategies like forward or backward selection to determine the optimal set of features with K

features in the model.

Advantages of LIME

LIME offers multiple benefits when contrasted with other methods within the domain of eX-

plainable Artificial Intelligence (XAI). A significant merit lies in its model-agnostic character-

istic. Irrespective of the intricacy or underlying algorithm of a machine learning model, LIME

can elucidate decision-making processes. This adaptability renders LIME a versatile tool within
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the realm of XAI.

Another advantage of LIME pertains to its capacity for generating localized explanations.

By developing a custom local model that mimics the actions of the complex model, LIME

generates personalized explanations for individual cases. This proves particularly advantageous

when explanations need to be customized for individual users or specific contexts.

Limitations of LIME

While the fundamental concept behind LIME may seem straightforward, there exist a few po-

tential drawbacks that warrant consideration.

Figure 5.2: Inadequacy of Linear Approximation to Portray Local Behavior for Two Features

and Its Inability to Capture the Model’s Highly Non-Linear Behavior.

In the current implementation, LIME exclusively employs linear models to approximate

local behaviors. This approach holds true to a certain extent when focusing on a very narrow

region surrounding the data point. However, as this scope expands, it becomes conceivable

that a linear model might lack the potency required to elucidate the intricacies of the origi-

nal model’s behavior. Non-linearity tends to emerge within localized regions, particularly in

datasets demanding intricate, less interpretable models. The inability to apply LIME in such

scenarios constitutes a noteworthy drawback.

Furthermore, the modifications needed to yield accurate explanations often exhibit speci-

ficity tied to the particular use case. The authors provide an illustrative instance in their paper:
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consider a model that predicts a retro aesthetic for sepia-toned images—a prediction not easily

explained by the presence or absence of superpixels.

Frequently, basic perturbations do not suffice. Ideally, the perturbations should mirror the

variability observed in the dataset. However, manually directing these perturbations might not

be a prudent approach, as it could potentially introduce bias into the model’s explanations.

This underscores a potential concern associated with steering perturbations through manual

intervention.

Another limitation of LIME emerges from its susceptibility to perturbations. While LIME

operates by perturbing instances to create a dataset of akin examples, even minor modifications

to an instance can lead to notably distinct explanations. As such, LIME’s explanations may not

consistently withstand alterations in input data, thereby introducing an element of fragility to

its explanatory outcomes.

5.4 Methodology

In this study, we adopted a modified visualization approach inspired by L. Torgo et al. [14]

to identify the regions where a black-box model exhibits poor performance. L. Torgo et al.

utilized the confusion matrix (CM) and cross-validation, and employed error distribution plots

for each individual feature to demonstrate areas of inadequate model performance. However,

we recognized the challenge of visual clutter arising from a large number of features. To ad-

dress this limitation, we focused our analysis on identifying recurrent conditions associated

with misclassifications, rather than visualizing misclassifications for each individual feature.

We applied LIME tomisclassified data samples, allowing us to pinpoint the specific features

responsible for incorrect predictions made by the classifier. This process was performed for

each misclassified sample, enabling us to accumulate the features with high importance over

the samples.

LIME calculates the feature importance scores based on the surrogate model g. These

scores indicate the contribution of each feature to the prediction made by the black-box model

for the specific data instance . In the case of a linear surrogate model, the feature importance

corresponds to the weights assigned to each feature. Positive weights indicate that an increase
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in the feature value leads to higher predictions, while negative weights suggest the opposite.

For instance, a positive weight for the “fever” feature in a flu prediction model implies that a

higher fever increases the likelihood of predicting flu.

Subsequently, we conducted an analysis involving the intersection of these features, with

particular attention to those that consistently emerged as contributing elements to instances of

misclassification. To achieve this, we compiled a list of features associated with each misclas-

sified sample. From these lists, we identified features that were frequently shared and selected

the top 10 features, along with their corresponding conditions, which were common across the

misclassified samples. In particular, we focused on features that not only aligned positively

with the misclassification but also carried considerable weight, emphasizing their dual impor-

tance as key indicators. This allowed us to discern regions or intervals in which the classifier

demonstrated poor performance and was prone to misclassification.

Finally, we calculated the error rates within these regions by examining how often instances

with these specific features were correctly classified versus misclassified. This analysis pro-

vided quantitative insights into the areas where the black-box model exhibited suboptimal per-

formance and contributed to a deeper understanding of its limitations and potential areas for

improvement.

In the following, we delve into the step-by-step explanation of the algorithm:

Given a set of misclassified samples, a black-box model for classification, and a threshold

value, the algorithm proceeds to unravel the factors contributing to these misclassifications.

To begin, the algorithm initializes a dictionary named misclassified_features to cap-

ture the significant features driving misclassifications. It processes each misclassified sample,

constructing a surrogate model using train_surrogate_model() and quantifying feature im-

portance scores through calculate_feature_importance(). Subsequently, features with

weights exceeding the predefined threshold are identified as “important features” and stored in

the misclassified_features dictionary.

Building on this, the algorithm evaluates the frequency of these important features across the

misclassified samples. It compiles a dictionary, feature_frequency, which counts how often

each feature emerges. The dictionary is then sorted in descending order of feature frequency.

The top ten features, termed top_10_features, are selected from this sorted list.
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Algorithm 2 Algorithm for Analyzing Misclassifications using LIME
Input: misclassified_samples, black_box_model, threshold

Initialize dictionary misclassified_features

for all misclassified_sample in misclassified_samples do

surrogate_model = train_surrogate_model(misclassified_sample)

feature_importance_scores = calculate_feature_importance(surrogate_model, misclassi-

fied_sample)

important_features = {ƒ | weight(ƒ ) > threshold}

Store important_features in misclassified_features[misclassified_sample]

Initialize dictionary feature_frequency

for each features in misclassified_features do

for each feature in features do

if feature exists in feature_frequency then

Increment feature_frequency[feature] by 1

else

Initialize feature_frequency[feature] to 1

Sort feature_frequency by frequency in descending order

Get top 10 features as top_10_features from feature_frequency

Initialize an empty list samples_with_top_features

for each training sample training_sample do

for each feature, condition in top_10_features do

if satisfies_condition(training_sample, feature, condition) then

Append training_sample to samples_with_top_features

break

Initialize correctly_classified = 0, misclassified = 0

for all sample in samples_with_top_features do

if black_box_model.predict(sample) == instance.true_label then

correctly_classified += 1

else

misclassified += 1

error_rate = misclassified / (correctly_classified + misclassified)

Output: top_10_features, error_rate
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Next, the algorithm identifies samples in the training set that alignwith the top_10_features.

For each training sample, it evaluateswhether any feature-condition pair from top_10_features

is satisfied. If so, the sample is added to the list samples_with_top_features.

The algorithm’s subsequent phase delves into performance assessment. It segregates sam-

ples from samples_with_top_features into correctly classified andmisclassified categories.

By comparing the model’s predictions with the true labels, it computes the error rate—a ratio

of misclassified samples to the total of correctly classified and misclassified samples.

5.5 Result

In this study, we employed the publicly available eICU dataset [24] to develop a predictive

model for sepsis. The dataset comprises the vital signs of thousands of patients sampled at

various rates. The vital signs considered in our experiments included systolic blood pressure,

diastolic blood pressure, heart rate, respiration rate, oxygen saturation (SpO2), and gender of

the patients. To standardize the sampling rates, all vital signs were resampled at a frequency

of 5 minutes. To build a classifier for this time-series data, we employed LightGBM [25]. The

time-series data was transformed into a format compatible with the LightGBM classifier [13] by

calculating rolling statistical properties such as mean, standard deviation, and lag values from

previous timestamps. The model’s parameters were optimized using Python library Optuna

[26]. The model achieved a recall score of 0.9308 and 0.8125 on in-sample and out-of-sample

splits. To gain a deeper understanding of the model’s performance and identify areas where it

exhibits suboptimal results, we applied the proposed method. To visualize and communicate

the regions of poor model performance, we present Figure 5.3. Figure 5.3.a demonstrated the

error distribution over specific regions where the classifier exhibited suboptimal performance.

Additionally, Figure 5.3.b provides a magnified view of the error distribution, offering a clearer

resolution and facilitating a more detailed examination of the error rates within these identified

regions. As indicated in the graph depicted in Figure 5.3, there is an important observation re-

lated to respiration levels between 23 and 27. During this range, the model’s accuracy notably

drops, resulting in a high error rate of 22.9%, which is significantly higher than the average

error rate. Interestingly, a significant portion—about 22.62%—of this error can be attributed to
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Figure 5.3: an overview of the entire visual analytics tool including interactive ranking list and

what-if panel, a) Interactive List of ranked patients and Treemap Visualization of Patient ranked

1 (P1) Features. b) What-if Panel with Histograms of 5 Top Important Features.
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cases where the model incorrectly identifies negatives. In other words, the model tends to clas-

sify instances as negative when they should be positive within this respiration range. Another

noteworthy observation pertains to instances where the heart rate surpasses 103, as illustrated in

Figure 5.3. Notably, the error rate in such cases is comparatively elevated, measuring 16.44%.

This graph substantiates the notion that when a sample presents with any of these conditions

depicted in the graph, exercising caution is imperative when utilizing the model’s predictions.

Further investigation is recommended to ascertain the model’s accurate classification in such

circumstances.

These figures serve as visual aids, aiding in the comprehension and interpretation of the

model’s performance shortcomings. In order to gain insights into the causes of misclassifica-

tions, we conducted a detailed analysis to determine which feature regions were most influential

in contributing to these errors. Employing the LIME technique, we extracted the most signifi-

cant features that consistently played a role in misclassification instances. By identifying and

examining these recurring features, we revealed specific regions where the classifier exhibited

poor performance. Figure 5.3 visually illustrates the feature regions that meet this criterion,

highlighting the factors associated with the model’s suboptimal predictions.

5.6 Discussion

In this study, we utilized LIME to identify regions where a black-box model exhibits poor per-

formance. This approach allows us to investigate the error distribution across misclassification

regions in both training and test data. The proposed method is model agnostic and can be uti-

lized for any classifier. By analyzing the model’s fit to the training data, we gain insights into

its performance and identify areas where it inadequately represents the underlying patterns in

the feature space. This assessment helps us understand the model’s limitations in capturing the

complexities of the training dataset. When evaluating the model’s generalization error on test

data, we pinpoint specific regions within the feature space that contribute to erroneous predic-

tions for unseen data. In our case study, this was when respiration had the value between 23

and 27 and also where heartrate was greater than 103. This knowledge is crucial for important

decision-making situations, such as sepsis, where being aware of regions requiring caution is
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essential when relying on the classifier’s predictions. By conducting this analysis, we obtain a

comprehensive understanding of the model’s limitations and areas of poor performance. This

knowledge empowers healthcare professionals and decision-makers to make informed judg-

ments, taking into account the regions in the feature space where the classifier’s predictions

may be less reliable.

5.7 Conclusion

Our study contributes to the understanding of machine learning models’ performance by in-

troducing a modified visualization approach that identifies regions of poor performance. By

leveraging LIME for the rule extraction method, we effectively pinpointed specific features re-

sponsible for misclassifications, allowing us to identify recurrent conditions associated with the

classifier’s suboptimal performance. The application of this methodology to the eICU dataset

demonstrated its effectiveness in capturing regions where the classifier exhibits poor perfor-

mance. These findings enhance interpretability and provide insights for decision-makers, en-

abling them to make informed choices regarding the deployment of machine learning models in

critical domains such as sepsis detection. In light of the study’s insights, our future work aims to

enhance the model’s performance by making specific modifications to the model architecture,

feature engineering, and training strategies.
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Chapter 6

Unveiling Bias and Discrimination in

Ranking through Visualization

6.1 Introduction

With the increasing influence of advanced machine learning in both our online and offline ex-

periences, there is a growing concern that automated decision models might incorporate biased

practices [1]. In today’s digital age, ranking algorithms play a crucial role in shaping our on-

line experiences, influencing the information we consume, and guiding our decision-making

processes. However, these algorithms are not immune to bias and discrimination, raising con-

cerns about their fairness, transparency, and the potential harm they can perpetuate in various

domains. Recognizing and understanding the presence of bias and discrimination in ranking

systems has become an essential research area with profound societal implications.

The field of algorithmic fairness research aims to ensure unbiased practices, particularly

with regard to sensitive attributes like race, gender, and age, which legal regulations prohibit

from influencing certain decision outcomes. Research to date [2, 3, 35] has primarily focused

on classification tasks, where predictive models determine binary outcomes. Several fairness

criteria have been suggested for such tasks, and their relative advantages and trade-offs have

been investigated [5]. Generally, it has been established that not all criteria can be fulfilled

simultaneously [6]. The choice of appropriate fairness criteria heavily relies on the specific

problem domain.
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More recently, attention to fairness in machine learning has expanded to encompass fair

ranking, which holds significant importance in tasks like information retrieval (IR) that under-

lie socio-technical systems. Fairness researchers have noted the necessity for a comprehensive

analysis of equitable fairness ranking metrics [7], although this subject has not received sub-

stantial attention thus far.

Rankings now play a crucial role in many domains such as information retrieval, university

admission, and more [8, 9, 10]. The fairness of ranked results can be influenced by various

factors, including historical biases, the misrepresentation of groups in training data [11], biases

embedded in tools used for data interpretation, such as those for image [14] and text analysis

[15], as well as implicit biases inherent in user interaction patterns [16].

Fairness in ranking holds profound significance due to its impact on equitable opportunities

and the prevention of discrimination. In various domains, ranging from information retrieval to

critical sectors like healthcare and education, ranking systems are employed to make decisions

that directly influence individuals’ lives. Ensuring fairness in these systems is paramount to pre-

vent biases from perpetuating and exacerbating existing societal inequalities. When rankings

favor certain groups based on sensitive attributes such as race, gender, or socioeconomic back-

ground, it can result in unjust outcomes and hinder equal access to opportunities. Fair ranking

mitigates these concerns by employing objective criteria that focus solely on relevant attributes,

thus safeguarding against discrimination and fostering a more just and inclusive environment.

Moreover, fair ranking contributes to the establishment of trust in automated decision-making

processes, bolstering transparency and accountability in systems that impact diverse popula-

tions.

Ranking systems serve a multitude of purposes, each tailored to meet the distinct needs of

different users. As a consequence of this adaptability, fairness interpretations become linked to

the specific scenario at hand. This dynamic landscape necessitates the availability of a range

of fairness metrics, each tailored to address different contextual demands. It is of paramount

importance to thoroughly grasp these proposedmetrics, empowering experts to select themetric

that aligns best with the nuances of their specific application.

This chapter aims to explore the subject of bias and discrimination in ranking systems,

emphasizing the importance of visualization as a powerful tool for uncovering and compre-
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hending these underlying issues. By visualizing the patterns and disparities present in ranking

algorithms, we can shed light on the mechanisms that contribute to bias and discrimination,

providing valuable insights into the operation and impact of these systems.

The importance of understanding the presence of bias and discrimination in ranking al-

gorithms cannot be overstated. Firstly, it is a prerequisite for providing equal opportunities

and treatment for all individuals, irrespective of their background, race, gender, or other pro-

tected attributes. By identifying and mitigating biases, we can strive towards creating fairer and

more inclusive ranking systems that promote diversity and avoid reinforcing existing societal

inequalities.

Secondly, acknowledging the biases present in ranking algorithms is essential for trans-

parency and accountability. As these algorithms increasingly shape our lives, it is imperative

that we comprehend their inner workings and the potential consequences they have on individ-

uals and communities. Visualization serves as a powerful tool in this endeavor, as it provides a

tangible representation of the biases and discrimination embedded within these systems, mak-

ing them more comprehensible and accessible to both researchers and the general public.

Finally, by exploring the work that has been done in this field, we can build upon existing

knowledge and develop strategies to mitigate bias and discrimination in ranking algorithms ef-

fectively. Previous research efforts have highlighted various techniques and methodologies for

understanding and visualizing bias, laying the foundation for further exploration and improve-

ment.

In summary, this chapter aims to explore the intricate relationship between bias, discrimi-

nation, and ranking algorithms. By employing visualization techniques, we seek to reveal the

hidden biases within these systems and advance our understanding of their impact on individ-

uals and society. By building upon previous research, we hope to contribute to the ongoing

efforts of creating fairer, more transparent, and accountable ranking algorithms in the digital

landscape.

This chapter makes a contribution to the field by developing a novel visual analytics tool

specifically designed to assess bias in ranking systems. The tool provides users with diverse

options to explore and interact with the interface, empowering them to uncover hidden biases

and obtain relevant information effectively. This study incorporates interdisciplinary research
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from fields such as Epidemiology, fairness, XAI-Healthcare, interactive visualization, HCI, and

causal inference, reinforcing the comprehensive nature of our work.

6.2 Background

6.2.1 Bias

Bias or discrimination in ranking systems refers to the presence of unfair or unjust treatment

based on specific sensitive attributes when generating rankings or recommendations [17]. A

sensitive attribute refers to a characteristic or personal attribute that is considered protected or

sensitive due to its potential for discrimination or bias. These attributes are typically intrinsic

to individuals and include factors such as sex, race, age, income, disability status, sexual orien-

tation, or religion. Sensitive attributes are protected under various anti-discrimination laws and

regulations to ensure fair treatment and equal opportunities for individuals regardless of these

attributes [18]. When ranking systems exhibit bias or discrimination, it means that the system’s

outcomes or recommendations are influenced by the sensitive attributes of individuals, leading

to unequal treatment or disadvantages based on these attributes.

For instance, in a job search ranking system, bias may occur if the system favors candi-

dates of a particular race or gender, resulting in individuals from other racial or gender groups

receiving lower rankings or fewer opportunities.

Bias or discrimination in ranking systems can arise due to various factors, including biased

training data, algorithmic design choices, or systemic societal biases [19] that reflect historical

inequalities. These biases can arise from various factors, including:

Sampling Bias: Bias can occur if the training data used to develop the ranking system

is not representative of the diverse population it aims to serve. For example, if the training

data predominantly consists of individuals from certain demographic groups, the system may

inadvertently favor those groups, leading to biased outcomes [20].

Stereotyping Bias: Ranking systems may inadvertently perpetuate stereotypes by associ-

ating certain attributes with specific outcomes. For instance, if a job ranking system favors

candidates from prestigious universities, it may inadvertently reinforce existing biases in hir-
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ing practices, disadvantaging candidates from underrepresented backgrounds who may have

equally relevant skills and experiences.

Proxy Bias: Proxy variables, such as zip codes or educational attainment, may be used

as substitutes for sensitive attributes like race or income [21]. However, these proxies can

introduce bias if they are correlated with the protected attributes and result in unfair rankings or

recommendations. For example, if a loan ranking system uses zip code as a proxy for income,

it may disadvantage individuals residing in historically marginalized neighborhoods.

Feedback Loop Bias: Ranking systems that incorporate user feedback may be susceptible

to feedback loop biases. If the feedback itself is influenced by existing biases or discriminatory

practices, the systemmay perpetuate and amplify those biases over time. This can create a cycle

of bias, where certain groups consistently receive lower rankings or recommendations due to

historical inequalities [22].

Contextual Bias: Ranking systems may fail to account for the contextual factors that affect

individuals’ experiences and qualifications [23]. For instance, a college ranking system that

does not consider the socioeconomic background of students may unfairly favor institutions

that predominantly enroll students from privileged backgrounds, overlooking the achievements

of students who have overcome significant barriers.

It is crucial to identify and address these biases to ensure fair and equitable outcomes in

ranking systems, promoting equal opportunities and reducing unjust disparities based on sen-

sitive attributes.

6.3 Fairness Metrics

The proposed notions of fairness in ranking primarily focus on achieving fairness among groups

[12, 31, 32]. This approach aims to secure equal treatment or results for groups of individuals

based on attributes such as race, gender, or age that are protected by law. Most of these efforts

employ statistical measures of parity. Statistical parity, one of the simplest definitions of fair-

ness, entails ensuring that each group receives a just share of favorable outcomes. This concept

is especially valuable when there exists a necessity for diversity as a means to attain equitable

distribution for groups that have previously faced historical discrimination.
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However, it has been recognized that imposing statistical parity might come at the expense

of predictive accuracy and potentially compromise fairness for individuals [33]. Due to such

concerns, adaptations of fairness definitions used in classification have also been suggested

for ranking scenarios. The idea of individual fairness in classification proposes that similar

individuals should be treated similarly. This principle has been extended to the ranking by

Biega et al. [34]. Equalized Odds criteria, introduced in the context of classification by Hardt

et al. [35], aim to ensure that an object’s probability of receiving a specific label from the

classifier remains independent of its group membership, given the true class label. Equalized

Odds require that the false positive and true positive error rates are comparable across all groups.

Lastly, fairness definitions grounded in causality [36, 37] try to understand the connections

between data attributes and predicted outcomes, offering an alternative approach to assessing

fairness beyond evaluation metrics.

Fairness definitions tailored for classification tasks revolve around the fact that individuals

under evaluation will receive either positive or negative outcomes, corresponding to positive

and negative classes. However, in the context of ranking tasks, determining a preferred outcome

is more nuanced. Here, the position in the ranking dictates the outcome for the ranked items,

granting advantages to those placed in higher positions. Yet, in rankings, the position is relative,

influenced by multiple factors such as the quality of other items on the list and the significance

of specific ranks (referred to as position bias [38]). Proposed fairness metrics for ranking aim to

address this complexity by gauging group advantage within a ranking, employing established

approaches in information retrieval (IR): including top-k analysis [39], pairwise inversions [40],

and cumulative discounted metrics [11]. In this research, we will extend this IR approach to our

ranking system, utilizing it to assess bias and subsequently create a visualization that enables

users to interact with and discover the information they require.

6.4 Formulating the Fair Ranking Problem

The concept of ranking can carry different interpretations in various contexts, and models de-

signed for ranking can be trained using diverse types of ground truth data. Rank predictions can

be generated from training data that employ binary labels or discrete labels with ordered cate-
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gories. Traditional regression assigns ranks based on continuous scoring functions. Learning-

to-rank approaches also encompass pairwise and listwise models [12]. To ensure broad ap-

plicability, we adopt a model-agnostic approach targeting general rankings. Our assumption

is that an order is established for a set of candidates  from the set X. This order defines a

ranking of X, represented as a permutation π = [1 ≺ 2 ≺ . . . ≺ n] encompassing all

candidates. Within this, π signifies a complete ordering relation on X, where  ≺ j implies

that  is more favorably positioned than j in the ranking π. The position of a candidate 

within the ranking π is denoted as π(). Following the convention, lower numerical positions

are deemed more favorable, with π() = 1 representing the highest rank position.

In a unique context relevant to fairness analysis, each ranked candidate also possesses asso-

ciated protected attributes, such as race, gender, or age. These attributes divide the dataset into

distinct or overlapping groups, denoted as {G1, . . . , Gm| ∪m=1 |G| = |X|}. In many cases, a
specific group corresponds to a minority or disadvantaged based on their sensitive attribute.

Definition 6.1. Given a group error metric LG(π, π̂), a Fairness Criterion (FC) is an eval-

uation rule that designates a ranking π̂ as fair concerning a true ranking π if: LG(π, π̂) =

LGj(π, π̂) for all G and Gj where  ̸= j. Fairness is assessed by comparing the errors for

each group, determining if they are similar or within a predefined threshold, denoted as ε. The

greater the disparity in errors among the groups, the more unfair the ranking is considered to

be. Hence, our evaluation hinges on selecting a suitable group error function L tailored for

rankings.

6.4.1 Defining Groups

While much of the research on algorithmic fairness centers around the scenario of two binary

groups, the real-world situation involves candidates with complex, intersecting identities that

encompass more than one protected group. In certain cases, a single candidate itemmight relate

to multiple individuals. Often, practical scenarios may lack access to sensitive data for analy-

sis [13]. We explore the potential expansion of our methodologies to scenarios with multiple

overlapping groups as relevant. To simplify matters, we will focus on analyzing fairness within

two distinct groups for the remainder of this study.
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6.5 Related Work

In this section, we explore a range of innovative visual analytics systems that address fairness

and discrimination concerns within machine learning, decision-making, and ranking contexts.

FAIRVIS [24] is introduced as a mixed-initiative visual analytics system that incorporates a

novel subgroup discovery technique to assess the fairness of machine learning models. This

tool allows users to apply domain knowledge to generate and explore known subgroups, as

well as investigate suggested and similar subgroups. FAIRVIS’s coordinated views provide

both a high-level overview of subgroup performance and detailed investigation capabilities.

Through its interactive visualization, FAIRVIS aids in discovering biases in real-world datasets

used for income prediction and recidivism. The system’s primary focus is on helping data

scientists and the general public comprehend and build more equitable algorithmic systems.

FairSight [25] proposes a visual analytic system designed to achieve various notions of fairness

in ranking decisions. The tool identifies actions required to enhance fairness in decision-making

processes, including understanding, measuring, diagnosing, and mitigating biases. Through a

case study and user study, FairSight’s visual analytic and diagnostic modules are demonstrated

to effectively aid in understanding the fairness-aware decision pipeline and achieving fairer

outcomes.

DiscriLens [26] offers an interactive visualization tool to comprehensively analyze discrim-

ination in machine learning. It employs causal modeling and classification rules mining to iden-

tify potentially discriminatory itemsets. The tool’s combination of extended Euler diagrams

and matrix-based visualization introduces a novel set visualization method. Through this ap-

proach, DiscriLens facilitates the exploration and interpretation of discriminatory itemsets, as

confirmed by a user study. The tool proves informative in understanding and reducing algorith-

mic discrimination. RMExplorer [27] is an interactive visualization system developed for risk

model assessment. Users can define patient subgroups based on various characteristics, explore

risk model performance and fairness within these subgroups, and understand feature contribu-

tions to risk scores. A case study involving atrial fibrillation risk models demonstrates the tool’s

utility. RMExplorer empowers researchers to assess risk model performance and biases within

specific subpopulations, contributing to a better understanding of model behavior.



112 Chapter 6. Unveiling Bias and Discrimination in Ranking through Visualization

FairFuse [28] introduces a visualization system to generate, analyze, and audit fair consen-

sus rankings. The tool employs parallel-coordinates style rank visualizations to encode group

fairness measures. Users can generate and explore fair consensus rankings through interactions.

FairFuse supports decision-makers in ranking scenarios where fairness is a concern, contribut-

ing to a more balanced decision-making process. FairRankVis [29] presents a visual analytics

framework for exploring multi-class bias in graph mining algorithms. The tool supports group

and individual fairness comparisons, enabling developers to assess algorithmic debiasing im-

pacts. The framework showcases two usage scenarios investigating algorithmic fairness. Fair-

learn [30] includes an interactive visualization dashboard and unfairness mitigation algorithms.

It aids in navigating trade-offs between fairness and model performance. Fairlearn acknowl-

edges that complete debiasing is challenging due to complex sources of unfairness, emphasizing

the importance of mitigating fairness-related harms.

Introducing a novel viewpoint, we propose a visual analytics tool engineered to evaluate

bias and fairness within ranking systems. This tool’s standout feature is its model-agnostic na-

ture, allowing it to integrate with diverse ranking methodologies, making it adaptable to a wide

array of scenarios. While we specifically demonstrate its effectiveness in the context of ICU pa-

tient prioritization, its adaptability extends beyond, fitting various applications. By harnessing

intersectional sensitive attributes, coupled with fairness metrics and interactive visualization,

we introduce a comprehensive framework. This empowers users to conduct in-depth examina-

tions, enabling them to thoroughly investigate and assess potential biases.

6.6 Methodology

In this section, we provide a detailed description of the methods employed to assess and vi-

sualize bias in the ranking system. Our approach utilizes several techniques aimed at gaining

insights into the presence and impact of bias based on sensitive attributes. The following meth-

ods are utilized:
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Rank Equality

The fairness assessment in classification, known as the Equalized Odds criteria, focuses on the

rate at which different groups are incorrectly assigned to preferred or non-preferred categories.

In the context of evaluating rankings, the determination of preference is not binary but is instead

based on the relative positions within the ranking. The top position in a ranking can be likened

to the positive class, symbolizing a preferred outcome.

When a model overestimates the position of an object, it inaccurately assigns it a more

favorable ranking than its true position. This can be compared to a false positive error made by

a classifier. Similarly, underestimating an object’s position penalizes it incorrectly, similar to a

false negative. Following this principle, we quantify the Rank Equality error for a group (G)

by counting the number of instances where pairs of items in the predicted ranking incorrectly

favor that group over another group (Gj). This metric, described in Definition 7.1, captures the

frequency of objects from group G being erroneously overestimated compared to those from

group Gj.

The Rank Equality error is normalized by the total number of mixed pairs, ensuring that the

error value falls within the range of [0, 1]. This normalization process provides an understand-

able measure of preference and addresses any disparities in group sizes.

Definition 7.1: Rank Equality Error Given a true ranking (ρ) and a predicted ranking

(ρ′) of items () belonging to mutually exclusive groups (G1 and G2), where (D≺j(X))

represents the count of discordant pairs favoring group G1 over G2 in the predicted ranking,

and (,j(X)) is a count related to the number of pairs within the ranking, the Rank Equality

error for group G1 is computed as follows:

ReqG1(ρ, ρ
′) =

D≺j(X)

,j(X)
.

The concept of Rank Equality emphasizes that no group should experience unfair advan-

tages or penalties compared to other groups.

Rank Parity

We utilize the concept of pair inversion to formulate a metric that aligns with the fairness criteria

of statistical parity, as observed in prior research on equitable ranking [39, 31]. In this context,
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the objective is to ensure an equitable representation of individuals from each group within

items that receive favorable ranking positions. Our proposal involves quantifying pairs in which

one group is favored over the other in the acquired ranking, without considering their positions

in the original ranking. To make this measure interpretable, we once again standardize it by the

total count of mixed pairs within the acquired ranking.

Definition 7.3: Rank Parity Error Given a predicted ranking (ρ′) of items ( ∈ X)

belonging to two distinct and mutually exclusive groups (G andGj), where (≺j(X)) denotes
the number of mixed pairs of objects favoring group G over Gj in the predicted ranking, and

(,j(X)) signifies the total count of pairs within the ranking, the Rank Parity error for group

G is computed as follows:

ReqG(ρ, ρ
′) =

≺j(X)
,j(X)

.

The central aim of Rank Parity is to ensure fairness in the distribution of ranking privileges

across various groups. This is achieved by assessing pairs where one group is favored over the

other within the predicted ranking, regardless of their original positions. To compute the Rank

Parity errors for groups G and Gj, we evaluate the count of mixed pairs favoring G over Gj.

This calculation emphasizes equity and guards against any potential ranking imbalances.

6.6.1 Interactive Visualizaiton

Our comprehensive visual analytic tool comprises five principal components that users can

seamlessly navigate through: Home, Compare, What-If, Intersectional Analysis, and Group

Fairness. Within each of these sections, users are presented with a range of valuable insights,

including ranking outcomes, statistical summaries of sensitive attributes, and fairness metrics.

By actively engaging with the system’s interactive features, users can delve into detailed inves-

tigations aimed at assessing bias and fairness within the system’s operations. The subsequent

sections will provide detailed explanations of each component, shedding light on their distinct

purposes and roles within the broader analytical framework. This will enable a comprehen-

sive understanding of how each component functions and contributes to the overall analytical

structure.
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Home component

In the “Home” component, users are presented with a vertically listed display of the top 10

ranked items, each represented as a separate row. These rows encompass a comprehensive

depiction of the associated attributes, including four sensitive factors: race, age percentile, sex,

and income interval. Concurrently, statistical insights into these sensitive attributes are visually

encapsulated through pie charts and stacked bar plots.

A pie chart visually represents categorical data, illustrating the proportionate distribution of

different categories within the given attributes. It particularly serves to depict gender and race

attributes, revealing the male-to-female ratio and the distribution of racial categories within the

population.

On the other hand, a stacked bar chart presents a graphical representation where each bar

is segmented into different sub-components, reflecting the composition of two variables in re-

lation to each other. In this context, it specifically elucidates the interrelation between sex and

income interval, displaying how the two attributes intersect within the population.

These visual aids—pie charts and stacked bar plots—employed in the “Home” component

serve as illuminating tools, providing insight into gender and race distributions as well as the

correlation between sex and income, with the goal of enhancing the users’ grasp of the popula-

tion’s attributes and dynamics.

Compare Component

Within the “Compare” component, users are presented with two distinct sets of ranking results

for comparison. The initial list incorporates sensitive attributes during both the training and

ranking processes, while the subsequent list omits these attributes from the training phase.

The first ranking list provides a direct representation of ranks from 1 to 10. Meanwhile,

the second list, which exhibits the top 10 rankings, employs a different approach. In this list,

the numerical indicators denote the corresponding ranks in the alternative list. For instance, an

entry marked as “P8” signifies that, when sensitive attributes were excluded from the training,

the item would have achieved the second rank, whereas, in the context where these attributes

were incorporated, it occupied the second position.
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In summary, the ”Compare” component furnishes users with the means to contrast ranking

outcomes under differing conditions, offering insights into the impact of sensitive attributes on

the system’s performance. the comparison can unveil the impact of sensitive attributes on the

ranking order. When an entry is assigned a different rank between the two lists, it signals the

potential influence of sensitive attributes on the system’s decisions. Such discrepancies can

indicate instances, where items favored due to their sensitive attributes in one context, might

be ranked differently when these attributes are not considered.

Using the indicators from the first ranking result to the second group provides a quanti-

tative representation of how much the inclusion or exclusion of sensitive attributes alters the

ranking position. This can highlight cases where certain attributes exert significant influence,

potentially leading to biases favoring or disadvantaging specific attributes.

Furthermore, the comparison can also bring to light cases where the system is consistently

or significantly biased across multiple items. For instance, if a particular sensitive attribute

consistently leads to higher or lower rankings across the board, it suggests a potential systemic

bias that requires scrutiny.

The side-by-side comparison of these two ranking lists equips users with the means to detect

potential biases arising from sensitive attributes. By assessing discrepancies and understanding

the degree of influence these attributes wield on the rankings, users can uncover patterns of

potential bias and gain valuable insights into the fairness and equity of the system’s outcomes.

What-if Component

Within the ”What-If” component, users can modify the sensitive attribute associated with each

item and subsequently observe the potential repercussions on its ranking. This dynamic feature

not only permits users to explore hypothetical scenarios but also serves as a powerful tool for

investigating the sensitivity of rankings to variations in sensitive attributes.

Through these ”what-if” experiments, users can uncover valuable insights into the extent

to which specific attributes wield influence over an item’s position in the ranking. These in-

vestigations allow users to gauge whether certain attributes hold disproportionate sway over

rankings, potentially leading to preferential or adverse treatment. Moreover, this facet pro-

vides an avenue to discern whether alterations in attributes lead to significant shifts in ranking
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positions, thereby illuminating the degree of sensitivity in the ranking process.

Furthermore, the ”What-If” component offers users the opportunity to identify attributes

that might carry a higher propensity to introduce disparities or biases within the ranking out-

comes. By interactively modifying attributes and observing corresponding changes in rankings,

users can pinpoint attributes that may warrant closer examination for potential fairness-related

concerns.

Intersectional Analysis Component

We use a heatmap visualization to represent intersectional analysis. A heatmap is a graphical

representation commonly employed in data visualization to portray the distribution and rela-

tionships among two-dimensional data points through the use of colors. It constitutes a grid-like

structure, where each cell corresponds to a specific combination of two variables. The colors

within these cells are indicative of the magnitude or intensity of a third variable, typically rep-

resented by a numerical value.

Heatmaps visualize information by assigning colors to cells in a grid based on the values

of the third variable. Darker or brighter colors are used to represent higher or lower values,

respectively, creating a visual gradient that allows for easy interpretation. This technique al-

lows patterns, trends, and anomalies within the data to become evident. This analysis involves

the intersection of two sensitive attributes, allowing for an in-depth examination of potential

disparities within minor groups. By employing heatmap visualization, it becomes possible to

discern whether these minor groups are being treated similarly or if differences exist, thus fa-

cilitating investigations into group fairness. The colors within the heatmap cells serve as a clear

visual cue to highlight variations in the analyzed data, offering a comprehensive and accessi-

ble means of understanding intricate relationships and patterns. This technique is particularly

valuable for unraveling complex interactions and disparities within multidimensional datasets.

We enhanced the functionality of this heatmap by introducing interactivity, enabling users to

select their preferred sensitive attributes. This interactive feature empowers users to generate

a heatmap specific to the intersection of their chosen attributes. This innovation serves as a

powerful tool for discerning patterns and conducting diverse intersectional analyses. By offer-

ing the flexibility to investigate various attribute combinations, users are equipped to uncover
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nuanced insights and delve into the complexities of the dataset, which can contribute to a more

comprehensive understanding of underlying relationships and disparities.

Group Fairness Component

In the section 6.6 and 6.6, we established the definitions of Equality of Ranking Position and

Rank Parity as our fairness metrics. Building upon this foundation, we have chosen to utilize a

bubble chart to visually depict these fairnessmetrics. A bubble chart serves as a graphical tool to

represent data that involves three distinct variables. It operates within a two-dimensional grid,

where one variable is positioned along the horizontal axis, another along the vertical axis, and

the third is denoted by the size of circles, commonly referred to as “bubbles,” at the intersections

of this grid.

Through this visual representation, the values of each variable are conveyed by the position

of their corresponding data points on the axes, while the magnitude of the third variable is sym-

bolized by the size of the bubbles. This approach allows for the simultaneous examination of

multiple dimensions of the data, thereby facilitating the identification of patterns, relationships,

and discrepancies.

In our bubble chart, the size of each bubble corresponds to the fairness values, and various

sensitive attribute groups are differentiated using distinct colors. This visual technique effec-

tively presents fairness trends, offering a clear understanding of these values across different

attribute groups. By combining bubble size, color differentiation, and interactivity, we enhance

the clarity and depth of the information presented.

Furthermore, our bubble chart is designed to be interactive, empowering users to dynami-

cally explore the fairness metric alongside different attributes. This interactive feature enables

users to delve into potential instances of discrimination by observing how the fairness metric

changes across various sensitive attributes. By facilitating this investigative process, the inter-

active bubble chart can be used to recognize disparities and can light on how different attributes

influence fairness outcomes.
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6.7 Case Study: Prioritizing Patients to ICU: Assessing Bias

In this case study, we aim to prioritize patients for admission to the Intensive Care Unit (ICU)

using the SIRIO dataset [41] and the XGBoost machine learning algorithm. Additionally, we

employ the methodology described previously to assess and visualize any potential bias in the

prioritization process based on sensitive attributes. By leveraging advanced techniques, such as

partial dependence plots, LIME, counterfactual explanations, fairness metrics, and sensitivity

analysis, we gain insights into the presence and impact of bias in the ICU admission ranking

system.

6.7.1 Data Preparation

We start by acquiring the SIRIO dataset, which comprises anonymized medical records of pa-

tients. The dataset consists of 1925 observations and 231 columns. Each observation is asso-

ciated with a unique patient identifier, PATIENT_VISIT_IDENTIFIER. It is important to note

that there may be multiple entries for the same PATIENT_VISIT_IDENTIFIER, representing

different stages of the patient since admission.

The dataset includes a wide range of patient information, including demographic data, pre-

viously grouped diseases, blood results, vital signs, and blood gases. Additionally, there are 42

features that have been expanded to include the mean, maximum, minimum, difference, and

relative difference.

Upon examining the dataset, we find that there are 385 unique patients, and each patient has

five entries in the original dataset. These five entries correspond to the different windows during

which the patients were monitored. However, it is crucial to exclude data from the windows

when the patients were already transferred to the intensive care unit (ICU). This exclusion is

recommended because the target event may have occurred before the results were obtained, as

advised by the source of the dataset.

To analyze the relationship between patient admission to the ICU and their historical data,

we need to restructure the dataset. Our objective is to have each entry in the dataset provide

information about patients admitted to the ICU in the current window, as well as their data from

the two immediate previous windows. Consequently, entries that contain data when the target
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variable is present (i.e., the patient was already in the ICU) should be excluded from the final

dataset.

To address missing values, we utilize the values from the neighboring windows of the same

patient to fill in the gaps. This approach helps maintain the temporal relationship and contextual

relevance of the data, enabling us to obtain a more comprehensive understanding of the target

variable and its association with the patient’s historical information.

By restructuring the dataset and incorporating the necessary adjustments, we can create a re-

fined dataset that allows us to analyze the relationship between patient characteristics, historical

data, and ICU admission. This data preparation process ensures that the dataset is compatible

with the subsequent steps, such as training the XGBoost model and assessing bias using the

methodology described previously.

6.7.2 Model Training

After preprocessing the dataset, we proceed to train a predictive model using the XGBoost algo-

rithm. XGBoost is a powerful gradient boosting algorithm widely recognized for its capability

to handle complex patterns and generate accurate predictions. It has gained popularity in vari-

ous domains due to its superior performance and ability to capture intricate relationships within

the data.

In this case study, we compare the performance of different machine learning algorithms,

including Support VectorMachines (SVM), Neural Networks, andXGBoost. We evaluate these

algorithms based on their ability to predict the urgency or severity of a patient’s condition, which

serves as a proxy for ICU prioritization. XGBoost outperforms the other algorithms in terms

of accuracy.

The XGBoost model is trained on the preprocessed dataset, utilizing a gradient-boosting

framework that combines the outputs of multiple weak learners (decision trees) to form a robust

and accurate ensemble model. XGBoost employs a combination of boosting and regularization

techniques to iteratively improve the model’s performance by minimizing prediction errors and

preventing overfitting.

During the training process, the XGBoost model learns complex patterns and relationships
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from the dataset, capturing important features and their interactions. It is trained to predict

the urgency or severity of a patient’s condition based on the available input features, which

encompass demographic information, medical history, vital signs, and other relevant factors.

Themodel outputs predictive probabilities, which represent the estimated likelihood of a patient

having a more severe condition.

These predictive probabilities serve as the basis for ranking patients in the ICU prioritization

process. A higher probability indicates a higher estimated severity of the patient’s condition,

suggesting a greater need for immediate admission to the ICU. By utilizing these probabilities

as a ranking criterion, we can effectively prioritize patients based on their estimated urgency,

ensuring that those with more severe conditions receive the necessary care sooner.

Through extensive experimentation and performance evaluation, XGBoost demonstrates

superior predictive capabilities compared to SVM, Neural Networks, and other algorithms con-

sidered in this study. Its ability to handle complex patterns, optimize model performance, and

generate accurate predictions, including predictive probabilities, makes it well-suited for the

task of ICU prioritization based on the severity or urgency of a patient’s condition.

This example shows how utilizing XGBoost as our predictive model and leveraging the

associated predictive probabilities as the ranking criterion, we could make informed decisions

regarding ICU prioritization. This could help ensure that patients with higher estimated proba-

bilities, indicating more severe conditions, are admitted promptly and receive the critical care

they require.

6.7.3 Results: Ranking and Visualization of ICU Admissions

We applied our ranking algorithm to patients being considered for admission to the Intensive

Care Unit (ICU) and subsequently employed a comprehensive visual analytic tool to interpret

the outcomes. The tool consists of five distinct components: Home, Compare, What-If, Inter-

sectional Analysis, and Group Fairness visualization. Each component offers unique insights

into the ranking results, with the goal of providing a comprehensive understanding of the fair-

ness and bias implications within the system.
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Home Component

The Home component presents an intuitive overview of the top 10 ranked items. Figure 6.1

illustrates this component, with each row representing an item and displaying the sensitive

attributes of race, age percentile, sex, and income interval. The associated statistics are depicted

using pie charts and stacked bar plots, illustrating both gender and race distributions and the

correlation between sex and income.

Figure 6.1: Home Component Visualization

Compare Visualization

In the Compare component (Figure 6.2), two ranking lists are aligned for comparison. The first

list incorporates sensitive attributes in both training and ranking processes, while the second

list excludes these attributes during training. This comparison allows users to evaluate the

influence of sensitive attributes on ranking outcomes and discern potential biases introduced

by their inclusion.
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Figure 6.2: Side-by-Side Comparison of Ranking Lists: The first list integrates sensitive at-

tributes throughout both the training and ranking stages, whereas the second list omits these

attributes during training. Exploring the Impact of Attribute Inclusion on Rankings.

What-If Visualization

Figure 6.3 showcases the What-If component, where users can interactively modify sensitive

attributes and observe resultant changes in item rankings. This functionality provides insights

into the influence of attributes on rankings and enables users to identify attributes that signifi-

cantly impact an item’s position, thus shedding light on potential sources of bias.

Intersectional Analysis Visualization

The Intersectional Analysis component (Figure 6.4) delves into the crossroads of two sensitive

attributes. By visualizing the intersections, users can discern patterns and disparities that might

be obscured by singular attribute analysis, thereby enabling deeper exploration of group fairness

and potential biases.

Group Fairness Visualization

Figure 6.7 represents the Group Fairness component, where users can examine group-specific

fairness metrics. This visualization offers a comprehensive view of how different sensitive
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Figure 6.3: What-If Analysis Component.

attributes impact fairness outcomes, aiding users in identifying groups that may experience

disparate treatment.

6.8 Discussion

While the visual analytics tool may suggest that biases exist within the ranking system, it is

essential to conduct causal analysis to understand the underlying factors contributing to the ob-

served disparities. The tool’s ability to filter sensitive attributes and explore fairness metrics

provides a starting point for investigation, but additional statistical techniques and careful ex-

amination of potential confounding variables are necessary to establish causality. For instance,

if the tool reveals that male applicants have a significantly higher acceptance rate, it does not

automatically imply that discrimination or biases are present. It is crucial to consider other rel-



6.8. Discussion 125

Figure 6.4: Heatmap Illustrating Intersectional Analysis of Age and Race.

evant variables that could explain this disparity, such as the applicants’ scores or educational

backgrounds. To conduct a causal analysis, researchers can utilize statistical techniques like re-

gression analysis or propensity score matching. By controlling for potential confounders such

as scores or educational qualifications, researchers can isolate the effect of sensitive attributes

(in this case, gender) on the rankings. If, after adjusting for relevant factors, a significant dis-

parity still persists, it suggests the presence of biases in the ranking system. Additionally,

researchers can explore additional dimensions within the visual analytics tool, such as socioe-

conomic status or prior educational opportunities, to gain a more comprehensive understand-

ing of the factors influencing the rankings. This multi-dimensional analysis helps disentangle

the complex relationships between various attributes and outcomes, facilitating more accurate

causal inference. It is crucial to approach causal analysis with caution and consider the limita-

tions of the data and the potential for alternative explanations. Causal inference requires careful

design, rigorous statistical methodologies, and an understanding of the specific context under

investigation. In summary, while the visual analytics tool can suggest the presence of biases

within the ranking system, it is necessary to conduct a thorough causal analysis to understand
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Figure 6.5: Heatmap Illustrating Intersectional Analysis of Sex and Race.

the underlying factors driving the observed disparities. By employing statistical techniques,

controlling for confounding variables, and considering multiple dimensions, researchers can

discern whether the observed differences in acceptance rates are indeed the result of biases or a

consequence of other factors such as scores or educational backgrounds. By combining exper-

tise from these diverse domains, our research brings a unique perspective to the assessment of

bias in ranking systems. We emphasize the importance of incorporating clinical epidemiologi-

cal perspectives, ensuring that healthcare-related rankings are examined thoroughly, leading to

insights that can address healthcare disparities and improve patient outcomes. Moreover, our

visual analytics tool integrates fairness metrics and techniques from XAI-Healthcare to provide

interpretable and transparent visualizations that can enhance the fairness and accountability of

ranking algorithms.

We underscore the importance of multi-modal explanations, interactive features, and cater-

ing to the distinct needs of a specific user group. Our tool places a strong emphasis on multi-

modal explanations, employing a blend of visual components and interactive elements. This

multifaceted approach ensures that individuals with varying technical backgrounds can grasp
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Figure 6.6: Group Fairness Assessment based on Age Percentile.

the intricacies of bias in these systems.

Interactivity is a core principle embedded in our tool’s design. By offering a range of in-

teractive options, our tool immerses users in the data, allowing them to actively explore and

uncover insights. This engagement can not only aid in the identification of potential bias but

can also empower users to play an active role in addressing bias within ranking systems.

Furthermore, we have tailored our tool to cater to the specific requirements of policymakers

as the target user group. Recognizing their unique needs, the tool furnishes explanations that

directly align with policy concerns. The language and insights provided are tailored to integrate

into policy discussions and to enable policymakers to make informed decisions that have far-

reaching implications.

In summary, our work is an endeavour that integrates multiple disciplines and methodolo-

gies. The development of our visual analytics tool, combinedwith our exploration of epidemiol-

ogy, fairness, XAI-Healthcare, interactive visualization, and HCI, emphasizes the significance

of our research in tackling bias in ranking systems. This contribution has the potential to drive

positive change, promoting fairness, transparency, and accountability in the digital landscape

while fostering improved decision-making and user experiences.
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Figure 6.7: Group Fairness Assessment based on Income Categories.

6.8.1 Conclusion

In conclusion, this chapter presents an investigation into bias and discrimination in ranking

systems, with a specific focus on the prioritization of patients for admission to the ICU. By

applying advanced techniques and fairness metrics to the SIRIO dataset and utilizing the XG-

Boost algorithm, we can gain valuable insights into the presence and impact of bias based on

sensitive attributes.

The case study presented in this chapter demonstrates the application of our methodology

for assessing and visualizing bias in ICU prioritization. Through the use of advanced tech-

niques such as partial dependence plots, LIME, counterfactual explanations, fairness metrics,

and sensitivity analysis, we are able to gain a deeper understanding of the biases inherent in the

ranking system.

The findings from this study contribute to the ongoing efforts to improve fairness and miti-

gate bias in healthcare decision-making processes. By leveraging visualization techniques and

incorporating fairness metrics, we gain valuable insights into the presence and impact of bias,

which in turn can inform strategies for promoting equitable access to critical care resources.

This research emphasizes the importance of addressing bias and discrimination in ranking

systems to ensure fairness, transparency, and accountability in healthcare settings. By identi-

fying and mitigating biases, we can strive towards creating ranking systems that provide equal
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opportunities and treatment for all individuals, irrespective of their sensitive attributes.

Furthermore, the insights gained from this study have implications beyond healthcare, as

they contribute to the broader field of ranking system design and implementation. By consid-

ering diverse perspectives and incorporating interdisciplinary research, such as Epidemiology,

fairness, XAI-Healthcare, interactive visualization, HCI, and causal inference, we provide a

comprehensive assessment of bias in ranking systems.

In conclusion, this chapter underscores the significance of visual analytics tools andmethod-

ologies in assessing and visualizing bias in ranking systems. The application of these techniques

in the context of ICU prioritization using the SIRIO dataset and XGBoost algorithm provides

valuable insights into the presence and impact of bias. The findings contribute to ongoing ef-

forts to promote fairness, mitigate bias, and ensure equitable access when deploying clinical

decision support.

Future Work

Based on the insights gained from the bias assessment, we will develop strategies to mitigate

bias and enhance fairness in the ICU admission ranking system. This may involve adjusting the

weighting or treatment of sensitive attributes, incorporating additional fairness constraints into

the model, or refining the decision-making process to minimize disparities based on sensitive

attributes.
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Chapter 7

Conclusion

In this chapter, we present concise summaries of the five integrated article chapters, which to-

gether constitute the core of this dissertation. These summaries offer a comprehensive snapshot

of the key insights and findings derived from our research in Explainable AI and its application

in Clinical Decision Support Systems.

Moreover, we highlight the overall contributions of this dissertation to the field. Our work

endeavors to bridge the gap between AI and healthcare by fostering transparency and inter-

pretability in decision-making processes. By elucidating the significance of involving end-

users, emphasizing interactive visualization, and addressing bias in ranking systems, we con-

tribute to the development of trustworthy and accountable AI-driven CDS systems.

As we conclude this dissertation, we also acknowledge that the journey of research is never

truly complete. Thus, we provide reflections on potential areas for future investigation that ex-

tend beyond the confines of this study. These thoughts on future research aim to inspire further

advancements in the realm of Explainable AI, HCI, cognitive science, and their intersection

with clinical applications.

This chapter encapsulates the essence of our research, its wider implications, and an invita-

tion to the ongoing quest formore transparent, ethical, and effectiveAI systems in the healthcare

domain.
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7.1 Chapter Summaries

The following provides high-level summary of the four integrated article chapters.

In chapter 3, we have explored the realm of Explainable Artificial Intelligence (XAI) and its

application in Clinical Decision Support Systems (CDS). We began by categorizing different

approaches to XAI, laying the foundation for understanding the significance of transparency

and interpretability in complex AI systems. With this understanding, we conducted a quick

review of the current state of XAI in CDS systems, which revealed a crucial gap in the design

process: the neglect of end-users, visualization, and evaluation aspects. Our investigation led us

to propose an interdisciplinary framework that embraces Human-Computer Interaction (HCI),

cognitive science, and human psychology to design and develop Explainable CDS systems that

are not only reliable and accurate but also adaptable in real-world clinical settings.

In chapter 4, our research focused on developing an Explainable Interactive Visualization

tool capable of explaining complex ranking systems. This tool takes into account the vary-

ing needs of users and provides multiple visualizations to cater to their unique requirements.

Through its application in triaging patients at ICU admission based on their health history and

conditions, we demonstrated how such tools could support medical practitioners in making

informed decisions. By recognizing clinicians as potential end users of our system, we have

tailored explanations to cater to their specific needs. Throughout the design process, the em-

phasis was on providing clinically actionable insights through interpretable explanations.

Moreover, we have incorporated various visualization components employing different eX-

plainable Artificial Intelligence (XAI) methods. This approach serves to accommodate multi-

modal explanations, ensuring that individuals with varying needs and levels of technological

familiarity can effectively engage with the system and attain the explanations they seek.

In chapter 5, we employed XAI methods to identify regions in machine learning models

where poor decisions were made. This granular explanation enables users to exercise caution

and discern when to trust the model’s predictions, specifically in situations like septic shock

detection. By shedding light on the decision-making process, we take a necessary step toward

instilling trust and confidence in the machine learning model’s capabilities, and hence toward

allowing healthcare professionals to integrate AI technologies more effectively into their clin-
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ical practice.

This tool was designed with policymakers as the intended end users. Adhering to the frame-

work for creating user-centered explanations, we took into account the varying preferences and

expectations of policymakers during the explanation generation process. Additionally, by in-

corporating interactive features, users can actively delve into the system to access the informa-

tion they seek. Moreover, our approach involved offering explanations through various com-

ponents, ensuring that individuals with differing levels of technological familiarity and diverse

ways of reasoning can extract valuable insights from the tool.

In chapter 6, our research delved into the critical aspect of fairness and bias in ranking

systems. We developed a visual analytics tool that employed XAI methods and fairness metrics

to assess how the model generates rankings and how fair the system is in its predictions. By

addressing bias in the CDS system, we take a key step toward ensuring equitable treatment of

patients but also toward enhancing the overall trustworthiness and accountability of the system.

In conclusion, this thesis presents a comprehensive exploration of Explainable AI in the

context of Clinical Decision Support Systems. By categorizing XAI approaches, addressing

the end-user aspect, and developing novel visualization and evaluation techniques, we have

taken significant steps toward building trust and accountability in CDS systems. The interdis-

ciplinary approach that incorporates HCI, cognitive science, and human psychology strengthens

the practicality and adoption of these systems in real-world medical settings.

The importance of this work lies in its potential to revolutionize the healthcare landscape,

fostering a symbiotic relationship between medical professionals and AI systems. As we con-

tinue to integrate AI technologies into healthcare, ensuring that these systems are explainable

and transparent becomes paramount to fostering trust, encouraging adoption, and ultimately

improving patient outcomes. Our contributions towards creating trustworthy, accountable, and

explainable CDS systems pave the way for accountable, more effective, and ethical AI-driven

healthcare practices.
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7.2 Contributions

The general contribution of this research is multifaceted and holds significance in several key

areas:

1. Advancement of Explainable AI in Healthcare: This research contributes to the growing

field of Explainable AI, specifically within the healthcare domain. By categorizing and

reviewing various approaches to XAI, this work provides a foundation for developing

transparent and interpretable AI models that can be applied in complex clinical decision-

making scenarios.

2. Bridging the Gap between AI and Healthcare: The integration of AI technologies in

healthcare has the potential to revolutionize patient care and outcomes. However, the

lack of transparency and interpretability in AI models poses challenges for their accep-

tance and adoption in critical medical contexts. This research aims to bridge this gap

by proposing an interdisciplinary framework that leverages insights from HCI, cognitive

science, and human psychology to design Explainable Clinical Decision Support Systems

that are both accurate and user-friendly.

3. End-User Involvement: By emphasizing the importance of involving end-users in the

development of AI systems, this research ensures that the resulting tools cater to the

needs and expectations of medical practitioners. Such involvement fosters user trust,

confidence, and acceptance, promoting the successful integration of AI technologies in

real-world clinical settings.

4. Explainable Interactive Visualization: The development of an Explainable Interactive

Visualization tool represents a novel contribution to the field. This tool enables clinicians

to comprehend complex ranking systems and AI predictions effectively. By providing

multiple visualizations tailored to various user needs, this research can support medical

professionals in aking informed and timely decisions in critical situations, such as patient

triaging at ICU admission.

5. Trust andConfidence inAI: Addressing the regionswheremachine learningmodelsmake

poor decisions and providing granular explanations is critical for instilling trust and confi-
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dence inAI technologies. By employingXAImethods to explainmachine learningmodel

outputs, this research can be used to equip medical practitioners with the knowledge to

exercise caution and make informed decisions when relying on AI systems, leading to

safer and more responsible AI adoption.

6. Assessing Bias and Fairness: The development of a visual analytics tool to assess bias

in ranking systems represents a vital contribution towards building equitable AI systems.

By applying fairness metrics and XAI techniques, this research enables the evaluation

of AI model rankings in terms of fairness, which is needed to ensure that the CDS sys-

tem provides equitable treatment to all patients, irrespective of their demographics or

backgrounds.

Overall, the general contribution of this research lies in its holistic approach to creating

trustworthy, accountable, and explainable Clinical Decision Support Systems. By integrating

insights frommultiple disciplines, providing interactive visualization tools, and addressing bias

and fairness, this research sets the stage for more ethical and responsible AI applications in

healthcare, thereby fostering improved patient care and outcomes.

7.3 Future work

It is important to acknowledge that, due to the limitations imposed by the COVID-19 pandemic,

we were unable to conduct formal studies to evaluate the performance and effectiveness of the

proposed systems and their interaction mechanisms. Despite this, wemade significant efforts to

enhance the system’s interpretability by offering multiple explanations with diverse interactive

visualization components to cater to the varying needs of different users.

Formal studies in the future will be essential in assessing the efficiency and usability of

these systems for both expert and non-expert users. Although the systems presented in this

research were developed and tested using healthcare databases, conducting studies with differ-

ent datasets and settings will provide valuable insights into the efficacy and generalizability of

these systems.

By conducting such studies, we can gain a better understanding of how these Explainable AI
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systems perform in practical scenarios and how effectively they aid healthcare professionals in

decision-making. Additionally, comparative studies with various datasets will help us identify

potential strengths and limitations, enabling us to refine and improve the systems further for

broader applicability and impact.

As discussed in this study, our endeavors to ensure a fair and unbiased ICU admission

ranking system are ongoing. In the pursuit of this goal, several avenues for future work emerge,

each geared toward mitigating bias and enhancing fairness within the system.

One promising direction involves the development of advanced strategies aimed at miti-

gating bias associated with sensitive attributes. To this end, we intend to explore methods for

adjusting the weighting or treatment of these attributes during the ranking process. By judi-

ciously calibrating the influence of sensitive attributes, we aspire to attain a more equitable

distribution of rankings across the diverse population of patients.

Additionally, the incorporation of supplementary fairness constraints into the model rep-

resents another avenue for future research. These constraints could be designed to explicitly

address disparities stemming from sensitive attributes, fostering a ranking system that is not

only accurate but also sensitive to issues of fairness and equitable treatment.

Furthermore, we anticipate delving into the refinement of the decision-making process it-

self. This involves designing algorithms that proactively minimize disparities based on sensi-

tive attributes while adhering to critical medical considerations. By fine-tuning the decision-

making framework, we aim to minimize the impact of sensitive attributes on rankings, thereby

cultivating a more just and impartial system.



Appendix A

Evaluation Methodology

In evaluating the effectiveness and user-centric nature of our visual analytics tool implemented

in the thesis, we propose an evaluation methodology encompassing both quantitative and quali-

tative components. This approach aims to provide a nuanced understanding of user interactions

and expert opinions, ensuring a thorough assessment of the tool’s performance. The proposed

methodology comprises the following key elements:

1. Quantitative Component: Usage Metrics

Data Collection: Utilizing advanced usage analytics tools, we intend to collect quantitative

data on user interactions with the visual analytics tool. The metrics to be captured include:

• The total number of users accessing the tool within a specified period.

• Frequency of tool usage per user, categorized into daily, weekly, and monthly intervals.

• Patterns of interaction with the ranking list, including the frequency of zooming in and

out.

• Exploration patterns within the treemap, measured by the number of clicks or time spent

on each feature or category.

• Usage patterns within the what-if panel, specifically focusing on the frequency of adjust-

ments to feature values and exploration of counterfactual scenarios.
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Analysis: The collected quantitative metrics will be subjected to analysis to identify usage

patterns and trends. Key analytical tasks include:

• Exploring correlations between the frequency of tool usage and the depth of exploration

within the ranking list and what-if panel.

• Identifying popular features or categories within the treemap to discern which aspects

users find most engaging.

• Examining whether specific times or user segments exhibit distinct usage patterns, pro-

viding insights into potential user preferences or needs.

2. Qualitative Component: Expert Evaluation or Feedback

Data Collection: To complement the quantitative analysis, we will engage domain experts,

including data scientists and visualization experts, to gather qualitative data. This involves:

• Conducting structured interviews or surveys to solicit expert opinions on the effectiveness

of the visualizations.

• Seeking feedback on the clarity of the treemap and its ability to convey informationmean-

ingfully.

• Assessing the perceived usefulness of the what-if panel in exploring counterfactual sce-

narios and adjusting feature values.

Analysis: Qualitative data will be analyzed to identify themes and insights from expert

feedback. This includes:

• Identifying consensus or divergence among experts regarding the strengths and weak-

nesses of the visual analytics tool.

• Recognizing specific aspects of the treemap design that experts find particularly effective

or challenging.

• Assessing whether the what-if panel meets the expectations of experts in providing a

practical tool for scenario exploration.



143

3. Cognitive Interviewing: Participants’ Think-Aloud Protocol

During the user testing phase, incorporate cognitive interviewing where participants are asked

to “think aloud” as they interact with the visual analytics tool. This involves verbalizing their

thoughts, reactions, and decision-making processes in real-time.

Data Collection:

• Participants will be instructed to express their thoughts and explain their actions while

using the tool.

• Encourage participants to vocalize any confusion, insights, or difficulties they may en-

counter during the interaction.

Analysis:

• Analyze the recorded think-aloud sessions to gain insights into participants’ cognitive

processes and understanding of the tool.

• Identify common patterns in the explanations provided by participants and areas where

confusion or misunderstandings arise.

• Use the think-aloud data to supplement the quantitative and expert feedback, providing

a deeper understanding of users’ cognitive experiences.

4. Integration: Synthesis and Interpretation

Synthesize Findings: We will synthesize the quantitative and qualitative findings and think-

aloud insights to compare usage patterns with expert opinions. Key tasks include:

• Identifying instances where high tool usage aligns with positive expert feedback, indi-

cating that users find the tool valuable and engaging.

• Identifying areas where expert opinions shed light on specific challenges or opportunities

that may not be evident in the quantitative data alone.

• Look for discrepancies or areas where think-aloud sessions provide additional context to

user behavior.
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Interpretation: The integrated findings will be interpreted to draw conclusions about the

user-centered nature of the visual analytics tool. This involves:

• Assessing whether user interactions align with the intended goals of detailed exploration

and global comparison as described in the tool’s description.

• Determining whether expert opinions provide valuable insights into areas for improve-

ment or adjustment in the tool’s design and functionality.

• Assess whether think-aloud sessions reveal nuances in user understanding that may not

be evident in other evaluation components.

5. User Feedback Questionnaire

This questionnaire is a sample designed to assess the usability of visual analytics tools. It

includes select questions derived from established standard usability questionnaires.

1. Pre-Task Questionnaire:

Participant Information:

• Occupation:

– Doctor

– Nurse

– Data Scientist

– Other (please specify)

• Experience:

– How many years of experience do you have in your current role?

– Have you used similar visual analytics tools before? (Yes/No)

• Confidence:

– How confident do you feel about using visual analytics tools for decision-making?

(Scale: 1-5, 1. Not Confident, 2. Less Confident, 3. Moderately Confident, 4.

Quite Confident, 5. Very Confident.)
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2. Task-Specific Questionnaire:

Task 1: Rank Patients Based on Visualizations:

Effectiveness:

• How accurate do you think the rankings were based on the visualizations provided?

(Scale: 1-5, 1. Not Accurate, 2. Less Accurate, 3. Moderately Accurate, 4. Quite

Accurate, 5. Very Accurate.)

• Were you able to easily identify the most influential features impacting the rankings?

(Yes/No)

• To what extent did the visualizations contribute to your understanding of the decision-

making process for patient triage? (Scale: 1-5, 1. Minimal Contribution, 2. Minor

Contribution, 3. Moderate Contribution, 4. Significant Contribution, 5. Very Significant

Contribution.)

• Do you believe the visualizations provided a transparent and understandable representa-

tion of how the patient ranking model works? (Yes/No)

Usability:

• How intuitive did you find the visual analytics tool for completing the ranking task?

(Scale: 1-5, 1. Not intuitive, 2. Less intuitive, 3. Moderately intuitive, 4. Quite intuitive,

5. Very intuitive.)

• Did you encounter any challenges or difficulties while using the tool? (Open-ended)

Satisfaction:

• Overall, how satisfied are you with your experience using the visual analytics tool?

(Scale: 1-5, 1. Very Dissatisfied, 2. Dissatisfied, 3. Neutral, 4. Satisfied, 5. Very

Satisfied.)

• What aspects of the tool did you find most helpful or effective? (Open-ended)
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3. Post-Task Survey:

Overall Experience:

Usability:

• Rate the overall usability of the visual analytics tool for understanding the ranking system.

(Scale: 1-5, 1. Poor, 2. Below Average, 3. Average, 4. Good, 5. Excellent.)

• Were you able to efficiently navigate the visual analytics tool to understand the ranked

patient information? (Yes/No)

• How intuitive did you find the tool for interpreting the visual representations of the ranked

patients? (Scale: 1-5, 1. Not intuitive, 2. Less intuitive, 3. Moderately intuitive, 4. Quite

intuitive, 5. Very intuitive.)

• Were you able to easily identify the features or factors influencing the ranking of patients?

(Yes/No)

Learnability:

• How quickly were you able to grasp how to use the visual analytics tool to explore the

ranked patient information? (Scale: 1-5, 1. Not Quickly, 2. Slowly, 3. Average Speed,

4. Quickly, 5. Very Quickly.)

Recommendation:

• On a scale from 1 to 5, how likely are you to recommend this visual analytics tool for

explaining the ranking system to your colleagues?

• What specific features or aspects of the visual analytics tool do you believe contribute

most to its effectiveness in explaining the ranking system? (Open-ended)

• Are there any improvements or additional features you would suggest to enhance the

tool’s capability in explaining the patient ranking system? (Open-ended)

Additional Considerations:
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User Feedback: If available, we will consider incorporating direct user feedback, such as

comments or suggestions, into the analysis for a more comprehensive understanding of user

perspectives.

Iterative Improvement: The integrated findings will inform iterative improvements to the

tool, ensuring that both quantitative and qualitative insights contribute to its ongoing develop-

ment.
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