
Research in International Business and Finance 64 (2023) 101907

Available online 16 February 2023
0275-5319/© 2023 Elsevier B.V. All rights reserved.

Forecasting for regulatory credit loss derived from the COVID-19 
pandemic: A machine learning approach☆ 
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A B S T R A C T   

The economic onslaught of the COVID-19 pandemic has compromised the risk management of 
financial institutions. The consequences related to such an unprecedented situation are difficult to 
foresee with certainty using traditional methods. The regulatory credit loss attached to defaulted 
mortgages, so-called expected loss best estimate (ELBE), is forecasted using a machine learning 
technique. The projection of two ELBEs for 2022 and their comparison are presented. One ac
counts for the outbreak’s impact, and the other presumes the nonexistence of the pandemic. Then, 
it is concluded that the referred crisis surely adversely affects said high-risk portfolios. The 
proposed method has excellent performance and may serve to estimate future expected and 
unexpected losses amidst any event of extraordinary magnitude.   

1. Introduction 

According to the World Bank (2020), the 2020 economic recession - resulting from the measures adopted to mitigate the spread of 
COVID-19 – resulted in the fastest, steepest decline in consensus growth forecasts among all global downturns since 1990. The Eu
ropean Commission (2020) published analyses in alignment with this statement while focusing on the EU economy, observing sub
stantial differences across countries and industries. Several articles were recently published analysing the impact of the disease 
outbreak in various economic fields, such as business model shifts (Seetharaman, 2020), exchange rate shocks (Narayan, 2021), firm 
performance (Hu and Zhang, 2021), income distribution (O’Donoghue et al., 2020) and stock market (Sharif et al., 2020), among 
others. As published later by the World Bank (2021a), the aforementioned expectations were met, with some sharp rebounds observed 
during 2021 in major economies, particularly in the US, although emerging markets and developing economies are generally lagging. 
Nonetheless, forecasting the consequences of such an unprecedented situation (IMF, 2020b) has proven challenging. Ioannidis et al. 
(2022) found significant failures while reviewing certain COVID-19 epidemic predictions. 
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Recent studies published by the Organisation for Economic Co-operation and Development (OECD, 2021) projected an increase in 
the non-performing loan ratio across all world regions as a consequence of the coronavirus crisis. Learning from experience, European 
organisations and governments exerted serious efforts to counteract the forecasted economic effect of the strong decrease in activity 
registered during 2020 due to the lockdown procedures implemented to address the rapid spread of COVID-19 worldwide. In fact, the 
economic impact of such lockdowns has been widely reported in several studies, as the ones presented by Ke and Hsiao (2022), 
Markeviciute et al. (2022) and Pedauga et al. (2022). The implementation of certain exceptional measures attempted to alleviate the 
aforementioned growth of defaulted loans, such as the mortgage moratoria proposed by the European Banking Authority, hereinafter 
EBA (2020a), in its guidelines. 

Going back in time, the financial crisis that originated in 2008 was also followed by a considerable increase in the volume of non- 
performing assets of the affected financial institutions (Karadima and Louri, 2021). This demonstrated the need for appropriate 
measurement of the associated credit risk. Therefore, the regulatory requirements relevant to this purpose have evolved since then, 
particularly those addressing the capital requirements derived from the defaulted exposures’ credit risk. As referred to in Basel II (Basel 
Committee on Banking Supervision, 2006), the defaulted exposures risk category entails high capital consumption. To calculate the 
regulatory capital, institutions can choose from the standardised approach, the foundation internal-ratings-based (IRB) approach and 
the advanced IRB approach (hereinafter, advanced). Adopting the IRB method requires the application of certain parameters and is 
subject to supervisory authorities’ approval. The advanced approach involves the loss given default (LGD), the probability of default 
(PD) and the exposure at default (EAD) for non-defaulted exposures, while the expected loss best estimate (ELBE) and the LGD 
in-default are used for defaulted exposures. The Capital Requirements Regulation (CRR, European Parliament and Council, 2013) 
includes general instructions for estimating the referred parameters for defaulted exposures,2 allocating for the drawing up of specific 
guides to the EBA. 

Nevertheless, the Regulatory Technical Standards on assessment methodology for the IRB approach (EBA, 2016) did not provide 
sufficient detail in the area of the risk estimation of defaulted exposures. Later, the guidelines on PD estimation, LGD estimation and 
the treatment of defaulted exposures (EBA, 2017) were published, including a more comprehensive description of the estimation of 
both ELBE and LGD in-default. Thereafter, the ELBE is defined as the regulatory credit risk estimate for defaulted exposures aimed at 
anticipating the relevant amount of expected loss. This IRB parameter is used to meet regulatory requirements but can also be used for 
the internal management of banking entities. 

The methodological framework of artificial intelligence (AI) is called machine learning (ML). There are different applications of ML 
techniques available in the academic literature for prediction purposes. Ahmed and Hammami (2022) compiled one decade of studies, 
including finance-related applications of AI and ML methods in areas such as bankruptcy prediction, stock price prediction, portfolio 
management, oil price prediction, anti-money laundering, behavioural finance, big data analytics and blockchain. Recently, Al-Maadid 
et al. (2022) used ML approaches to assess the role of COVID-19 news in stock return predictability. More recently, Moscatelli et al. 
(2020) and Barbaglia et al. (2021) collected studies with ML predictions of credit default. In addition, Alonso Robisco and Carbó 
Martínez (2022a) assessed the economic impact for financial institutions of using ML models to predict credit default for purposes of 
regulatory capital savings. 

Moreover, the ML application on credit ratings and scoring estimations has been the subject of recent investigations, such as those 
performed by Machado and Karray (2022), Yu et al. (2020), Li et al. (2020) and Yu et al. (2021). Bellotti et al. (2021) forecast the 
recovery rates of non-performing loans via ML techniques. Only recently published articles have included proposals on regulatory 
capital (García-Céspedes and Moreno, 2022) and LGD (Bastos and Matos, 2022) prediction using ML methods. In turn, ML techniques 
have been increasingly used in the financial industry in recent years, as highlighted by Huck (2019). Alonso Robisco and Carbó 
Martínez (2022b) emphasised that credit institutions use ML for credit risk purposes, from the calculation of regulatory capital to credit 
scoring or estimation of provisions. In addition, an EBA (2020c) report pointed out that approximately 10% of European banking 
institutions already use ML for regulatory capital calculations. Therefore, there is a gap between the academic literature and banking 
practices in the use of ML methodologies for this purpose since the latter have evolved much faster. In fact, the EBA (2021) launched a 
discussion paper on ML for IRB models, to collect detailed information about its current and intended use in financial institutions and 
the related challenges identified. 

As historical data related to past pandemics are not recorded in banking databases, the use of traditional estimation methods has 
been quite challenging since 2020. This article forecasts the ELBE of defaulted mortgages while considering the impact of the coro
navirus crisis through an ML algorithm. The methodology of Ramos González et al. (2021), applied to data from different portfolios 
and geographies, serves as a starting point since it is aimed at being aligned with the previously referred regulatory standards. Then, 
two ELBE parameters are forecasted for 2022, with and without considering the impact of the COVID-19 pandemic outbreak. For this 
purpose, an ML technique formed by a multilayer feedforward network, the so-called deep neural network (DNN), and back
propagation learning based on a batch gradient descent algorithm is used. In addition, the observed Spanish unemployment rate (UR) 
and its projections issued by the Bank of Spain (2020) serve as input together with certain historical data attached to the mortgage 
portfolio and entity idiosyncrasies. 

Therefore, the approach presented in this article constitutes an innovative proposal across the academic literature that could be 
adapted to any credit institution for the prediction of IRB-related estimates. In addition, it could be adjusted to achieve high per
formance. In fact, the presented mortgage ELBE forecasting evidently has excellent performance for the three Spanish institutions 

2 Pursuant to article 181(1)(h) of Regulation (EU) No. 575/2013 institutions shall estimate the ELBE and LGD in-default to account for the ex
pected and unexpected credit risk losses, respectively, of the defaulted exposures 
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considered in the study. As a result, a significant impact of the COVID-19 pandemic is observed for the defaulted portfolios of these 
entities. The impact also depends on each entity’s characteristics, as reflected in the outcome. Thus, ML techniques are proven 
convenient for estimating the future impact of events of uncertain magnitude. 

The paper is structured as follows. In Section 2, the proposed methodology is described. In particular, Subsection 2.1. focuses on the 
dataset description, while the learning technique and the concerning data processing are presented in Subsections 2.2. and 2.3., 
respectively. Subsequently, Section 3 describes the process followed to define the DNN architecture (3.1.), then the subsequent fine- 
tuning to achieve an optimal performance per institution (3.2.) and, eventually, the use of the described architecture for the purpose of 
ELBE forecasting (3.3.). Section 4 covers the main conclusions of the presented proposal regarding both the outcome of the complete 
exercise and the implemented ML methodology. 

2. Materials and methods 

2.1. Dataset 

The input sample contains information about mortgages from the historical datasets of the three largest credit institutions in Spain, 
as indicated in Table 1. The corresponding variables are related to delinquency status and default, deemed key drivers of credit risk 
modelling, as suggested by Kelly and O’Malley (2016). Ampudia et al. (2016) highlighted the role of the UR in explaining mortgage 
arrears. Therefore, the input dataset also contains the UR observed in the Spanish economy across the time period considered in 
Table 1, which is publicly available (World Bank, 2021b). The combination of the referred variables captures the entity and portfolio 
characteristics as well as the economic context into which they are embedded. Table 2 compiles all these variables distributed among 
the three types. The input dataset is built at the level of entity and year of default. 

Then, the proposed variables are preprocessed to reduce the complexity of the calculation and enhance the accuracy of the DNN. In 
particular, all the variables proposed that are still not expressed in percentages are recalculated in terms of the share of the respective 
total amount. 

The target output contains the expected loss best estimate (ELBE) estimated on the reference dates after defaulting, as presented in  
Table 3 and following the methodology proposed by Ramos González et al. (2021) indicated below. 

ELBEtk = 1 −

∑

t̃i>tk

r̃
t i

EAD −
∑

t̃i>tk

r̃
t i

(1)  

where. 
T > 0 and [0,T]⊂R an interval of default time;. 
0 < t0 < t1 < … < tk < … < tn < T is a partition such that t0 is the moment of default;. 
0 < t̃0 < t̃1 < … < t̃k < … < t̃m < T is other partition such that t0 < t̃0 and ̃tm < tn; and. 
r̃
t0
, r̃

t1
,…, r̃

tk
,…, r̃

tm 
are the debt recoveries recorded throughout the defaulted period. 

Each ELBE is computed per entity and year of default so that the corresponding recoveries are considered in its calculation. 
Finally, each input and output dataset contains 544 data points since the 17 input and output variables are reported for 32 years of 

default for the three entities, as indicated in Table 1. Then, an algorithm randomly splits each dataset into training (82%) and testing 
(18%) datasets, as indicated in Table 4. Since the sample size available in the financial institutions is limited because robust historical 
data are available only across the last two decades, there is no room for further data collection. For this reason, an additional split of 
each dataset to obtain a validation sample is not possible. Nonetheless, the data considered are sufficient to achieve a high-performing 
technique, as explained in the following sections. 

2.2. Learning technique 

The method used to build the DNN is supervised learning with backpropagation performed by a batch gradient descent algorithm. 
The vanishing gradient problem, observed in DNN algorithms, has hitherto been widely studied (Karabayir et al., 2021). In the present 
article, such problem is solved using a rectified linear unit (ReLU). Furthermore, the parametric ReLU (PReLU), an enhanced ReLU 
activation function studied to solve problems in different areas (Macedo et al., 2019), even improves the accuracy. Taking that into 
account, the DNN introduced in the present article is built through the combination of two activation functions: sigmoid and PReLU (or 
ReLU). Aiming for the most accurate results, different combinations of such activations are tested. In addition, a bias equal to one is 

Table 1 
Time range of historical data available per entity that is considered for the study.  

Entity Time Range # years 

1 2005–2014  10 
2 2005–2015  11 
3 2004–2014  11  

M.R. González et al.                                                                                                                                                                                                  



Research in International Business and Finance 64 (2023) 101907

4

added to each layer, considering that Buddhtha et al. (2019) demonstrated a significant improvement in accuracy when including the 
bias component. 

Each architecture proposed is built based on the complete training sample that includes the data from the three institutions. The 
aim is to define an architecture that permits a good approximation of the predicted ELBE to the target output. As can be observed in  
Fig. 1, the chosen structure of DNN has five layers and the two aforementioned activation functions. 

Table 2 
Definition and categorisation of the seventeen model input variables. These are reported for each year of the corresponding time range 
considered. The institution-specific variable risk level is an entity ranking built on the restructured and transfer in lieu of payment statistics per 
entity. The economic cycle indicators are two linear combinations of the restructured and transfer in lieu of payment statistics and the first UR 
variable that is built piecewise, being 2009 the inflexion point as it is the most adverse year in terms of percentage of restructures and transfers in 
lieu of payment, according to the entities data.  

Category Variable Definition 

Year-specific X1 Unemployment rate (− 1 year) 
X2 Unemployment rate (− 2 years) 
X3 Unemployment rate (− 3 years) 
X4 Unemployment rate (− 4 years) 
X5 Unemployment rate (− 5 years) 
X6 Unemployment rate (− 6 years) 
X7 Unemployment rate (− 7 years) 
X8 Linear combination of unemployment rates 
X9 Year of default 
X10 Year of observation - Year of default 

Institution-specific X11 Risk level 
X12 Economic cycle indicator [1] 
X13 Economic cycle indicator [2] 

Year and institution-specific X14 Percentage of transfer in lieu of payment and repossession 
X15 Percentage of restructured 
X16 Percentage of other types of termination 
X17 Linear combination of types of termination  

Table 3 
Reference dates of the seventeen model output vari
ables, which correspond to the ELBE forecasted over 
time.  

Variable Defaulted time 

ELBE1 1 month 
ELBE2 2 months 
ELBE3 2 quarters 
ELBE4 3 quarters 
ELBE5 4 quarters 
ELBE6 5 quarters 
ELBE7 6 quarters 
ELBE8 7 quarters 
ELBE9 8 quarters 
ELBE10 3 years 
ELBE11 4 years 
ELBE12 5 years 
ELBE13 6 years 
ELBE14 7 years 
ELBE15 8 years 
ELBE16 9 years 
ELBE17 More than 10 years  

Table 4 
Dataset split into training and testing samples per entity. The samples are used for the purpose of training 
the ML algorithm and for testing its accuracy.  

Entity Years of default Dataset 

1 2005–2010, 2012–2014 Training 
1 2011 Testing 
2 2005–2008, 2010–2011, 2013–2015 Training 
2 2009, 2012 Testing 
3 2005–2009, 2011–2014 Training 
3 2004, 2010 Testing  
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Once the architecture is defined, the subsequent step is to fine-tune the selected DNN and optimise the accuracy per Spanish 
institution. For this purpose, the PReLU or ReLU multiplying factor is calibrated to achieve the highest performance. 

2.2.1. Feedforward 
The methodology followed in the feedforward phase for each layer l is as indicated below: 

Z[l] = W [l]A[l− 1] +B[l] (2)  

A[l] = g[l](Z[l]) (3)  

where. 
A[l] is the output matrix of layer l;. 
g[l] is the activation function of layer l;. 
Z[l] is the net output matrix of layer l;. 
W[l] is the weight matrix from layer l-1 to layer l; and. 
B[l] is the bias matrix from layer l-1 to layer l. 
Then, the output activation is: 

Ŷ = A[L] (4)  

where L is the last layer. 
The output error is computed as the mean squared error (MSE): 

MSE =

∑nL

i=0

∑mL

j=0
(Yij − Ŷ ij)

2

nL + mL
(5)  

where. 
Y is the target output matrix;. 
nL is the number of rows in the Y matrix; and. 
mL is the number of columns in the Y matrix. 
According to the selected architecture, there are 5 layers (L = 4), and the activation function is PReLU or ReLU, depending on the 

value of the multiplier factor (α)3 and sigmoid. Both are elementwise applied as defined below: 

A[l]
ij = g[l]

(
Z[l]

ij

)
=

⎧
⎨

⎩

αZ[l]
ij , if Z[l]

ij < 0

Z[l]
ij , if Z[l]

ij ≥ 0

⎫
⎬

⎭
forl = 1, 2andα ∈ [0, 1) (6)  

A[l]
ij = g[l]

(
Z[l]

ij

)
=

1

1 + e− Z[l]
ij

forl = 3, 4 (7)  

where 
i is the row of the referred matrix; and. 
j is the column of the referred matrix. 

2.2.2. Backpropagation 
The backpropagation algorithm is applied to update the weights every iteration so that they converge to a solution that allows for 

the outcome of the DNN to accurately fit the target output. The bias is analogously updated. 

W̃
[l]
= W̃

[l− 1]
+ dW̃

[l]
(8)  

dW̃
[l]

∶ =
(
dW [l]

⃒
⃒dB[l]) (9)  

dW [l] = − ηΔ[l]A[l− 1] (10)  

dB[l] = ηΔ[l] (11) 

Considering that ⨀is an elementwise (or Hadamard) product, studied by Neudecker et al. (1995), the components below are built: 

Δ[L] = (Y − Ŷ )⨀(1 − Y)⨀Y (12) 

3 If α is equal to zero the activation function is ReLU, otherwise, it is PReLU 
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g′ ( Z[l]) = (1 − A[l])⨀A[l],whenl = L − 1, L − 2 (13)  

g′
(

Z[l]
ij

)
=

⎧
⎨

⎩

α, if Z[l]
ij < 0

1, if Z[l]
ij ≥ 0

⎫
⎬

⎭
,whenl = L − 3,L − 4 (14)  

where. 
i is the row of the referred matrix; and. 
j is the column of the referred matrix. 
Eventually, the matrix Δ[l] is built backwards as follows: 

Δ[l− 1] = W[l− 1]Δ[l]⨀g′ ( Z[l− 1]),whenl = 1,…, 4 (15)  

2.3. Data processing 

The data are processed using R software to build the datasets containing both input and output data per banking institution and 
year of default. Then, the DNN feedforward and backpropagation algorithms, as well as the accuracy testing and the prediction of the 
ELBE, are also implemented in R. 

3. Results 

3.1. DNN architecture definition 

Several tests are performed based on the complete training dataset to determine the optimal DNN structure for predicting the ELBE. 
The aim is to measure the extent to which the overall outcome fits the target output data, as shown in Fig. 2. 

Table 5 presents the proposed DNN structures for which the accuracy of ELBE1 and ELBE17 is assessed. These two variables, 
representing the initial level of loss and the adequate convergence to 100% after a long default period, respectively, are essential for 
shaping the overall ELBE trend. 

For this purpose, the learning rate is set to 0.7 since it allows for an appropriate learning curve drawn across 500 iterations (Fig. 3). 
The weights are randomly initialised in each layer from a zero-mean Gaussian distribution and a standard deviation of 0.02 is 
considered, similar to the proposal from Mishkin et al. (2017). In addition, a multiplier factor of 0.2 is chosen for the PReLU (or ReLU) 

Fig. 1. Structure of the proposed DNN. The graph represents the interaction between the elements (matrices) forming the DNN across its five layers.  
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activation function at this stage because a different value would not modify the eventual selection of an adequate architecture for the 
DNN. The MSE serves to measure the goodness of fit related to each proposed architecture, and Table 6 presents the outcome. 

The conclusions can also be visualised in Fig. 4, which shows that the nearest outcome to the target ELBE (Fig. 2) is achieved with 
architecture D, as also confirmed by the resulting MSEs (Table 6). 

3.2. Architecture fine-tuning per institution 

The fine-tuning phase is performed by searching for the multiplying factor of the PReLU (or ReLU) activation function that leads to 

Fig. 2. Target ELBE per banking institution and year of default. These curves serve as a reference to define the optimal DNN structure for ELBE 
forecasting. 

Table 5 
Description of proposed architectures. The presented combinations of activation functions, applied between the five layers of the DNN, are tested in 
terms of accuracy.  

Architecture Activation functions 

1st 2nd 3rd 4th 

A Sigmoid Sigmoid Sigmoid Sigmoid 
B PReLU/ReLU PReLU/ReLU PReLU/ReLU PReLU/ReLU 
C PReLU/ReLU Sigmoid Sigmoid Sigmoid 
D PReLU/ReLU PReLU/ReLU Sigmoid Sigmoid  
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the best performance for each institution after 500 iterations. This multiplying factor (α) serves as input for Eq. 6. Once the accuracy 
per factor is measured over the training sample per entity, the resulting weights are applied to the respective testing sample. Then, the 
corresponding accuracy is also measured. For this purpose, the following measures are considered:  

• Correlation coefficient (CC) 

CC =
E[(X − μX)(Y − μY)]

σXσY
(15) 

Fig. 3. Accuracy trend of mean squared error and R-squared across 500 iterations. It follows the pattern typically observed while determining the 
optimal DNN structure. 

Table 6 
Mean Squared Error computed for the initial and ending points of the ELBE curve obtained per 
DNN architecture.  

Architecture MSE of ELBE1 MSE of ELBE17 

A 3.54% 0.01% 
B 3.49% 1.18% 
C 3.10% 0.10% 
D 2.90% 0.00%  

Fig. 4. ELBE of entity 1 resulting from testing the four types of DNN architectures.  
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where 
σX is the standard deviation from variable X; and 
σY is the standard deviation from variable Y.  

• R-squared (R2) 

R2 =
σ2

XY

σ2
Xσ2

Y
(16)  

where. 
σXY is the covariance from (X, Y);. 
σ2

X is the variance from variable X; and. 
σ2

Y is the variance from variable Y. 
Fig. 5 presents the resulting goodness of fit. As might be noted, the accuracy depends on the multiplying factor selected and varies 

from entity to entity. In addition, the correlation coefficient and the R-squared yield similar results. As expected, the results of the 
testing sample are more volatile due to the smaller number of data points. Then, based on the training sample results, the best 
multiplying factor is selected (Table 7). Since that optimal solution is always greater than zero, the activation ReLU is eventually not 
used. Thus, it is shown that the PReLU improves the accuracy. Therefore, the PReLU and sigmoid functions are used to build the DNN. 

3.3. ELBE prediction 

3.3.1. First steps 
The impact of COVID-19 has been significant in Spain, one of the three countries, together with China and Italy, where outbreaks 

occurred first. Consequently, severe confinement measures were implemented at the very beginning of the pandemic, from 15 March 
until 21 June 2020, resulting in a halt in economic activity. In this context, the UR prospects published by the Bank of Spain (BoS, 
2020) and the International Monetary Fund (IMF, 2020a) worsened both the outcome of 2018 (15.25%) and the prediction issued as of 
December 2019 (Table 8). 

The BoS’s scenario 3 actually occurred because it corresponds to more than 12 weeks in confinement without returning to 
normality before the end of 2020, particularly concerning the hostelry and entertainment businesses. Scenario 1 expects a briefer 
confinement period and nonpersistent financial disturbances, while scenario 2 is similar to scenario 1 but is characterised by a 
continued financial shock. The forecast issued by the IMF (2020a) is on par with scenarios 2 and 1 for 2020 and 2021, respectively. 

A relevant factor came into play at the beginning of the Spanish lockdown - the ERTE, which is a temporary measure of employment 
regulation. A vast number of enterprises benefited from this measure implemented by the Spanish government, even when they had no 
economic activity at all for a time period. Although the actual UR for 2020 is 15.67%, which is far from the aforementioned BoS and 

Fig. 5. Accuracy results obtained by PReLU/ReLU multiplying factor and per entity.  
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IMF forecasts,4 the millions of employees under ERTE conditions were not considered in the calculations. Therefore, the actual 2020 
and 2021 UR figures are considered biased for the present research. In fact, a UR of 23.22% is obtained when accounting for the 
calculation of the maximum number of employees5 observed under ERTE conditions on a monthly basis during 2020. Based on the 
previous reasoning, the BoS’s scenario 3 forecast serves as input for the proposed DNN. 

3.3.2. Main outcome 
A twofold approach is followed to predict the 2022 ELBE of the mortgage defaulted portfolio for the three Spanish entities in scope. 

First, an ELBE is estimated on the basis of the baseline projection issued as of December 2019 (pre-COVID-19). Then, a second ELBE is 
estimated based on the scenario 3 prediction (post-COVID-19). 

3.3.2.1. Pre-COVID-19 ELBE. To forecast the 2022 ELBE without reflecting the consequences of the disease outbreak, the input 
variables presented in Table 2 are considered. First, for the URs of the seven years preceding 2022, actual figures are retrieved from the 
aforementioned publication, with the exception of the two most recent rates, which correspond to BoS’s baseline projection for 2020 
and 2021. 

As indicated in Table 9,6 there is generally a high correlation between the observed URs and the remaining input variables, which 
are neither URs nor a linear combination of them. This high correlation is a natural consequence because the portfolio risk charac
teristics captured by said drivers depend on the economic conjuncture, as the UR does. 

It is noted that both the 2020 and 2021 baseline projections of the UR issued by the BoS (Table 8) and the last actual UR available in 
2019 are rather close to the arithmetic average of the URs from 2008 and 2009, which is 14.56% (Fig. 6). Therefore, considering the 
aforementioned high correlation, the variables presented in Table 9 are calculated for the 2022 prediction as the arithmetic average of 
the 2008 and 2009 actual figures for those variables. 

3.3.2.2. Post-COVID-19 ELBE. To allow the DNN to forecast the 2022 ELBE impacted by the crisis derived from the pandemic cir
cumstances, the input variables from Table 2 are similarly reported. For this purpose, the BoS’s scenario 3 URs of 2020 and 2021 are 
considered, as well as the observed URs until then. As evidenced, the magnitude of the economic impact derived from the coronavirus 

Table 7 
Optimal PReLU multiplying factor per entity.  

Entity α 

1  0.5 
2  0.9 
3  0.7  

Table 8 
Spanish unemployment rates forecast as issued by the BoS and the IMF.  

Date of publication Scenarios 2020 2021 

BoS IMF BoS IMF 

December 2019 Baseline 13.70%  13.20%  
April 2020 Scenario 1 18.30% 20.80% 17.50% 17.50% 

Scenario 2 20.60% 19.10% 
Scenario 3 21.70% 19.90%  

Table 9 
Correlation between unemployment rate and other ML model input variables per entity.  

Variable Correlation with UR (R-squared) 

Entity 1 Entity 2 Entity 3 

Risk level 72.35% 77.72% 42.21% 
Economic cycle indicator [1] 96.79% 95.64% 96.56% 
Economic cycle indicator [2] 89.78% 88.02% 90.48% 
Percentage of restructured 62.49% 71.90% 60.43% 
Percentage of other types of termination 73.80% 72.58% 73.17% 
Year of default 91.06% 74.23% 84.77%  

4 Subsequently, the IMF (2020b) issued an updated UR prediction: 16.8% for both 2020 and 2021  
5 3576,192, according to Spanish Social Security (2021)  
6 The table excludes the variables from Table 2 that are linear combinations of other variables because, obviously, there is no need to assess the 

correlation for them 
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crisis could be fairly compared with the recent global financial crisis, which began in 2008. Hence, since 2022 is the reference year for 
forecasting, two years after the outbreak of the disease, the data observed in 2010 are considered to feed the remaining input variables, 
that is, two years after the financial crisis struck. 

3.3.2.3. Comparison. The already described best-performing DNN per entity serves as the basis for pre-COVID-19 and post-COVID-19 

Fig. 6. Actual time series of yearly unemployment rates in Spain. The data points from 2008, 2009 and 2019 are highlighted for compara
tive purposes. 

Fig. 7. Comparison of both ELBEs forecasted for 2022 per entity.  
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ELBE projections. A comparison from a qualitative perspective between the two ELBEs is performed in Fig. 7, observing entity-specific 
differences. Considering the portfolio distribution of operations by time in default per institution, the number-weighted average of 
each ELBE estimate and the outcome are computed (Table 10) to perform a quantitative analysis. 

Although the pre-COVID-19 ELBE is already between 80% and 90%, an increase in the post-COVID-19 ELBE of the mortgage 
defaulted exposures is still observed. The ELBE growth, presented in absolute terms, shows that the impact of the coronavirus crisis will 
be notable even in such a high-risk portfolio. In addition, differences in impact are notable – approximately 600 basis points among the 
three entities, proving that the forecast effectively considers the specificities of each banking institution. 

4. Conclusions 

The overall impact of the COVID-19 pandemic crisis remains to be determined. The global measures applied by the national 
governments, with the aim of controlling the health emergency, brought economic activity to a sudden halt, leading to a further 
increase in unemployment, as anticipated by certain organisations, and to adverse impacts on the asset quality of banks, as stated in the 
EBA thematic note (2020b). 

This article proposes projections for the regulatory parameter used for expected loss estimation of defaulted exposures (ELBE) 
based on ML algorithms, which is a novel approach because there is no literature on this particular subject. The implementation of the 
proposed technique, based on data from the three largest credit entities in Spain, is proven to have excellent performance, even amid 
an uncertain economic outlook derived from the unprecedented COVID-19 crisis. A combination of the sigmoid and the PReLU 
activation functions, to build the DNN, turns out to be the optimal choice in terms of accuracy. 

The presented methodology could be adapted for any other prospective estimation. Hence, the use of the proposed methodology 
could serve credit institutions in estimating the provisions and capital consumption needed to face the challenges attached to 
exceptional circumstances, leading to a more robust banking system that is sufficiently prepared to meet any future threat. Considering 
the potential future events of uncertain impact on the credit risk of financial institutions worldwide, the resulting prospects could serve 
to fine-tune banks’ strategies in the medium term. 

The datasets available in credit institutions with regard to defaulted exposures are commonly limited in size, as in the data sample 
used in this article. Despite the scarcity of data, it is still feasible to achieve very good performance as well as meaningful results. High 
accuracy may be achieved for the proposed ML methodology following the approach presented throughout the article: first, the best 
DNN structure in terms of goodness of fit is chosen, and then, the multiplying factor is fine-tuned per institution to achieve optimal 
performance. 

A key takeaway is that the uncertainty of the economic outlook derived from the outbreak can be partially mitigated by using AI 
techniques trained on the basis of both historical data and the forecast of relevant macroeconomic variables. Limitations in the use of 
ML for regulatory estimates may arise with regard to the underlying methodology because creating transparent documentation may be 
cumbersome due to its complexity. On this ground, the regulatory supervision of ML-based models appears challenging but not 
impossible. Future research could be focused on the implementation of the presented methodology using data from other countries and 
portfolios or in forecasting other IRB estimates. Undoubtedly, an eventual comparison of the pandemic’s impact on the banking 
portfolios’ credit risk among geographies merits research interest. 
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Table 10 
Relative increase of ELBE due to the COVID-19 pandemic per entity.  

Entity Pre-COVID-19 ELBE Post-COVID-19 ELBE ELBE growth 

1 80.57% 85.61% 6.59% 
2 87.14% 87.59% 0.56% 
3 85.22% 89.48% 5.41%  
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