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ABSTRACT

The link between saccadic movements and neurological diseases has proven to be interest-
ing, since the former change as a result of the latter. These diseases are often challenging to
diagnose, as they may already be at an extremely developed stage at the time of diagnosis.

In this thesis, these movements were used in order to develop a model of the transmission
of information in the brain, aiming at investigating typical response patterns in detection of
the transmitted information.

For this purpose, 6 subjects were presented with a slide show, designed using a 127 m-
sequence, as to avoid any learning phenomenon. During the experiment, electroencephalog-
raphy (EEG) and electrooculography (EOG) signals were collected. An algorithm was then
developed whose goal was to estimate the previously presented sequence using only the sig-
nals collected above certain frequencies. Subsequently, typical responses in detection were
analyzed.

For all subjects, only one sequence was correctly detected, namely the one that had been
selected to be shown. With increasing cutoff frequency, the number of detections tended to
increase. At lower cutoff frequencies, the number of detections was substantially lower for
one of the subjects. For three subjects, rates of 100% were reached, which were considered
abnormal.

In summary, the algorithm proved to be efficient in estimating the sequences using the
EEG and EOG signals as objects of analysis. In the future, if the algorithm is tested on subjects
with pathology, it is proposed that healthy subjects will show non-pathological patterns and
unhealthy subjects will show patterns of pathological ones. If this hypothesis is confirmed,
this algorithm could contribute to a potential predictor of a biomarker for these diseases in
the future.

Keywords: EEG, EOG, m-sequences, matched filter, saccades

The research work described in this dissertation was carried out in accordance with the
norms established in the ethics code of Universidade Nova de Lisboa. The work described and the
material presented in this dissertation, with the exceptions clearly indicated, constitute original
work carried out by the author.
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RESUMO

O elo de ligação entre os movimentos sacádicos e as doenças neurológicas tem demonstrado
interesse, uma vez que os primeiros sofrem alterações em consequência das segundas. Estas
doenças são muitas vezes difíceis de diagnosticar, uma vez que podem já estar numa fase
extremamente desenvolvida aquando do diagnóstico.

Nesta tese, estes movimentos foram utilizados para modelar a transmissão de informa-
ção no cérebro, com vista a investigar padrões de resposta típicos na deteção da informação
transmitida.

Para o efeito, foi apresentada a 6 indivíduos uma apresentação de diapositivos, concebida
a partir de uma m-sequência de 127 bits para evitar qualquer fenómeno de aprendizagem. Du-
rante a experiência, foram recolhidos sinais EEG e EOG. Foi então desenvolvido um algoritmo
cujo objetivo era estimar a sequência previamente apresentada utilizando apenas os sinais
recolhidos acima de determinadas frequências. Posteriormente, foram analisadas as respostas
típicas na deteção.

Para todos os sujeitos, apenas uma sequência foi corretamente detectada, nomeadamente
a que foi selecionada para ser apresentada. Com o aumento da frequência de corte,mais canais
tenderam a estimar corretamente a sequência. Em frequências de corte mais baixas, a taxa de
sucesso foi substancialmente menor para um dos sujeitos. Para três sujeitos, foram atingidas
taxas de 100%, consideradas anómalas.

Em resumo, o algoritmo mostrou-se eficiente na estimativa das sequências utilizando os
sinais EEG e EOG como objectos de análise. No futuro, se o algoritmo for testado em sujei-
tos com patologia, propõe-se que sujeitos saudáveis apresentem padrões não patológicos e
sujeitos não saudáveis apresentem padrões patológicos. Se esta hipótese for confirmada, este
algoritmo poderá contribuir para um potencial precedente de um biomarcador para estas
doenças no futuro.

Palavras-chave: EEG, EOG, m-sequências, filtro adaptado, movimentos sacádicos

O trabalho de investigação descrito nesta dissertação foi realizado de acordo com as normas
estabelecidas no código de ética da Universidade Nova de Lisboa. O trabalho descrito e o mate-
rial apresentado nesta dissertação, com as exceções claramente indicadas, constituem trabalho
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INTRODUCTION

1.1 Motivation

Studying the information transmission in the brain can help in understanding how it is im-
paired in certain neurological diseases, which can further contribute to new biomarkers that
can make the diagnosis more accurate and, hopefully, in an earlier stage. One of the main
problems in diagnosing these diseases is that the doctor only prescribes tests to confirm the
presence of disease after symptoms have been observed. Nevertheless, by the time the diag-
nosis is confirmed, it may already be too late for the therapy to take effect. Additionally, due
to the overlap in symptoms, some diseases can be misdiagnosed, which will have implications
for the treatment, which can be dangerous for the patients. It becomes imperative to find new
biomarkers that are able to screen these pathologies in an early stage.

With this in mind, the main aim of this dissertation was to obtain a model of the brain
regarding its ability to process information, so it can be linked to patterns of pathology that
can provide help distinguishing between healthy and unhealthy subjects.

Models’ main focus are the way a certain structure works. They require a mathematical
quantitative description of the relationship between the stimuli and the measured reactions.
In this work, the brain works as "black box"that receives an experimental stimulus (a visual
stimuli, in this case), and its response is measured using EEG and EOG. Using the patterns of
detection later found, the attempt was to model the transmission of information.

Figure 1.1: Elements of information transmission in [2].
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CHAPTER 1. INTRODUCTION

Information transmission can be described as a series of steps shown in figure 1.1. There are
two actors as far as the transmission of information is concerned: the information source and
the receiver. In the information source lies the sender, which/who intends to send a message
to the receiver, and to accomplish that, it must be encoded. After encoding, a transmission
means is chosen and, when it reaches the receiver, it must be decoded.

In this study, saccades in response to a visual stimuli were studied. The visual stimuli in
question were slides, built from a 127-bit m-sequence. The m-sequence was considered the
message to be transmitted to the receiver (the subjects). In order to encode this message,
Manchester coding in non-return-to-zero (NRZ) was used, which resulted in a stimulus con-
sisting of 259 slides shown to the subjects. The visual stimuli chosen were slides with circles
whose position would vary on the screen, being either on the left or right, stimulating saccades.
Visual stimuli have the advantage of being relatively easy to collect since EEG pick up is easy
on the visual cortex. They are also easy to manipulate and are free of ethical approval.

As the model must be data-based, the data used were EEG and EOG which have the advan-
tage of being non-intrusive and inexpensive to collect, as opposed to brain imaging techniques.
EEG also holds the advantage of having a high temporal resolution, which allows for the study
of the cognitive process good temporal precision and understand the underlying brain activity
[3]. For instance, when studying epilepsy, it has been proven to be an efficient tool to detect
epileptic seizures in conjunction with convolution neural networks (CNN), achieving success
rates of 95% without feedback and 97% with feedback [4]. When used to study dementia, it is
speculated that changes in EEG can be helpful to discriminate different causes of dementia
[5].

As for EOG, these have also been linked to the studies of psychopathologies, especially
regarding saccadic eye movements since changes have been noticed when studying these
diseases [6]. Eye movements have been shown to be interesting ways to study cognitive im-
pairment, in that they are able to mirror it, making them an interesting object of study in the
field of pre-diagnosis [7].

Figure 1.2: Transmission of the information in the framework of the dissertation work based
on figure 1.1.

Figure 1.2 sums up the framework used in this work. Using solely the data collected, it
was desired to retrieve the sequences previously shown to the subjects by estimating them in
every recorded channel using a matched filter. The patterns of estimation serve as the basis
for the model and it is expected that healthy subjects will display characteristic patterns of a

2



1 .2 . OBJECTIVES

healthy individual whereas unhealthy subjects will display other patterns, typical of a patient
with pathology. If this hypothesis proves to be successful, this can be the beginning of a new
way of diagnosing that does not rely on symptoms and can be used as a screening tool in order
to perform earlier and more accurate diagnoses using saccades, analyzed using EEG and EOG,
as biomarkers for neurological diseases.

1.2 Objectives

This dissertation aims at developing a model of information processing in the brain, using
saccades as the object of study, measured using EEG and EOG. In order to stimulate saccades,
visual stimuli were used, built from an m-sequence. The goal was to model the brain by as-
sessing patterns in the retrieval of the sequence to later link them to presence or absence of
disease.

Using solely the subjects’ EEG and EOG signals above certain frequencies, this sequence
should be retrieved using a matched filter as a detection tool.

Considering the time ethics committees can take to authorize studies in patients in hospi-
tals, the development of the algorithm was considered the priority and thus, the experiment
was only conducted in healthy subjects. Thus, studying the performance of the algorithm in
unhealthy subjects and, consequently, their typical responses were beyond the scope of this
dissertation.

However, once these are ascertained, the model can be further developed as far as infor-
mation transmission goes to assess if the possibility of differentiating between the two groups,
using the patterns observed in the detection.

To develop the algorithm, a Data Science Pipeline-approach was chosen.

3
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THEORETICAL BACKGROUND

This section aims to further explain some of the concepts used in this dissertation. An introduc-
tion of signals (EEG and EOG) used to develop the algorithm is done. A section on saccades
has also been added so that the reader can get a better insight into the experience and how
these can be recorded and serve as an object of study. In this dissertation, visual stimuli were
used, built from anm-sequence. In order to obtain the slideshow presented to the subjects,
this m-sequence was encoded using Manchester encoding in NRZ. In order to store the in-
formation of the visual stimuli throughout the acquisition, a circuit was developed. For this
circuit, an inverting Schmitt trigger was used. Furthermore, a brief explanation of a binary
symmetric channel was added, as a way of further enlightening the reader on the framework
used, more specifically, involved in the information transmission process. The method of de-
tection used was a matched filter, which was used to estimate the sequences. In order to
determine if the detection had been successful, a criteria based on Hamming distance was
used, and so, a brief explanation was also included regarding that concept.

2.1 Electroencephalography (EEG)

EEG is the signal obtained by measuring the electrical activity in the brain which results from
the additive transmission of multiple nerve impulses by neurons. In this technique, electrodes
are put in the scalp (usually using a specific cap) and the data is recorded and then used
for diagnostic purposes [8]. It is considered one of the most important methods to assess
brain disorders and to monitor the electrical changes in the brain. This technique also has the
advantage of having good temporal resolution [9].

It has been mostly used to study epilepsy but it can also be used to study other conditions
like dementia, head injury and concussion, brain tumors, encephalitis, and sleep disorders.
For instance, EEG waves will be slower in a patient with brain tumor as opposed to a patient

5



CHAPTER 2. THEORETICAL BACKGROUND

without it.
Because the number of synapses per neuron increases with age but the number of neurons

decreases, the number of synapses also decreases over time [8].
There are two types of waves that can be measured in EEG and can be divided according to

whether they originated spontaneously (spontaneous rhythms) or in response to an artificial
stimulus (evoked potentials).

Spontaneous rhythms usually range from 0.5 to 150 𝜇V in amplitude, and from 0.5 to 60
Hz in frequency [8, 9]. Depending on the latter, they can be classified [8]:

• delta (𝛿 ): 0.5-4 Hz - Most prominent during the last two stages of sleep [8]. These are
usually located in the frontal lobe in adults [9];

• theta (𝜃 ): 4-8 Hz [8] - Mainly recorded in frontal areas while performing low brain activi-
ties, sleep or drowsiness or cognitive processing. Throughout fatigue accumulation and
sustained attention, an increase EEG power in this band has been noted, in the frontal,
parietal and central regions [9];

• alpha (𝛼): 8-13 Hz - Observed better in the posterior and occipital regions, with typical
peak-to-peak amplitude ≈ 50 𝜇V. This activity is induced by closing the eyes and by
relaxation and ceases when they are opened or when some alert mechanism is triggered.
These are usually the result of multiple dendrite potentials. In relaxation or sleepiness,
the amplitude increases [8];

• beta (𝛽): > 13 Hz - Predominate in an awake state and with eyes open [8]. These are
recorded in frontal or central areas with the eyes open, being related to consciousness,
alertness, arousal, and motor behaviours. Cognitive processes including attention, learn-
ing and diverse types of memory usually occur in frequencies higher than 33 Hz [9].

Evoked potentials or event-related potentials, on the other hand, are initiated by an internal
or external stimulus [8].

Figure 2.1: International 10-20 system for 32 electrodes (gray circles) [10].

Figure 2.1 shows the standardized electrode positioning for EEG acquisitions when using
an electrode cap. Letters stand for the adjacent lobe to the electrode in question.
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2.2 . ELECTROOCULOGRAPHY (EOG)

Figure 2.2: Brain lobes [11].

The electrodes’ positioning should be chosen according to the activities, and in conse-
quence, to which lobes are being studied. Figure 2.2 shows the four lobes belonging to the
cerebrum as well as the rest of the central nervous system (CNS): the cerebellum, the brain
stem and the spinal cord.

The four lobes are associated with different functions:

• frontal lobe - responsible for planning and executing learned and purposeful tasks.
Many inhibitory functions are also located in this lobe;

• parietal lobe - integrates stimuli involved in language processing;

• temporal lobe - responsible for auditory perception, receptive components of language,
visual memory, declarative (factual) memory, and emotion;

• occipital lobe - contains the visual primary cortex and the visual association areas.

As far as processing is concerned, wavelet analysis are usually the chosen method for
time-frequency analysis. It can also include Fourier transform, Short Time Fourier Transform,
Wavelet transform, Hilbert-Hung transform and Empirical Mode Decomposition [9].

2.2 Electrooculography (EOG)

EOG concerns the technique used to measure the resting potential of the retina of human eyes,
between the cornea (positive pole) and the back of the eye (retina) (negative pole) [12]. Thus,
the eye can be seen as a dipole that rotates during the eye movement and EOG measures that
same movement, being usually situated in the range of 0.4-1.0 mV [13]. The electrical potential
varies according to the direction of the eyeball movement: it increases if the eyeball moves in
the direction of the electrode and decreases if it moves in the opposite direction. Themeasured
potential also depends on the viewing angle, up to an angle of 30º [9, 14].
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EOG is commonly used in sleep studies. Similarly to delta and beta waves in EEG, EOG
can be used to detect when one is awake or in rapid eye movement (REM) sleep [15].

Figure 2.3: Human eye anatomy. [16]

When the light enters the eye, it travels from the cornea to the retina, where there are pho-
tosensitive cells, that are sensitive to the incident energy, and neural cells, generating receptor
potentials that go from the eye to the brain through the optic nerve.

In the retina, there are rods and cones, that respond to dim light and aid in vision in
circumstances where the light is brighter. In these photo receptors, transduction occurs, i.e.,
the conversion of light in an electric signal that propagates to the visual cortex. Each photo
receptor can transduce the energy of a single photon into a current of ≈ 1pA that lasts ≈ 1 s.

EOG can have two major divisions: saccadic response and nystagmography (the study
of small involuntary movements of the eye in response to the moving fluid in the vestibular
system) [9, 13].These can be divided essentially into 6 systems of movement: saccadic, smooth
pursuit and vergence (with the objective of maintaining the visual target on the fovea) and
fixation, vestibulo-ocular reflex (VOR) and optokinetic (whose aim is to keep the eye stable
and stationary on a given target [17]).

• saccades - Saccades involve all eyes movements that are of relatively high velocity and
step-like angular movement of both eyes simultaneously in the same direction [18]. They
are relatively easy to spot in EOG because the deflected amplitudes have higher frequen-
cies than the usual noise level and last for shorter periods of time. These movements
are responsible for changing the eye direction around the field of view and bringing the
object of interest into the fovea. Their duration depends on the angular distance traveled
by the eye during the saccade [9]. They are the main fast movements performed by the
eye [14];

• fixations - Fixations relate to the static state of the eyes when the gaze is held on a fixed
point. They can also refer to the movement the eyes perform between two saccades,
when the gaze is kept roughly stationary [18]. Their duration can go from 100 to 1000 ms
[9];
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• blinks - Blinks concern the rapid motion performed in order to keep the eyes moist
through regular opening and closing of the eyelids [18].

EOG, although having good signal-to-noise ratio (SNR), are very susceptible to artifacts
coming from the facial muscles throughout the EOG recording or from EEG, and the spatial
resolution is not as good as video-based eye tracking [14]. This technique is considered to be
efficient when it comes to detecting drowsiness markers like reduction in performance and
alternations in the frequency of the blinking movement [9].

2.3 Saccades

Saccades can reach an angular velocity of up to 500-600º/s. In order to register horizontal
saccades, when using EOG, two electrodes are usually placed at both bilateral canthi of the
eyes. Saccades can be divided into two main classes:

• externally guided saccades - the ones made in response to an external visual target (in-
voluntarily);

• internally guided saccades - the ones made in the absence of a visual target (voluntarily).

In order to study saccades, three paradigms can be used: visually guided saccade (VGS),
memory-guided saccade (MGS) or antisaccade (AS) tasks. In the VGS paradigm, the subjects
are instructed to first fixate at the central fixation spot, after which a target appears to the
left or right of this fixation point and in the direction of which they are required to make a
saccade. In this case, saccades happen in response to a stimulus. When studying internally
guided saccades (without a visual stimulus), MGS task is used. Subjects are first instructed
to fixate at the central fixation point, similarly to VGS, and then a target appears for a short
period of time. Only 1-2 seconds after this target disappears, is the subject meant to make a
saccade in the direction of the target, from memory. In AS task, as opposed to VGS, subjects
are instructed to look at the target’s opposite direction after the central fixation point.

When performing saccade recordings, one of the features is latency, i.e., the time between
the target presentation/extinction of the central fixation point and the time a deflection occurs.
The amplitude of the saccade is given by the saccade amplitude, and the speed of the saccade
by the slope of the deflection. The latency for saccades in VGS is usually 150-200 ms; for MGS,
it is usually 200-250 ms.

Internally and externally guided saccades are mediated by different structures, the first one
having slightly longer latency and slower peak velocity than the latter.

Saccade abnormality has been registered when studying Parkinson’s disease (PD), cere-
bellar ataxia and progressive supranuclear palsy, which makes it a viable object of study to
aid in finding a new biomarker, possibly non-invasive, to screen these and other neurological
diseases [14].
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Figure 2.4: Brain structures involved in the generation of saccades [19].

Figure 2.4 shows the main structures involved in producing saccades, some of which are
also involved in the changes caused by PD, namely the striatum.

2.4 M-sequences

M-sequence stands for maximum length sequence, referring to the period L, which is the
maximum number of iterations in the LFSR until the sequence begins to repeat. They are
generated using LFSRs, which follow a rule of linear feedback and recursion [20, 21]. They
are binary sequences that require low computational cost to be generated, as the number of
computations required and the sequence length are linearly related [22]. Although they seem
and, in many ways, behave as completely random [23], they are generated by a kernel (seed),
that directly influences the resulting sequence thus, they are said to be pseudorandom noise
sequences[20].

Table 2.1: Primitive polynomials up to degree L=9 used to generate m-sequences.

Degree (m) Sequence length (L) Primitive polynomial
1 1 𝑥 + 1
2 3 𝑥2 + 𝑥 + 1
3 7 𝑥3 + 𝑥 + 1
4 15 𝑥4 + 𝑥 + 1
5 31 𝑥5 + 𝑥2 + 1
6 63 𝑥6 + 𝑥 + 1
7 127 𝑥7 + 𝑥 + 1
8 255 𝑥8 + 𝑥7 + 𝑥2 + 𝑥 + 1
9 511 𝑥9 + 𝑥4 + 1

The length of the LFSR directly influences the length of the resulting sequence, as seen in
table 2.1. These sequences are generated infinitely and are periodic, with period L being equal
to 2𝑚 − 1 when using a LFSR of sizem. The generation occurs through a feedback mechanism,
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which is why the circuit is called a LFSR. The circuit is controlled using a clock and after each
shift, the state of register m switches to the state of register m-1 which was in the previous
shift of the clock. The states depend on the operation (based on a mod 2 - adder, which is
equivalent to a exclusive OR (XOR) gate) defined for the feedback. The feedback which must
be a primitive polynomial in order to generate an m-sequence [23]. In table 2.1, the primitive
polynomials are presented in order to generate sequences considering each desired length.

Figure 2.5: 3-stage LFSR (adaptation from [24])

Figure 2.5 is adapted from [24] and shows the circuit that generates an m-sequence with
a 𝑚 = 3 stages LFSR, which will result in a sequence with maximum length 7. In this work,
m-sequences of length 127 were used as the message to be transmitted, requiring a LFSR with
length 𝑚 = 7. The feedback operation is the mod 2 of outputs of register 1 and 3, which
correlate to the primitive polynomial presented in table 2.1. The feedback function to generate
an m-sequence with L=7 is given by:

𝑔 (𝑥) =
𝐿∑︁

𝑘=0

𝑔𝑘𝑥
𝑘 (𝑚𝑜𝑑 2) (2.1)

Figure 2.6: Alternative representation of the LFSR in figure 2.5.

Figure 2.5 can be represented by its equivalent in figure 2.6, which will result in the GF(2)
polynomials that are used to generate the m-sequences as seen in table 2.1. The serial input
(input in Register 1) is obtained by doing the mod 2 of states in registers 1 and 3, i.e., by doing
𝑥3 + 𝑥 . However, if the first state in register 1 is equal to "0", this will result in states "000"over
time, which will not result in an m-sequence. In order to overcome that, register 1 must be
initialized with "1", which results in a feedback function: 𝑥3 + 𝑥 + 1, as seen in table 2.1, with
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𝑔0 = 1 and 𝑔3 = 1 when expressing it using equation 2.1. The desired m-sequence will be the
register 3’s output in this case, after 7 iterations.

In the present case, it was desired to generate an m-sequence with 127 bits, which required
a LFSR with length 𝑚 = 7. The primitive polynomial for this purpose is, as table 2.1 shows,
𝑥7 + 𝑥 + 1, which means the feedback depends on the outputs of registers 1 and 7 and the
resulting m-sequence will be register 7’s output after 27 − 1 = 127 iterations in the LFSR.

M-sequences serve multiple purposes, especially in the telecommunications field [23].

2.4.1 Properties of m-sequences

2.4.1.1 Balance Property

Let 𝑛1 be the number of positions in an m-sequence with value "1"and 𝑛0 the number of
positions in the same m-sequence with value "0".

𝑛1 = 𝑛0 + 1 (2.2)

2.4.1.2 Run Property

A run is a subsequence obtained from the original sequence in which the bits are equal. It
refers to a segment of the sequence where consecutive bits occur. The run property states that
1
2𝑛 , ∀ 𝑛 ≥ 1 runs will have length n, meaning:

• 1
2 of the runs will have length 1;

• 1
4 of the runs will have length 2.

These statements will not occur simultaneously. However, if at least one of them occurs, it
can be considered an m-sequence. This property is very important for this study, as long runs
are not desired as that would contribute to the learning phenomenon and thus, undermine
the results obtained. The longer a run is, the less likely it is to be found in the m-sequence,
which assures a minimized learning phenomenon.

2.4.1.3 Circular autocorrelation function Property

One curious feature of m-sequences is that their autocorrelation is a periodic delta function
[25]. Autocorrelation, 𝑅𝑥𝑥 , is calculated as follows, where 𝑥 (𝑘 ) is the sequence in question
with delay in time 𝑛 = 0:

𝑅𝑥𝑥 (𝑛) =
∞∑︁

𝑘=−∞
𝑥 (𝑘 + 𝑛)𝑥 (𝑘 ) (2.3)
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a b

Function calculated for a 127-bit random sequence.

Figure 2.7: Auto correlation function of 127-bit sequences. (2.7a) Function calculated for a
127-bit m-sequence. (2.7b)

Figure 2.7 shows the autocorrelation calculated according to equation 2.3 for both an m-
sequence (2.7a) and a random sequence (2.7b), both with 127 bits each, where n is the delay
in time in equation 2.3. For an m-sequence, the maximum autocorrelation is 127 and it only
happens for one value of n. For the rest of the values, 𝑅𝑥𝑥 = −1. In part, this is due to the
Balance Property, which will result in almost the same number of -1 and 1 (when using NRZ)
and thus, the total sum of the products will be -1. This property is very interesting to avoid
learning on the part of the experimental subject, throughout the experiment . Not only that,
but the mutual independence of shifted versions (different ns), enables the separation of the
electrophysiological response of different stimulation sources and responses from different
higher order kernels as well as allowing the study of the adaptive effects of previous occurrences
[20].

2.5 Manchester encoding

Manchester encoding is widely used as a low-cost radio frequency transmission of digital data.
It is a form of binary phase-shift keying and has allowed data encoding in a way that dismisses
long strings of continuous zeros or ones, having the encoding clock rate built-in with the
transmitted data. The difference to other methods of coding is that the bits "0"and "1"concern
transitions and not static values, i.e., one bit encodes a 1 → 0 transition and the other encodes
a 0 → 1 transition [26]. This feature of Manchester coding is very valuable for this study in
particular in order to avoid any habituation and polarization processes, especially whenever
a sequence of equal bits in a row occur in the sequence shown, which would lead to several
looking-like slides and thus, would originate more fixations than desired. As a result, it would
be detrimental the study, because the saccadic movements would not occur as frequently.
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Figure 2.8: Comparison between different forms of encoding (adapted from [27]).

When using Manchester coding, the sequence increases twice in length, which leads to
sequences with double the length when compared to the pre-coded sequence, as seen in figure
2.8 when comparing lines 1 (bit stream) and 4 (Manchester).

2.5.1 Non-return-to-zero (NRZ)

Figure 2.9: Non-return-to-zero and Return-to-zero representation in [28].

NRZ is a binary code in which ones are represented by one significant condition, usually a
positive voltage, while zeros are represented by some other significant condition, usually a
negative voltage, with no other neutral or rest condition, as opposed to return-to-zero (RZ), as
seen in figure 2.9.
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2.6 Inverting Schmitt trigger (IST)

Figure 2.10: Equivalent circuit to the IST.

An IST is a type of Schmitt trigger that inverts the polarization as opposed to a regular Schmitt
trigger. A Schmitt trigger is an example of a bistable multivibrator, which means it has two
stable states. In order to change states, the circuit needs to be appropriately triggered. Bistable
operation is due to a voltage divider in the positive feedback of an operational amplifier, as
seen in figure 2.10.

Figure 2.11: IST’s transfer function.

Figure 2.11 shows the functioning of the IST. Schmitt triggers display hysteresis, as opposed
to a comparator’s transfer function. In the first case, there are two thresholds,𝑉𝐼 𝐿 and𝑉𝐼𝐻 . It
is only when𝑉𝑖𝑛 is above𝑉𝐼𝐻 or𝑉𝑖𝑛 is below𝑉𝐼 𝐿 that a shift in the output occurs, resulting in
less frequent changes when comparing to comparators. In the comparator case, there is only
one threshold, i.e.,𝑉𝐼 𝐿=𝑉𝐼𝐻 , so there is no hysteresis. This means every time the threshold is
reached, there is a shift leading to much more frequent output variations and thus, making it
much less stable.
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Figure 2.12: Comparison between a comparator and a Schmitt trigger circuit. U - input; A -
comparator’s output; B - Schmitt trigger’s output.

Figure 2.12 shows the difference in the output between a comparator (A) and a Schmitt
trigger (B). The horizontal green and red lines show the thresholds for each circuit (the green
lines represent the Schmitt trigger’s thresholds and the red line represents the comparator’s
threshold). It is clear that the comparator circuit shows much more sensitivity to shifts in the
output as opposed to a Schmitt trigger circuit. Not only is the comparator circuit more prone
to shifts but is also more sensitive to noise, which is undesirable considering there might be
changes in the current throughout the experiment, which cannot be controlled due to the fact
that only the test subject is inside the Faraday cage (FC), and so, the output must be as stable
as possible.

Figure 2.13: IST’s waveform. Red line - input; Blue line - output.

In the IST’s case, the opposite happens. The thresholds still control how the output shifts
but in the opposite polarization, so that if the Schmitt trigger’s output was to be high, the IST’s
output would be low and vice-versa.

2.7 Binary Symmetric Channel

A general communication system has been already introduced in section 1. Figure 2.14 shows a
similar communication system as figure 1.1, where the transmission is polluted by noise, which
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Figure 2.14: General communication system (adapted from [29]).

tends to occur in most cases. Therefore, when the message reaches the receiver, the signal has
embedded noise. The channel is seen as the form used to transmit the message encoded from
the transmitter to the receiver. The receiver does the opposite of a transmitter, decoding the
message [29].

In the simplest case, the channel can be binary, as in the values transmitted are "0"or "1",
i.e., binary symbols [30]. The transmission could be either symmetric or asymmetric, depend-
ing on the relation between p and q, which are the probabilities of the transmitted symbol
being "1"and received symbol being "0"and the transmitted symbol being "1"and the received
symbol being "1", respectively.

Figure 2.15: A binary symmetric channel.

In figure 2.15, the symmetric case is represented. A binary channel is symmetric whenever
𝑝, 𝑞 ∈ [0; 1] : 𝑝 = 𝑞 . Otherwise, i.e., if 𝑝 ≠ 𝑞 , the binary channel is asymmetric [31].

In this work, the channels were considered to be symmetric, thus the only probability
concerned is p, making p(1|0)=p(0|1)=p.

𝑝 (𝑦 |𝑥) =

1 − 𝑝 if 𝑦 = 𝑥

𝑝 if 𝑦 ≠ 𝑥
(2.4)

In equation 2.4, the probabilities of transmission of the binary symmetric channel are
summarized. To each channel, there is a value of capacity, which is the ability of transmission
of information in the said channel from the source, in bits per transmitted symbols.
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𝐶𝐵𝑆𝐶 = 1 −𝐻𝑏 (2.5)

Equation 2.5[32] shows how to obtain the capacity for a channel, which depends directly
on the binary entropy of said channel, 𝐻𝑏 .

𝐻𝑏 (𝑝) = 𝑝 log2
1
𝑝
+ (1 − 𝑝) log2

1
1 − 𝑝

(2.6)

Equation 2.6 [31] shows how to obtain the binary entropy for a given crossover probability
p, which can also be called the uncertainty [32].

2.8 Matched filters

A matched filter is a tool used in signal processing in order to extract a known wavelet 𝑠 (𝑘 )
(a template) from a signal embedded in noise 𝑛 (𝑘 ) [33]. It is implemented by convoluting
the signal with noise (𝑠 (𝑘 ) + 𝑛 (𝑘 )) with the time-inverted version of the wavelet 𝑠 (𝑡 ). One of
the advantages of using such filtering is that it maximizes the SNR in the presence of additive
white gaussian noise (AWGN) [34], which will happen when the filter’s impulse response is
the time-inverted wavelet [33]. This technique, however, is not as useful if the waveforms are
unknown [35].

𝑦 [𝑛] =
∞∑︁

𝑘=−∞
ℎ [𝑛 − 𝑘 ]𝑥 [𝑘 ] (2.7)

Equation 2.7 shows the output of the matched filter 𝑦 [𝑛] when applying the linear filter
ℎ [𝑥] to the input signal 𝑥 [𝑘 ]. Matched filtering in conjunction with Neural Networks (to assess
the matched filter’s performance) has already been used to detect spikes in pediatric (but also
with potential use in adult) EEG with the aim of aiding in detecting epileptic spikes, with a
sensitivity of 99.96% [35]. This shows the possible application of matched filtering, especially if
used in a more-than-one-phase detection model, in detecting other neurological pathologies.

2.9 Hamming distance

Hamming distance concerns the number of differences between two sequences of symbols
[36]. In other words, it is the number of symbols that need to be flipped in a word a in order
to be identical to a word b.

This concept is used in error detecting and correcting codes. Error-detecting and error-
correcting come in sequence of information transmission, throughout the process of decoding
information. In order to perform good correction codes, the error rate must be ≤ 25%. If it is
= 50%, inverting the bits will still result in an error = 50%, which will make it impossible to
correct the word obtained.
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Figure 2.16: Hamming distance three-dimensional representation of 4-bit binary sequences.

Figure 2.16 shows the three-dimensional representation of 4-bit binary sequences, where
each edge represents one unit in the Hamming distance. For instance, the Hamming distance
between sequences "0000"and "0110"is 2, as they are separated by two edges.
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LITERATURE REVIEW

3.1 The use of m-sequences and matched filters in neuroscience

Table 3.1: Summary of the literature review of the techniques used in this work.

Authors Year Dataset Aim Results/conclusions Future work

Hatzilabrou, G. M.
Greenberg, N.
Sclabassi, R. J.
Carroll, T.
Guthrie, R. D.
Scher, Mark S. [37]

1994
two preterm
and fullterm
neonates

To compare the
effectiveness of
a technique
for detecting
REM in newborns
that uses
four criteria
thresholds with
a technique
that uses only
2 and then
with the application
of other one
that uses a REM
signal as a template.

The matched filter
proved to be more
effective in
detecting REM
than the
other techniques
techniques when
applied to newborns.

-

21



CHAPTER 3. LITERATURE REVIEW

Bell, S. L.
Allen, R.
Lutman, M. E. [38]

2001

20 (10 male
+ 10 female)
subjects,
mean age=
24.3 years,
otologically
normal

To prove the
efficacy of
using M-sequences
in the study of
MLR (middle
latency response) in
order to decrease the
acquisition time
in the evaluation
of the depth
of anesthesia,
since the
conventional
technique has
a longer
duration than
desirable
given the rapid
changes in this
parameter.

MLS (maximum
length sequences)
can be used with
confidence in MLR
acquisitions.
The best MLS to
use are those
of order 4 due
to better SNR.

To study the
effect of MLS on
wave latencies
in addition to MLR
in the different
phases of
anesthesia for
its use in the
assessment of
anesthesia depth.

Völk, Florian
Straubinger, Martin
Roalter, Luis
Fastl, Hugo [39]

2009
28 year
old male
subject

To demonstrate
an algorithm
for measuring
HRIRs
(head related
impulse responses)
that uses MLS
and ESS
(exponential
sine weep).

It is possible
to apply MLS
in conjunction
with ESS to
measure
HRIRs in
studies in
psychoacoustics.

-

Stamoulis, Catherine
Chang, Bernard S. [40]

2009

3 patients
with
multifocal
seizures

To assess the
possibility of
using matched
filters to locate
sources of epileptic
seizures
from acquisitions.

It was
possible to use
matched filters
to separate
components from
different foci
during an epileptic
seizure based
on their
patient characteristics
and
arrival times between
electrodes.

Validation
of the method
is required but it
shows promise.
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Y Nishitani,
C Hosokawa,
Y Mizuno-Matsumoto,
T Miyoshi,
H Sawai,
S Tamura [24]

2012

6 cultured
cell samples
with dissociated
hippocampal
neurons
at 22-50
days in vitro

To confirm the
assumption
that some LFSR
are found
in neuronal
networks in
control of the
communication
of information
that use
m-sequences.

More 7-bit
sequences
were detected in
time series
where spikes
were used than
in random
time series,
suggesting that
there are
LFSR-equivalent
circuits of length 3
in neuronal
networks which
generate
the detected
m-sequences.

To identify
the location
and type of LFSR in
order to understand
why 3-stage
LFSR are
specifically detected.
To analyze
the correlation
between the
culture term
and the number
of detected sequences
and also the
correlation
between this
number and
the scale of
neural networks.

Janacsek, Karolina
Shattuck, Kyle F.
Tagarelli, Kaitlyn M.
Lum, Jarrad A.G.
Turkeltaub, Peter E.
Ullman, Michael T. [41]

2020

20 studies
used in
meta-analyses
(participants)
and
627 participants
for ALE
(activation
likelihood
estimation)
analyses.

To understand
which structures are
involved
anatomically in
sequence learning
in humans.

The basal ganglia
(globus pallidus)
and anterior
parts of
the putamen
and caudate
nuclei (striatum)
are
involved in the early
stages of
learning, i.e.,
regarding sequential
order learning.
The ventral
premotor cortex
is in charge of
sensorimotor
functions.
The VI lobe of
the cerebellum
is in charge of the
attention/working
memory functions.

To expand the
focus on the
basal ganglia
beyond the striatum,
to include the
globus pallidus.
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Müller, Philipp L.
Meigen, Thomas [20]

2016

no data
set as
it was a
review
article

To show the potential
of m-sequences
in multifocal
ophthalmic
electrophysiology
(multifocal ERF
and VEP).

M-sequences
make it
possible to
separate the
captured responses
according to
different locations
in the
visual field,
as well as
allowing to analyze
adaptation effects
of previous events.
Multifocal
techniques such
as mfERG
make it possible to
distinguish
hereditary diseases.
Changes in patients
in mfERG with
diabetes occur
before structural
changes in diabetic
rhinopathy, and
in the case
of glaucoma,
reduced amplitudes
with
defects in the field of
vision and nerve fiber
thickness
before the onset
of the disease
are observed,
which
shows mfERG has
benefits for early
diagnosis
of the disease.

-

3.2 Conclusion on literature review

As seen in the previous section, both m-sequences and matched filters have not been deeply
studied in the neurological field. Matched filters proved to be an effective tool for detecting
REM in EEG signals as well as locating sources of epileptic seizures. M-sequences have also
proven to serve various applications to study the effects of anesthesia, in psychoacoustics
and in electrophyisiology, which opens the door for its use in the study of other neurological
diseases.

With this in mind, in this dissertation, a model of the brain was proposed using saccades,
measured by EEG and EOG. These saccades were stimulated using a slide show built from
an m-sequence and using only the EEG and EOG signals, was there an attempt to retrieve
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the original sequence. To do so, matched filters were used to detect the bits and estimate
the sequences for each channel. At last, the patterns in recognition were assessed, which in
the future could serve to infer as to the presence or absence of pathology when investigating
between healthy and unhealthy subjects.
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MATERIALS AND METHODS

This chapter is divided in four sections, as outlined below:

Section 4.1 - Subjects - A brief description of the experimental subjects.

Section 4.2 - Experimental design - A description of the experimental design, namely
regarding the conversion of the m-sequence into the slideshow presented throughout the
acquisition;

Section 4.3 - Acquisition - It describes the acquisition process, namely, the sampling rate,
the number of electrodes and their positioning on the experimental subject, in addition to
what the experiment consisted of;

Section 4.4 - Processing - It describes how the acquired data were processed in order
to perform the detection and estimation of the sequences for every channel. As mentioned
before, a Data Science Pipeline-approach was used, meaning it consisted in a sequence of
scripts, each performing a specific task. This process is explained in detail in this section and
summarized in the appendix section B.

4.1 Subjects

Table 4.1: Data for the 6 experimental subjects.

Acquisition Age Sex Dominant hand Glass wearer No. of coffees / day Medication
M11FA 24 Male Right No 4 No
M11FB 24 Male Right Yes 1 No
M11FC 25 Male Right Yes 2 No
M11FD 21 Male Right Yes 3 No
M11FE 22 Male Right No 1 No
M11FF 24 Male Right No 1 No
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The experiment was run in 6 subjects, in total. Their main information is summarized in
table 4.1. The subjects were on average 23 years old, healthy, with no psychological pathology
or other kinds.

4.2 Experimental design

The acquisitions took place inside an electromagnetic field shielded room in the Propagation
and Radiation Lab of the Department of Electrical and Computer Engineering (DEE) in the
facilities of NOVA School of Science and Technology (FCT NOVA). Throughout the experiment,
the subjects were alone inside the room, with the switchboard and lights off. They were in-
structed to look at the slides presented on the screen, namely and solely at the circles that
would either be on the left or right of it. They were instructed to not make any other sort of
facial and body movement besides saccades so as not to corrupt the EOG with motion artifacts.
In the first slides, there were more than one circle in order to centralize the gaze of the subject,
similarly to a regular VGS study. It took approximately 3 minutes.

4.2.1 Slides

a b

Figure 4.1: Bit "0"in the m-sequence after Manchester and NRZ codification.

a b

Figure 4.2: Bit "1"in the m-sequence after Manchester and NRZ codification.

The slides used to build the final sequence shown to the subjects are presented in figures 4.1
and 4.2. The workflow shown in figure 1.2 shows that in order to transmit the m-sequence,
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there is a need to encode it, using Manchester, in this case. In Manchester encoding, each bit
in the original sequence translates in a transition between two slides. It was defined that each
bit in the original sequence leads to a transition from a slide with white squares on the corners
to a slide with black squares on the corners, as seen in figures 4.1 and 4.2.

Bit "0"in the original sequence will result in a transition from a slide with a circle on the
right to a slide with a circle on the left and bit "1", vice-versa. In the event that there are
multiple identical bits or runs of bits in a row in the original sequence, although avoided by
the use of m-sequences, the use of Manchester coding will prevent fixation movements, which
go against the scope of the study, since the goal was to study saccadic movements.

The slides were presented in a laptop with no network connection at a distance of 100
cm from the subject. As for long distance saccades (≈ 150 cm) in adults, the latency is ≈
250 ms [42], the duration of the slides was set to 850 ms, which was enough time to obtain a
reliable response to the stimuli. Because the original m-sequence had 127 bits of length, after
Manchester encoding, the final sequence had 127 pairs of slides, i.e., 254 slides. Four slides
were added in the beginning to ensure the sequence would only be presented to the subject
once they were alone. One final slide was presented to ensure each slide of the sequence
had the same recorded response time. In total, the slide show presented had 259 slides. The
same slide show was presented to every subject, i.e., the m-sequence was the same throughout
all the experiments. Using m-sequences contributes to reducing the learning phenomenon,
which would also be detrimental to the study because it could affect the signals measured.

Figure 4.3: Summary of the m-sequence’s conversion to slides.

4.3 Acquisition

In each acquisition, there were 8 electrodes for each kind of signal, i.e., EEG and EOG, which
means, for every subject, there were in total 16 electrodes distributed over the scalp, face and
wrists. Because the aim was to explore the signals in order to extract as much information as
possible, the intention was to ensure no part of the signal was left out so the sampling rate (𝑓𝑠 )
used was 16384 Hz, as it is the maximum frequency allowed by BioSemi’s ActiveTwo, the data
acquisition system used.
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4.3.1 EEG

Figure 4.4: Electrodes’ positioning for EEG collection.

To collect the EEG data, 8 pin electrodes were used in a standard 256-hole EEG cap. The
electrodes were positioned as seen in figure 4.4, with two electrodes in the frontal lobe, four
electrodes in the parietal lobe and two electrodes in the occipital lobe, where the visual cortex
is situated. The lobes other than the visual cortex were also investigated in order to look for
relevant information, since this was an exploratory work.

4.3.2 EOG

For the EOG acquisitions, 8 flat type electrodes were used, positioned as follows:

a Positioning on the head. b Positioning on the wrists.

Figure 4.5: Electrodes’ positioning for EOG collection.

As seen in figure 4.5a, six electrodes were positioned around the eye area in order to study
both the horizontal and vertical saccadic movements. Two other electrodes were positioned
in the forehead: driven right leg (DRL) (on the top) and common mode sense (CMS) (on the
bottom). These electrodes are used by the equipment as a reference and replace the ground
electrode used in conventional systems. As seen in figure 4.5b, two other electrodes were po-
sitioned, one on each wrist, whose signal was mostly dominated by electrocardiogram (ECG).

ECG, although no the focus of the dissertation, was thought to be an interesting signal as
some malfunctions in the heart can be linked to higher risk of developing some neurological
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diseases. For instance, coronary heart disease and heart failure might be linked to a higher
risk of dementia [43] and impaired heart rate variability may also be considered a marker for
differentiating dementia with Lewy bodies (DLB) from Alzheimer’s disease (AD) [44].

4.4 Processing

Figure 4.6: Workflow for the processing of the data.

Figure 4.6 shows the workflow used in the processing stage. The information collected in
the acquisition was stored in a .bdf file, containing the 16 channels in which the signals were
measured, plus the Status channel, where the information coming from the visual stimuli is
stored. The processing stage can be seen as two major tasks:

1. the filtering of the data in order to remove the noise coming from the grid which is
located at 50 Hz using a bandstop filter, as well as the high pass band, because the goal
was to analyze patterns in the signal above certain frequencies;

2. the matched filtering in order to detect the bits and estimate the sequence for each
channel and compare it to the original sequence in order to assess detection of the
correct sequence.

In order to develop the software, 4 acquisitions were made, with different numbers of
electrodes, electrode positioning and/or number of bits in the m-sequence presented:

• M11A - 8 electrodes for EEG + 8 electrodes for EOG (127 bits)

• M11B - 0 (zero) electrodes for EEG + 2 electrodes for EOG (127 bits)

• M11D - 0 (zero) electrodes for EEG + 8 electrodes for EOG (255 bits)

• M11E - 0 (zero) electrodes for EEG + 8 electrodes for EOG (127 bits)
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4.4.1 Storing the stimuli’s information in the .bdf file

The information from the visual stimuli was stored in the last channel of the .bdf file, the Status
channel. In this channel, the information is stored in a binary format, with 24 bits, each one
concerning each of the 16 trigger inputs as well as other inputs in the ActiveTwo USB receiver,
situated outside the room where the acquisitions took place. These are connected through an
optic fiber cable. The information from visual stimuli over time is stored in Trigger inputs 2
and 3 in the USB receiver. Connected to these trigger inputs, are two phototransistors, each
regarding each trigger input, that detect the light coming from the screen as the slideshow
goes by. These phototransistors are placed on top of the squares shown in figures 4.1 and 4.2,
on the screen during the acquisition.

As seen in these figures, each bit is located in a transition from a slide with white squares
to a slide with black squares. In the Status channel, this will be detected as a down transition
by the transistors. Therefore, it can be said that the bits in the original sequence are located
in the down transitions of the transistors.

Again, as seen in figures 4.1 and 4.2, there are two squares in each slide, each square re-
garding each transistor. This way, the data in each channel can be segmented bearing the
transitions of the phototransistors in mind.

However, direct connection was not possible because it was desired that whenever a pho-
totransistor detected light, its trigger input would have value "1"and in the opposite case, value
"0". Due to light detection, what happens is that the transistor is in active mode, which leads
to electric current flow and causes the measured potential in the trigger input to be low, con-
trary to what is intended. With that in mind, a circuit was built using an IST, in order to invert
the polarization and so, obtain the desired result. In that circuit an LED was also connected
to each transistor so that it would indicate detection of light so, before each acquisition, this
photo-detection could be assessed right away without needing to check the acquisition soft-
ware.
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Figure 4.7: Circuit used to process the photo transistor’s information.

Figure 4.7 shows the final circuit. It can be divided into two subcircuits, each relative to
each phototransistor. Each subcircuit gets the input from the detection in the phototransistor.
Its output is connected to two ISTs, whose outputs will be the Trigger inputs, to be stored in the
Status channel, and an LED that is ON whenever light detection occurs and OFF whenever it
does not. In the circuit above, each phototransistor is represented by a regular NPN transistor
with the base left open circuit, as LT Spice, the software used to perform the simulation, did
not have any models as far as phototransistors are concerned.

The .bdf file was converted to a .mat file using EEGLAB toolbox (Delorme andMakeig, 2004).
The algorithm for the processing was developed in MATLAB. Firstly, the data in the .mat file,
obtained from EEGLAB, was split into 16 variables, regarding the 16 channels recorded to ease
the processing using Faz03Data𝜒.m, which resulted in file Data𝜒bEx1to16.

4.4.2 Filtering

All the filters used throughout the processing were of digital kind. To design the filters, the
function fir2 was used in MATLAB, which creates finite impulse response filters recurring to
the frequency sampling method.
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4.4.2.1 Bandstop filter 50 Hz

Figure 4.8: Band-stop filter used to filter out the 50 Hz noise.

A digital filter of order 81920 was used, which allowed for more precise removal of the 50 Hz
frequency (corresponding to the grid frequency), that often causes noise, while also keeping
the closest frequencies to this one with less significant attenuation, as seen in figure 4.8. The
order of the filter was obtained doing 𝑓𝑠

2 × 10 = 16384
2 × 10 = 81320. The sampling rate was

divided by 2 because of the Nyquist theorem, that states that the 𝑓𝑠 should be at least twice
the maximum frequency of the signal, which means the maximum frequency should be 𝑓𝑠

2 at
the most. For each "frequency", it was selected a factor of 10 for the points used to achieve
better precision in the filter.

The notch 50 Hz filtering was performed by function Faz04Filtra50HzDataNew resulting
in file Data𝜒Ex1to16.

4.4.2.2 High pass band filtering

As for the high pass band filters, 4 cutoff frequencies were chosen according to the dominance
in the FFT of one of the acquisitions used in the development of the algorithm, namely, M11E:
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Figure 4.9: FFT of EXG8 electrode on acquisition M11E.

Figure 4.9 shows the result of FFT on one of the acquisitions used to develop the algorithm.
The frequencies with the highest amplitudes are situated on the lowest range (0-30 Hz). There
is also a peak on 50 Hz, belonging to the frequency associated with the power grid.

Having this in mind, the maximum cutoff frequency chosen to be analyzed was 30 Hz,
because if higher, most of the signal would be mitigated and no interesting information would
be left. The 30 Hz high pass bandwas chosen to study the typical responses in case the detected
signal had no human source, in order to compare it with the other high-pass bands.

Figure 4.10: FFT of EXG8 electrode on acquisition M11E (0-10 Hz).

As seen in figure 4.10, one of the frequencies with the highest amplitude is 1 Hz, so in order
to keep it, a cutoff frequency of 0.5 Hz was chosen. Frequencies 3 and 4 Hz are also of high
amplitude, so a filter with cutoff frequency 2 Hz was chosen.

Taking all this in consideration, the cutoff frequencies chosen were the following:

• 0.5 Hz (the detailed design of this filter can be accessed at I.1);
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• 2 Hz (the detailed design of this filter can be accessed at I.2);

• 10 Hz (the detailed design of this filter can be accessed at I.3);

• 30 Hz (the detailed design of this filter can be accessed at I.4).

Each high pass band filtering was performed by a function called Faz05FiltraHP𝑓 DataNew,
where 𝑓 is the value of the cutoff frequency in question, resulting in Data𝜒fEx1to16. The pa-
rameters for each filter for function fir2 can be seen in section I.

4.4.3 Matched filtering - detection

4.4.3.1 Data segmentation

The data was divided into segments of 350 ms (5734=𝑓𝑠 *0.350 samples each) starting with an
instant of a down transitions of the transistors, i.e., where the bits of the original sequence
were located. In order to obtain the designated segments:

1. FazA01InfoTransistors.m used the information in the .bdf file to obtain two .mat files
which contained the information concerning the state of each transistor throughout the
experiment, in binary, directly from the Status channel: ku08Green and ku08Red;

2. FazA02Conta259Slides.m worked as the software’s checkpoint to confirm the validity
of the acquisition: using ku08Green and ku08Red, it checked if the number of slides
registered in both files matched the expected number of slides, i.e., 259 and, if positive, it
renamed them to: ku08Green259 and ku08Red259, respectively. If not, it renamed them
to ku08Greenxxx and ku08Redxxx, respectively, and the algoritm would be terminated;

3. Faz06SpotLocs.m used ku08Green259, i.e., the information regarding the transistor in
the upper left corner of the screen, to obtain the locations of the transitions of said tran-
sistor, resulting in a .mat file with 3 variables (ki32UpLocs (containing the location of up
transitions), ki32DwLocs (containing the location of down transitions) and ki32AllLocs
(containing the locations of all transitions)): SpotLocsUpDwAll𝜒;

4. Faz07Segments.m used the information in the variable ki32DwLocs from SpotLocsUpDwAll𝜒
to divide each channel in the filtered data (Data𝜒fEx1to16) into segments with 350 ms
of duration that start whenever a down transition occurs, i.e., when a new bit from the
sequence starts. This resulted in file rSegmentsG1To16, which contained in total 16 vari-
ables, regarding each of the 16 channels recorded. Each channel is represented by a
matrix with 127 rows corresponding to the 127 bits of the sequence to be estimated, each
having 5734 columns (length of each segment, corresponding to 350 ms).

5. FazA08CalculaDiferenciais.m obtained the differential channels by calculating the
subtraction between the 16 channels, which resulted in 136 channels in total. In doing
so, it can be assessed if there is useful information in the differential channels and in
addition to the unipolar channels. Of this function, resulted file AllSegments.mat.
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4.4.3.2 Templates for the matched filtering

1. FazA09Normaliza.m normalized the channels in AllSegments.mat, making sure all the
segments had an average equal to zero and energy equal to 1. This resulted in file rME-
Segments.mat.

2. FazA10Sondas.m calculated the templates to be used in the matched filtering by tempo-
ral summation. It generated two templates for each channel, a template to estimate bit
"1"and a template to estimate bit "0". In order to obtain these templates, all the segments
that corresponded to a position in the original sequence to "1", were summed to obtain
the template for "1"and the rest of the segments were used to obtain the template for "0",
for each channel. In total, there were two templates for each of the 136 (16+120) channels.
These were normalized after summation and resulted in file Sondas.mat. This function
used an auxiliary function, fazSondas, which produced the two templates for each chan-
nel: |𝑆𝑜𝑛𝑑𝑎𝐴1

𝑛 ⟩ and |𝑆𝑜𝑛𝑑𝑎𝐴0
𝑛 ⟩, where n is the number of the channel, 𝑛 ∈ {0, ..., 136}.

4.4.3.3 Matched filtering (detection)

To perform the matched filtering, function FazA11Detecao calculated the inner product be-
tween every segment of each channel and each of the templates, using an auxiliary function,
acertosSequences.

This function took 4 arguments: the matrix with the normalized segments for each chan-
nel, ⟨𝑟𝑚𝑒𝑆𝑒 𝑔𝑚𝑒𝑛𝑡 𝑠𝐴𝑛 |, in rMESegments.mat, both templates (normalized), |𝑆𝑜𝑛𝑑𝑎𝐴1

𝑛 ⟩ and
|𝑆𝑜𝑛𝑑𝑎𝐴0

𝑛 ⟩ and𝑂𝑟𝑖 𝑔 𝑖𝑛𝑎𝑙𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒 ,a 127x127 matrix, with the original set of m-sequences,
where each line corresponded to a 127-bit m-sequence. Each original m-sequence in the origi-
nal set was represented by ⟨𝑂𝑟𝑖 𝑔 𝑖𝑛𝑎𝑙𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑙 |, where 𝑙 ∈ {1, ..., 127}, standing for the 127
m-sequences in the original set.

In order to perform the detection, the inner product was calculated for each segment
⟨𝑟𝑚𝑒𝑆𝑒 𝑔𝑚𝑒𝑛𝑡 𝑠𝐴𝑚

𝑛 |, 𝑚 ∈ {0, ..., 127} in each channel 𝑛 ∈ {0, ..., 136}, with both templates,
|𝑆𝑜𝑛𝑑𝑎𝐴1

𝑛 ⟩ and |𝑆𝑜𝑛𝑑𝑎𝐴0
𝑛 ⟩:

⟨𝑟𝑚𝑒𝑆𝑒𝑔𝑚𝑒𝑛𝑡 𝑠𝐴𝑚
𝑛 |𝑆𝑜𝑛𝑑𝑎𝐴1

𝑛⟩ = 𝐸𝑠𝑡 𝑖𝑚𝑎𝑑𝑜𝑟𝑚𝑛 𝑈𝑀

⟨𝑟𝑚𝑒𝑆𝑒 𝑔𝑚𝑒𝑛𝑡 𝑠𝐴𝑚
𝑛 |𝑆𝑜𝑛𝑑𝑎𝐴0

𝑛⟩ = 𝐸𝑠𝑡 𝑖𝑚𝑎𝑑𝑜𝑟𝑚𝑛 𝑍𝐸𝑅𝑂

For all𝑚 ∈ {0, ..., 127} segments in 𝑛 ∈ {0, ..., 136}, two estimators are obtained, concern-
ing the correlation for each bit for said segment m.

In order to estimate the sequence for each channel n, for every positionm, the correlation
for each value of bits, "1"and "0", were compared and whichever were the highest, would be
considered the value for said position. In the end, each channel had an estimated sequence
with 127 bits, in a column vector.

In order to obtain the number of hits, once again, the inner product was used. The in-
ner product was calculated between each m-sequence 𝑙 ∈ {1, ..., 127} in the original set,
⟨𝑂𝑟𝑖 𝑔 𝑖𝑛𝑎𝑙𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑙 |, and the estimated sequence of each channel𝑛 ∈ {0, ..., 136}, |𝐸𝑠𝑡 𝑖𝑚𝑎𝑡𝑒𝑑 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑛]⟩.
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At this stage, because the m-sequence was coded in NRZ, every time a hit between the original
set and the estimated sequence occurred, it would add up to 1 so in the end, a balance for each
pair original sequence - estimated sequence was obtained. In the end, acertosSequences re-
vealed the number of hits for every channel for each sequence 𝑙 ∈ {1, ..., 127} in the original
set. These were represented in a table for every pair acquisition-high pass filter.
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There were 136 channels for each pair acquisition-high pass band. In the end, the algorithm
obtained a row vector for each channel with the number of hits when comparing the estimated
sequence in it with each of the sequences in the original set. These rows were placed in a table
to ease the analysis, similar to table in annex II.

The total number of hits for each m-sequence was, of course, 127, as this was the number
of bits in the sequence. The detection for each sequence was considered to be positive if the
number of hits was superior to 95 (75% × 127 ≈ 95) for a sequence in the original set. The
detection was at a subject level, i.e., it took in consideration the number of channels where the
retrieval had been considered successful, and not at a sequence level, i.e., the number of hits
for each estimated sequence, obtained for each pair "original m-sequence-channel". So, the
maximum number of successful retrievals (detections) was 136, because, for each case, there
were 136 channels to be analyzed for each pair acquisition-high pass band, i.e., there were 136
chances to estimate the m-sequence.

5.0.1 High pass band - 0.5 Hz

Table 5.1: Successful retrievals in the 0.5 Hz high pass band.

M11FA M11FB M11FC M11FD M11FE M11FF
No. of channels with hits=127 76 114 99 107 45 99

Percentage of channels with hits=127 56% 84% 73% 79% 33% 73%

In the 0.5 Hz high pass band, all EEG’s characteristic waves are present. In this analysis,
only m-sequence 11 registered a number of hits superior to 95, i.e., only this sequence was
detected. This coincides with the m-sequence used to prepare the slideshow.
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5.0.2 High pass band - 2 Hz

Table 5.2: Successful retrievals in the 2 Hz high pass band.

M11FA M11FB M11FC M11FD M11FE M11FF
No. of channels with hits=127 52 116 100 107 32 97

Percentage of channels with hits=127 38% 85% 74% 79% 24% 71%

In the 2 Hz high pass band, all EEG’s characteristic waves are present. In this analysis, only
sequence 11 registered more than 95 hits. Again, it coincides with the sequence shown to be
displayed.

5.0.3 High pass band - 10 Hz

Table 5.3: Successful retrievals in the 10 Hz high pass band.

M11FA M11FB M11FC M11FD M11FE M11FF
No. of channels with hits=127 102 120 110 118 103 113

Percentage of channels with hits=127 75% 88% 81% 87% 76% 83%

In the 10 Hz high pass band, only 𝛼 and 𝛽 rhythms are present. In this analysis, only
sequence 11 registered more than 95 hits.

5.0.4 High pass band - 30 Hz

Table 5.4: Successful retrievals in the 30 Hz high pass band.

M11FA M11FB M11FC M11FD M11FE M11FF
No. of channels with hits=127 136 133 123 130 136 136

Percentage of channels with hits=127 100% 98% 90% 96% 100% 100%

In the 30 Hz high pass band, only 𝛽 rhythms were present. In this analysis, only sequence
11 registered more than 95 hits.
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5.1 Discussion

Figure 5.1: Summary of the results presented above.

Figure 5.1 shows the number of channels for each pair "acquisition-high pass band"in the
test set. This represents the number of detections, which only happened for m-sequence 11,
in every channel tested. In all acquisitions, the m-sequence was detected, although acquisi-
tion M11FE showed lower detection rates for 0.5 and 2 Hz-cutoff frequencies (33% and 23%,
respectively).

A general increase in the number of detections can be noticed as the cutoff frequency
increases. Furthermore, the algorithm was tested for signals filtered with a high pass band
filter with a cutoff frequency of 150 Hz and it was observed that the number of detections
kept increasing (it proved to be a high enough cutoff frequency to register a 100% rate of de-
tections), which overall proves this tendency for the number of detections to increase as the
cutoff frequency increases as well.

This is in line with what is observed in figure 4.9, because above 30 Hz, the signal is neg-
ligible, so in this band, there seems to be no human component signal, which gives rise to
maximum detection rates. It seems that the more physiological component there is in the
signal, the more "disturbances"to the system seem to be taken into consideration, which may
point to a deviation from what happens when testing higher cutoff frequencies.

It can be concluded that the higher the cutoff frequency used in the high pass filter when
analyzing experimental subjects, the closer it gets to a signal with no human component at
all, which shows the algorithm’s ability to detect the m-sequence effectively.

For three of the acquisitions (M11FB, M11FC, andM11FD), the successful retrieval rates were
approximately the same for the first two cutoff frequencies, which may show redundancy in
these cases and no significant components are situated in frequencies below 2 Hz in those
cases.
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A general increase in successful retrieval rates can be seen when rising the cut-off frequency
from 2 Hz to 10 Hz, which shows that, generally, the latter seems to be a low enough frequency
for the m-sequence to be detected with a substantially high successful retrieval rate.

It is worth noting, however, that in half of the subjects (M11FB, M11FD, and M11FF), the
software predicted the sequences with a 100% hit rate for some channels, which was not in
line with what happened in the other half of the acquisitions: for M11FB, it happened 27 times
when using the first cutoff frequency and one time when using the second one. For M11FD, it
happened 5 times for the third cutoff frequency and 14 times for the last one. Finally, for M11FF,
it happened twice for the second cutoff frequency, 14 times for the third, and 15 times for the last
one. When analyzing in which channels this had happened, no conclusions could be drawn
as to whether this had been due to a malfunction in the electrodes because it differed from
acquisition to acquisition and from high pass band to high pass band. However, it should be
noted that before every acquisition, the impedance relating to each electrode was checked and
confirmed to be low and no abnormalities in the positioning of the electrodes were recorded.

For the acquisitions M11FA, M11FE and M11FF, the tendency for the number of hits to in-
crease with increasing cutoff frequency only applied to a certain extent. In this case, there was
a decrease in the number of hits, followed by an increase. In two of these acquisitions, when
filtering the data with a 30 Hz-cut-off high pass filter, the hits were equal to the total number
of channels, which may indicate that no signal from the subject remained in the data analysis
at that point, resulting in a successful retrieval rate of 100%.

In general, it can be observed that the higher the cutoff frequency used in the high pass
analysis, the closer to a 100% rate of successful retrieval is reached, which may be due to the
fact that less of the physiological component is being analyzed. More acquisitions should
be done in order to assess what patterns will be observed: namely, if there will continue to
be channels where the success rate is 100% and/or if there will be a decrease followed by an
increase in hits in the same proportion as observed.
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The designed algorithm showed promise in retrieving the m-sequence shown. In all the acqui-
sitions in the test set, the m-sequence with the highest hit rate and also the only one detected
was the one previously shown (m-sequence 11). Higher successful retrieval rates were observed
in higher cutoff frequencies, whichmay indicate that most of the signal being analyzed in those
conditions did not result from physiological activity but from noise in the FC, as it tends to
display a similar behaviour to the one observed when a much higher cutoff frequency is used,
i.e., where biological signal is known to be absent.

Building the templates for the estimation using all the segments corresponding to each
bit, for each channel, has already been proven to work efficiently. However, in order to reduce
computational costs and truly assess the efficiency of the algorithm, fewer segments should
be used (4 or 5).

Furthermore, more tests should be run in order to find out why in some channels there
was an abnormal 100% hit rate, as it happened to 50% of the acquisitions performed. It should
be studied if this was purely circumstantial or if it is an indicator of an interesting pattern. In a
way, this event could be explained by considering that some of the electrodes were positioned
in places where the signal was not detected as effectively, which led to lower energy in the
signal measured belonging to the subject in those places and consequently, less dominance
of the physiological component over the noise in the FC.

If, by analyzing more subjects, this high proportion continues to be observed, appropriate
corrections should be made. It is worth noting, nonetheless, that this constitutes a first step
in order to understand the potential for this algorithm as, if the results hadn’t been positive, it
would prove as an idea to be abandoned.

In order to further evaluate the potential for this model to discriminate patterns between
healthy and unhealthy subjects, more work should be put into addressing the next bullet
points:
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• evaluate the performance of the software with other sequences in order to increase its
degree of confidence;

• test its efficiency with other age groups in order to gauge whether the patterns currently
discovered will hold or change;

• compare the results between healthy and unhealthy people in the same age group to
assess differences in patterns;

• study and compare the performance in patients diagnosed with more than one disease
and possibly, earlier, to either assess the possibility of becoming a precedent to distin-
guish between diseases and/or find out if there are any pre-diagnostic detection patterns
that can serve as an indicator of the presence of pathology for an earlier diagnosis.
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A
EXPERIMENTAL PROTOCOL

A.1 ESPAÇOS

1. Sala 1 (controlo da aquisição)

2. Gaiola de Faraday (aquisição)

A.2 EQUIPAMENTO

1. BioSemi 8A + 8EXG + Bateria (A e B)

2. Gel condutor

3. Cartão para cobrir o ecrã

4. PC de aquisição (sala 1)

5. PC de apresentação dos estímulos (Gaiola de Faraday)

6. Cabo vermelho (com 1 metro de comprimento)

7. T-shirt de laboratório

8. Termo de responsabilidade e matrícula para fotografia do sujeito experimental

9. Guia de disposição dos eléctrodos no sujeito experimental
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APPENDIX A. EXPERIMENTAL PROTOCOL

A.3 CARGOS E RESPONSABILIDADES

• Realizador

– Organizar e estruturar a experiência;

– Dirigir os colegas e sujeito experimental;

– Supervisionar a realização das tarefas;

– Responsável pelo manuseamento do equipamento;

– Registo fotográfico.

• Técnico de aquisição

– Coordena todo o procedimento com o Realizador;

– Responsável pelo PC de aquisição;

– Verifica a qualidade dos canais;

– Verifica o sinal dos fototransístores;

– Configura, inicia e termina a gravação de dados.

• Técnico experimental

– Coordena todas o procedimento com o Realizador;

– Responsável pelo PC de apresentação dos estímulos;

– Responsável pela montagem do equipamento;

– Verificar o cumprimento do Doc 2, disponível na Sala 1 e na Gaiola.

• Sujeito Experimental

– Preencher o Termo de Responsabilidade;

– Seguir as instruções fornecidas.

Em todos os momentos, o Realizador deve estar presente para assegurar o correto uso dos
equipamentos e dos espaços.

A.4 PREPARAÇÃO DA SALA / GAIOLA DE FARADAY

• Sala 1

1.

2. Retirar todos os acessórios (mochilas, casacos,...) que possam danificar o equipa-
mento e dificultar a circulação nos espaços;
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A.5. PREPARAÇÃO DA EXPERIÊNCIA

3. Abrir o armário e retirar as T-shirts de laboratório;

4. Colocar a T-shirt de laboratório;

5. Ligar o PC de aquisição, iniciar sessão no utilizador Mna;

6. Iniciar o software da BioSemi.

• Gaiola de Faraday

– Verificar todo o equipamento. Reportar caso se verifiquem anormalidades (como
as que em seguida se listam), corrigindo antes de prosseguir:

∗ PC de apresentação dos estímulos ligado;

∗ Mal posicionamento do equipamento;

∗ Danos nos eléctrodos;

∗ ...

A.5 PREPARAÇÃO DA EXPERIÊNCIA

Interior da Gaiola de Faraday

1. Colocar o PC de estímulos na secretária.

2. Verificar a bateria do PC de estímulos (caso esteja baixa, colocá-lo a carregar).

3. Iniciar sessão no PC de estímulos.

4. Colocar a apresentação de slides com os estímulos visuais que irão ser utilizados durante
a experiência.

Exterior da Gaiola de Faraday

1. Criar a pasta que diz respeito à aquisição, com o ReadMe, o Protocolo Detalhado e os
slides que irão ser usados na experiência.

2. Preencher o documento 1.Formulário de Aquisição com as informações damesma, nomeada-
mente, com as condições de temperatura, humidade, nomes dos técnicos e realizador,
etc.

3. Explicar ao sujeito experimental como irá proceder a experiência.

4. Fornecer ao sujeito experimental para preenchimento o documento 2.Termo de respon-
sabilidade, que deve ser impresso e posteriormente arquivado.

Interior da Gaiola de Faraday
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APPENDIX A. EXPERIMENTAL PROTOCOL

1. Sentar o sujeito experimental em frente do PC de apresentação dos estímulos à distância
de 1 metro (usar o cabo vermelho à disposição para o efeito).

2. O Técnico de Experiência inicia a colocação dos eléctrodos de EEG da esquerda para di-
reita ou vice-versa e seguindo a disposição que se encontra do documento 3.Disposição
eléctrodos EEG EOG Nota: Os eléctrodos não devem estar ligados ao equipamento.

3. Após a colocação dos eletrodos de EEG, colocar os eléctrodos de EOG no sujeito experi-
mental. Os eléctrodos não devem estar ligados ao equipamento.

4. Ligar todos os eléctrodos ao equipamento.

5. Ligar o equipamento e verificar que a luz azul está acesa, se a bateria ligada se encontra
carregada e, em caso negativo, trocá-la.

6. Ligar a fibra ótica.

Exterior da Gaiola de Faraday

1. Verificar no PC de aquisição que a luz azul se encontra ligada.

2. Iniciar o ficheiro para aquisição, desselecionando as opções de pré filtragem, a frequên-
cia de amostragem e canais selecionados, e verificando se as impedãncias possuem um
valor baixo (< 10 kOhm). Nota: Caso se verifiquem irregularidades, confirmar a posição e
a quantidade de gel no(s) eléctrodos(s) em questão..

Interior da Gaiola de Faraday

1. Verificar qual a bateria em utilização.

2. Fazer o registo fotográfico do posicionamento dos eléctrodos e da disposição da sala.
Para as fotografias ao sujeito experimental, o registo de matrícula deve ocultar o rosto
do sujeito experimental, de forma a ver-se apenas os olhos e a testa. Devem ser tiradas
6 fotografias ou vídeo que inclua:

• Vista Frontal da face do sujeito experimental;

• Vista Lateral Direita da face e cabeça do sujeito experimental;

• Vista Lateral Esquerda da face e cabeça do sujeito experimental;

• Vista Traseira da cabeça do sujeito experimental;

• Vista frontal afastada de forma a ver-se os eléctrodos dos pulsos e do rosto;

• Vista panorâmica da sala.

3. Colocar os foto transístores nos cantos superior esquerdo (fio verde) e inferior direito
(fio vermelho), cobrindo-os com o cartão disponível para o efeito.
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A.6. PREPARAÇÃO DO SUJEITO EXPERIMENTAL

4. Desligar o quadro elétrico da Gaiola de Faraday.

5. Colocar a sala em ground, ligando a tomada para o efeito.

6. Iniciar a gravação da experiência.

7. Iniciar a apresentação dos slides.

8. Abandonar a Gaiola de Faraday da sala e fechar a porta.

A.6 PREPARAÇÃO DO SUJEITO EXPERIMENTAL

1. Entrar na sala 1.

2. Fornecer uma breve explicação sobre o procedimento da experiência.

3. Dar ao sujeito experimental para responder a declaração de consentimento informado.

4. Entrar na gaiola, após indicação, deixando todos os seus pertences (nomeadamente
dispositivos eletrónicos) no exterior da gaiola, e sentar-se na cadeira experimental.

A.7 EXPERIÊNCIA

• A sala deve permanecer em silêncio;

• O Tecnico de Aquisição deve estar atento às transições dos foto transístores e verificar o
seu correto funcionamento durante toda a experiência. No caso de este não se verificar,
a experiência deve ser interrompida e posteriormente retomada.

1. Após o Técnico de Aquisição verificar que já não se dão mais transições, este reporta ao
Realizador que o fim da experiência e termina a gravação do ficheiro.

2. O Técnico de Experiência entra na Gaiola de Faraday e retira a tomada do Ground

3. O Realizador liga o quadro elétrico.

A.8 PÓS EXPERIÊNCIA

1. O Técnico de Aquisição transfere os ficheiros para o Disco Externo e assiste os colegas
na Gaiola de Faraday.

2. O Técnico de Experiência desliga o equipamento.

3. O Técnico de Experiência remove os eléctrodos do sujeito experimental e desconecta-os
do equipamento.

4. O Técnico de Experiência desconecta o cabo de fibra ótica.

55



APPENDIX A. EXPERIMENTAL PROTOCOL

5. O sujeito experimental sai da Gaiola de Faraday após qualquer limpeza que seja necessária.
Na Sala 1, recolhe os seus pertences e é dispensado pelo Realizador.

6. Os eléctrodos são limpos, removendo com papel o gel excedente. São posteriormente
passados por água da torneira, secos com papel e pendurados no cabide para o efeito,
disposto com o mínimo de nós possível.

7. A bateria utilizada é colocada a carregar.

8. Os foto transístores são retirados do ecrã do PC de estímulos.

9. O PC de estímulos é desligado e arrumado.

10. É verificado todo o equipamento e feito um registo fotográfico da disposição final da
Gaiola.

11. A Gaiola de Faraday é abandonada e trancada.

A.9 ENCERRAMENTO

1. Todos os participantes despem a T-shirt de laboratório.

2. O Realizador dobra as T-shirts e arruma-as devidamente.

3. É feita a transferência dos dados da aquisição para o disco externo.

4. Desligar o PC de aquisição.

5. Sair e trancar a sala.

6. Colocar as fotografias e um scan do termo de responsabilidade na pasta que diz respeito
à Aquisição.
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DATA SCIENCE PIPELINE

Table B.1: Science Pipeline.
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Table B.1 continued from previous page
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Table B.1 continued from previous page
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Table B.1 continued from previous page
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X I

DESIGN OF THE FILTERS USED

I.1 High pass filter with cutoff frequency 0.5 Hz

Table I.1: High pass filter with cutoff frequency 0.5 Hz.

Frequency breakpoints (FB) (Hz) 0 0.2 0.4 0.5 𝑓𝑠
2

Gain 0 0 0.1 1 1

Figure I.1: High pass filter with cutoff frequency 0.5 Hz.
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ANNEX I. DESIGN OF THE FILTERS USED

I.2 High pass filter with cutoff frequency 2 Hz

Table I.2: High pass filter with cutoff frequency 2 Hz.

FB (Hz) 0 1 2 𝑓𝑠
2

Gain 0 0.3 1 1

Figure I.2: High pass filter with cutoff frequency 2 Hz.
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I .3 . HIGH PASS FILTER WITH CUTOFF FREQUENCY 10 HZ

I.3 High pass filter with cutoff frequency 10 Hz

Table I.3: High pass filter with cutoff frequency 10 Hz.

FB (Hz) 0 7 10 𝑓𝑠
2

Gain 0 0.7 1 1

Figure I.3: High pass filter with cutoff frequency 10 Hz.
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ANNEX I. DESIGN OF THE FILTERS USED

I.4 High pass filter with cutoff frequency 30 Hz

Table I.4: High pass filter with cutoff frequency 30 Hz.

FB (Hz) 0 10 29 𝑓𝑠
2

Gain 0 0.3 1 1

Figure I.4: High pass filter with cutoff frequency 30 Hz.
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X II

RESULTS ANALYSIS

Table II.1: Results for the 0.5 Hz high pass analysis of subject M11FA.

1 2 3 4 ... 9 10 11 12 ... 124 125 126 127
HitsA1A2 62 66 70 60 ... 68 56 104 66 ... 60 60 68 64
HitsA1A3 61 63 71 61 ... 59 57 93 67 ... 65 65 63 59
HitsA1A4 61 63 69 57 ... 69 63 93 69 ... 65 63 65 59
HitsA1A5 62 62 70 62 ... 66 58 98 70 ... 64 68 64 60
HitsA1A6 59 61 69 61 ... 65 59 99 67 ... 65 65 63 59
HitsA1A7 61 63 67 57 ... 63 61 93 67 ... 63 67 65 57
HitsA1A8 60 60 70 62 ... 64 60 98 62 ... 64 66 66 60
HitsA1E1 68 70 60 58 ... 68 58 96 62 ... 68 70 64 66
HitsA1E2 67 65 63 61 ... 69 55 101 63 ... 57 59 65 71
HitsA1E3 64 68 58 62 ... 66 74 96 60 ... 56 58 62 72
HitsA1E4 60 62 68 60 ... 74 56 106 66 ... 60 62 68 62
HitsA1E5 67 51 71 71 ... 61 57 85 69 ... 73 57 61 61
HitsA1E6 63 61 67 63 ... 67 57 99 63 ... 65 59 69 59
HitsA1E7 63 53 71 67 ... 67 61 87 63 ... 61 63 61 59
HitsA1E8 75 59 69 61 ... 69 61 95 63 ... 63 61 61 67
HitsA2A3 68 60 64 58 ... 66 62 102 60 ... 58 54 66 70
HitsA2A4 64 64 60 62 ... 66 62 102 64 ... 54 58 70 66
HitsA2A5 70 64 60 58 ... 66 60 100 58 ... 58 58 68 68
HitsA2A6 72 68 66 58 ... 66 62 96 60 ... 60 58 74 72
HitsA2A7 63 59 63 55 ... 71 63 99 63 ... 55 59 67 67
HitsA2A8 67 65 63 57 ... 71 61 95 65 ... 53 63 69 67
HitsA2E1 58 62 66 58 ... 68 64 104 64 ... 64 60 68 64
HitsA2E2 68 78 54 58 ... 62 64 92 56 ... 58 66 68 76
HitsA2E3 65 63 67 53 ... 67 65 105 63 ... 59 59 65 69
HitsA2E4 66 62 70 64 ... 66 54 106 60 ... 64 64 68 64
HitsA2E5 64 66 64 56 ... 68 58 96 56 ... 60 62 60 62
HitsA2E6 68 64 62 64 ... 68 56 86 72 ... 72 62 70 60

65



ANNEX II . RESULTS ANALYSIS

Table II.1 continued from previous page
1 2 3 4 ... 9 10 11 12 ... 124 125 126 127

HitsA2E7 69 57 65 69 ... 61 57 89 61 ... 63 63 63 63
HitsA2E8 65 65 69 59 ... 55 67 91 61 ... 59 59 67 67
HitsA3A4 65 65 67 69 ... 59 71 101 71 ... 63 61 61 59
HitsA3A5 56 58 62 68 ... 60 62 102 68 ... 72 64 62 66
HitsA3A6 61 63 67 63 ... 63 69 101 61 ... 67 63 61 69
HitsA3A7 69 65 69 65 ... 63 71 87 55 ... 63 67 67 63
HitsA3A8 62 54 66 64 ... 60 72 96 62 ... 68 64 68 64
HitsA3E1 57 65 67 59 ... 63 59 89 69 ... 65 67 63 69
HitsA3E2 63 69 57 63 ... 63 65 97 63 ... 53 61 67 67
HitsA3E3 60 64 70 58 ... 68 64 98 62 ... 64 66 66 64
HitsA3E4 66 56 64 62 ... 66 64 112 62 ... 58 58 64 64
HitsA3E5 67 71 69 63 ... 65 57 87 61 ... 65 67 59 65
HitsA3E6 66 64 60 64 ... 68 66 98 66 ... 62 58 72 60
HitsA3E7 66 58 64 70 ... 64 56 90 60 ... 64 62 62 60
HitsA3E8 75 63 71 63 ... 63 63 91 55 ... 59 67 59 71
HitsA4A5 61 59 69 63 ... 59 57 95 69 ... 63 69 63 69
HitsA4A6 65 55 69 61 ... 61 63 93 69 ... 63 65 67 69
HitsA4A7 65 65 67 63 ... 63 71 89 61 ... 59 65 69 67
HitsA4A8 64 54 60 60 ... 56 62 96 60 ... 64 66 72 66
HitsA4E1 61 71 69 59 ... 67 65 87 65 ... 67 65 63 65
HitsA4E2 65 69 59 65 ... 65 61 99 65 ... 59 61 69 67
HitsA4E3 60 64 66 60 ... 68 64 98 64 ... 62 60 64 66
HitsA4E4 62 60 64 64 ... 68 62 106 66 ... 54 62 68 68
HitsA4E5 68 72 66 66 ... 70 62 88 60 ... 60 62 62 68
HitsA4E6 63 61 61 63 ... 67 61 97 63 ... 59 63 73 61
HitsA4E7 66 58 64 74 ... 66 54 88 58 ... 60 62 62 64
HitsA4E8 75 63 73 61 ... 65 61 91 55 ... 57 67 63 73
HitsA5A6 70 58 66 58 ... 64 68 104 68 ... 68 60 64 60
HitsA5A7 70 70 64 60 ... 66 50 88 68 ... 64 62 58 68
HitsA5A8 65 65 67 55 ... 57 65 103 59 ... 71 57 73 59
HitsA5E1 60 62 68 54 ... 70 60 90 72 ... 66 68 62 64
HitsA5E2 69 69 57 61 ... 63 59 95 59 ... 53 65 69 65
HitsA5E3 63 67 69 57 ... 67 63 105 69 ... 63 65 61 63
HitsA5E4 67 57 61 61 ... 65 59 107 59 ... 57 61 67 67
HitsA5E5 69 69 67 57 ... 67 67 89 67 ... 63 65 65 67
HitsA5E6 65 61 59 63 ... 67 63 97 65 ... 61 59 75 61
HitsA5E7 70 56 60 66 ... 62 56 88 62 ... 66 62 64 60
HitsA5E8 68 70 68 60 ... 64 66 88 64 ... 64 62 60 70
HitsA6A7 66 64 62 66 ... 64 62 88 72 ... 66 64 62 64
HitsA6A8 70 70 62 56 ... 56 56 96 54 ... 68 64 68 68
HitsA6E1 56 62 68 56 ... 66 64 94 66 ... 62 64 62 60
HitsA6E2 68 72 62 60 ... 64 60 90 56 ... 58 64 68 70
HitsA6E3 64 62 66 54 ... 66 68 100 68 ... 62 62 60 64
HitsA6E4 63 57 65 63 ... 69 63 107 61 ... 55 59 69 69
HitsA6E5 59 67 65 59 ... 69 65 95 65 ... 63 65 65 63
HitsA6E6 64 64 56 64 ... 72 64 96 64 ... 60 60 72 60
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Table II.1 continued from previous page
1 2 3 4 ... 9 10 11 12 ... 124 125 126 127

HitsA6E7 71 55 63 69 ... 61 57 89 63 ... 63 63 63 63
HitsA6E8 66 68 66 64 ... 64 66 88 62 ... 62 60 62 68
HitsA7A8 62 52 66 68 ... 66 64 90 68 ... 66 68 70 64
HitsA7E1 56 68 70 60 ... 66 62 88 62 ... 64 62 70 64
HitsA7E2 65 67 59 59 ... 65 59 95 63 ... 57 61 67 63
HitsA7E3 72 64 64 58 ... 64 68 96 62 ... 62 66 62 66
HitsA7E4 62 56 64 66 ... 68 62 106 64 ... 54 58 68 68
HitsA7E5 67 67 65 61 ... 63 63 89 65 ... 61 63 59 65
HitsA7E6 62 60 62 62 ... 70 60 98 66 ... 60 62 72 58
HitsA7E7 69 57 65 71 ... 63 55 87 61 ... 63 63 63 63
HitsA7E8 69 71 65 63 ... 63 61 91 61 ... 63 65 63 65
HitsA8E1 61 61 71 61 ... 61 65 95 65 ... 67 69 69 63
HitsA8E2 62 66 62 58 ... 68 60 92 60 ... 50 62 66 66
HitsA8E3 68 60 70 60 ... 64 68 102 60 ... 66 68 64 62
HitsA8E4 62 58 62 62 ... 70 62 106 66 ... 52 60 68 64
HitsA8E5 63 63 63 59 ... 65 65 97 61 ... 63 67 67 59
HitsA8E6 62 66 60 62 ... 70 66 96 66 ... 58 60 72 62
HitsA8E7 73 53 63 67 ... 63 55 89 61 ... 63 65 61 63
HitsA8E8 68 68 68 64 ... 64 68 88 60 ... 62 62 62 70
HitsAG1 61 73 59 61 ... 61 61 95 57 ... 67 57 69 63
HitsAG2 60 62 64 64 ... 68 70 104 64 ... 64 58 72 62
HitsAG3 63 63 55 65 ... 55 71 91 61 ... 55 59 63 63
HitsAG4 71 63 55 55 ... 53 65 85 61 ... 61 65 69 65
HitsAG5 67 57 73 57 ... 57 63 91 63 ... 71 59 69 69
HitsAG6 58 58 70 58 ... 60 60 88 68 ... 66 58 74 74
HitsAG7 61 53 73 59 ... 57 61 85 63 ... 65 61 69 65
HitsAG8 61 53 73 67 ... 61 65 85 63 ... 69 65 73 65
HitsE1E2 57 65 69 59 ... 73 57 105 59 ... 57 61 69 69
HitsE1E3 63 69 57 59 ... 65 63 99 57 ... 51 63 61 69
HitsE1E4 61 61 69 59 ... 71 63 111 65 ... 61 61 69 61
HitsE1E5 72 70 60 66 ... 64 58 96 58 ... 68 58 60 66
HitsE1E6 58 62 66 62 ... 70 62 98 66 ... 66 58 70 58
HitsE1E7 66 56 66 68 ... 66 60 86 60 ... 66 60 58 64
HitsE1E8 74 56 72 62 ... 64 62 94 60 ... 60 60 62 66
HitsE2E3 62 68 60 56 ... 70 60 104 64 ... 56 64 66 66
HitsE2E4 60 60 68 62 ... 68 64 108 62 ... 64 60 68 60
HitsE2E5 66 68 62 62 ... 66 56 94 54 ... 60 62 64 66
HitsE2E6 69 61 61 73 ... 65 57 81 77 ... 73 57 61 53
HitsE2E7 69 57 67 69 ... 57 57 87 61 ... 63 61 65 63
HitsE2E8 59 67 67 63 ... 57 65 93 65 ... 61 65 65 69
HitsE3E4 59 59 69 57 ... 73 61 107 63 ... 57 59 67 65
HitsE3E5 58 64 66 66 ... 68 70 96 68 ... 58 60 70 64
HitsE3E6 62 58 70 60 ... 70 62 106 64 ... 62 62 66 62
HitsE3E7 64 54 68 66 ... 66 60 90 64 ... 62 64 62 56
HitsE3E8 75 59 65 59 ... 67 67 97 63 ... 61 55 63 69
HitsE4E5 67 63 65 57 ... 69 61 107 63 ... 63 65 57 67
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Table II.1 continued from previous page
1 2 3 4 ... 9 10 11 12 ... 124 125 126 127

HitsE4E6 64 66 68 64 ... 66 60 98 54 ... 54 56 62 72
HitsE4E7 66 60 62 60 ... 60 62 92 58 ... 64 62 64 66
HitsE4E8 57 69 65 67 ... 59 59 99 65 ... 61 69 69 61
HitsE5E6 63 63 63 61 ... 71 63 111 65 ... 59 63 67 59
HitsE5E7 66 52 68 64 ... 64 62 86 62 ... 62 62 64 60
HitsE5E8 74 60 68 64 ... 66 60 92 60 ... 58 58 60 68
HitsE6E7 69 57 65 65 ... 59 59 91 59 ... 63 59 67 63
HitsE6E8 51 65 69 67 ... 59 65 93 75 ... 67 67 69 65
HitsE7E8 64 60 62 66 ... 64 56 94 54 ... 66 64 56 62
HitsEX1 60 66 62 62 ... 66 52 104 60 ... 66 66 68 68
HitsEX2 59 67 65 57 ... 75 63 101 61 ... 57 59 67 69
HitsEX3 62 68 56 58 ... 68 62 98 60 ... 54 62 64 68
HitsEX4 62 62 70 60 ... 70 66 110 68 ... 60 60 68 64
HitsEX5 69 71 61 59 ... 65 55 93 55 ... 59 61 63 65
HitsEX6 60 64 64 64 ... 70 66 98 74 ... 62 62 62 58
HitsEX7 68 56 64 68 ... 64 60 88 60 ... 64 60 60 64
HitsEX8 73 67 73 69 ... 61 63 93 61 ... 57 63 61 71

Table II.1 shows the results obtained for the number of hits when comparing them-sequence
estimated for each channel and each m-sequence in the original set. In the header, are each
sequence in the original set, and in the first column, each channel analyzed.
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